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Preface

This volume contains contributions on the history, mathematical analysis, and
numerical solution of constrained optimal control and optimization problems where
a partial differential equation (PDE) or a system of PDEs appears as an essential part
of the constraints. The appropriate treatment of such problems requires a fundamen-
tal understanding of the subtle interplay between optimization in function spaces
and numerical discretization techniques and relies on advanced methodologies from
the theory of PDEs and numerical analysis as well as scientific computing. The
contributions reflect part of the work that has been done within the European Science
Foundation (ESF) Networking Programme optimization with PDEs (OPTPDE). The
OPTPDE programme has been launched in October 2008 for a 5-year period and has
been supported by seventeen national science foundations and research institutions
from 12 European countries:

Fonds zur Förderung der wissenschaftlichen Forschung in Österreich
Austrian Science Research Fund, Austria
Fonds National de la Recherche Scientifique (FNRS)
National Fund for Scientific Research, Belgium
Akademie ved Ceske republiky (GACR)
Academy of Sciences of the Czech Republic, Czech Republic
Suomen Akatemia/Finlands Akademi
Academy of Finland, Finland
Deutsche Forschungsgemeinschaft (DFG)
German Research Foundation, Germany
Istituto Nazionale di Alta Matematica (INdAM)
National Institute for Advanced Mathematics, Italy,
Scuola Internazionale dei Studi Avanzati (SISSA)
Universita di Roma Tor Vegata (Dip. di Matematica),
Dip di Matematica F. Brioschi di Politecnico di Milano,
Universita di Padova,

v



vi Preface

Universita di Roma La Sapienza (Dip. di Matematica), Italy
Fonds National de la Recherche (FNR)
National Research Fund, Luxembourg
Polska Akademia Nauk (PAN)
Polish Academy of Sciences, Poland
Ministerio de Educacion y Ciencia (MEC)
Ministry of Education and Science, Spain
Vetenskapsradet (VR)
Swedish Research Council, Sweden
Schweizerischer Nationalfonds (SNF)
Swiss National Science Foundation, Switzerland
Engineering and Physical Sciences Research Council (EPSRC), United
Kingdom

A primary goal was to bring together experts from the optimization/optimal control
and the numerical PDE communities and to use the emerging synergies to make
significant progress in the mathematical treatment of challenging problems in PDE
constrained optimization. To this end, a series of conferences on general PDE
constrained optimization and workshops on specific topics have been organized
that have both deepened existing cooperations and triggered new scientific relations
between the participants. The contributions in this volume are original, peer-
reviewed research articles by participants of the ESF OPTPDE Programme and their
coworkers:

The contribution by Petr Beremlijski, Jaroslav Haslinger, Jiři L. Outrata, and
Róbert Pathó deals with the numerical solution of shape optimization in frictional
contact mechanics. The essential idea is to transform the discretized problem to
a nonsmooth minimization problem which is then solved by a bundle trust method
using the generalized differential calculus of Mordukhovich. Phase field methods for
the recovery of a binary function from blurred and noisy data are a significant task in
image processing and optimal control of PDEs. The article by Charles Brett, Charles
M. Elliott, and Andreas S. Dedner presents an approach to the numerical solution
of this inverse problem based on a combination of the Mumford-Shah model and a
phase field approximation to the perimeter regularization.

Multigrid methods and adaptive sequential quadratic programming are two novel
techniques for the numerical solution of shape optimization and optimal control
problems associated with evolutionary partial differential equations that are applied
in the contribution by Maurizio Falcone and Marco Verani. The approximation
relies on the coupling between a proper orthogonal decomposition and the classical
dynamic programming approach.

Adaptive finite elements for PDE constrained optimization represent a subject
that emerged from the cooperation between the optimization and numerical analysis
communities. The article by Alexandra Gaevskaya, Michael Hintermüller, Ronald
H.W. Hoppe, and Caroline Löbhard is concerned with such techniques for the
numerical solution of optimally controlled elliptic variational inequalities. Based
on the equivalence with Mathematical Problems with Complementarity Constraints
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(MPCCs), the convergence of discrete stationary points to a stationary point in
function space is shown. Moreover, a residual-type a posteriori error estimator is
developed which up to data oscillations provides both an upper and a lower bound
for the global discretization error.

The history of constrained optimization is the subject of the contribution by
Martin Gander, Felix Kwok, and Gerhard Wanner. Referring to a lot of original
sources, the authors forge a bridge from the origins in the eighteenth century
(Varignon, Johann Bernoulli, Lagrange) to Pontryagin’s celebrated maximum prin-
ciple and the modern theory of PDE constrained optimization.

Topology optimization using the concept of topological derivatives is a powerful
tool for the optimal design in solid mechanics. The article by S.M. Giusti, Jan
Sokolowski, and Jan Stebel deals with the application of this concept to frictionless
contact problems by minimizing the structural compliance for a given amount of
material. Several numerical examples demonstrate the robustness of the suggested
approach.

The numerical solution of three-dimensional contact problems with orthotropic
friction by using the Coulomb friction cone without any approximation is the
main goal of the contribution by Jaroslav Haslinger, Radek Kučera, and Tomáš
Kozubek. The suggested algorithm relies on an appropriate discretization of the dual
variational formulation involving the Lagrange multipliers on the contact boundary.
Its performance is illustrated by the documentation of numerical results for several
model examples.

The article by Günter Leugering, Jan Sokolowski, and Antoni Żochowski is
concerned with shape-topological differentiability of energy-type objective func-
tionals for unilateral problems in domains with cracks. Using tools from nonsmooth
analysis, the authors study the dependence of the Griffith shape functional on
domain perturbations far from the cracks and obtain its directional shape and
topological derivatives with respect to boundary variations of an inclusion.

The boundary stabilization for finite difference semidiscretizations of the one-
dimensional wave equation with variable density and diffusion coefficients is the
central theme of the article by Aurora Marica and Enrique Zuazua. Adding a suitable
artificial viscosity to the finite difference approximation, by an application of the
classical multiplier technique at the discrete level it is shown that the discrete decay
rate is uniform as the mesh size tends to zero.

The theory of a posteriori error estimates of functional type is known to provide
guaranteed upper and lower bounds for the global discretization error. In the
contribution by Pekka Neittaanmäki and Sergey Repin, the theory is applied to
finite element discretizations of distributed optimal control problems for second
order elliptic boundary value problems. In this way, guaranteed bounds for the
cost functional as well as computable error estimates for the state and the control
functions are obtained.

A shape sensitivity analysis of the work functional for the compressible Navier-
Stokes equations in a bounded domain with an obstacle is the subject of the
contribution by Pavel I. Plotnikov and Jan Sokolowski. The main tool in the
analysis is the Kuratowski-Mosco convergence of sequences of compact sets.
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Moreover, establishing the continuity of typical cost functionals with respect to the
Kuratowski-Mosco convergence, it is shown that the problem of minimizing the
work of hydrodynamic forces in a class of obstacles with fixed volume admits a
solution.

The contribution by Jean-Pierre Puel provides new results on local exact con-
trollability and null controllability for the incompressible Navier-Stokes equations.
The presented approach is based on new global Carleman estimates for the Stokes
problem associated with the linearized equations and some fine interpolation results.

The editor would like to express his sincere thanks to those who have made it
possible to produce this book. Particular thanks go to the European Science Foun-
dation for including OPTPDE as one of the ESF PESC Networking Programmes and
to the European national science foundations and research institutions listed above
for their financial support. I am also indebted to the editors of the Lecture Notes
in Computational Science and Engineering for considering this book as a volume
within this series and to Claus Ascheron of Springer-Verlag for his continuous
advice and support during the preparation and production of this volume.

Augsburg, Germany Ronald H.W. Hoppe
January 2014
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R. Kučera Centre of Excellence IT4I, VŠB-TUO, Ostrava, Czech Republic

F. Kwok Section de Mathématiques, Université de Genève, Genève, Switzerland

G. Leugering Department Mathematik, Friedrich-Alexander-Universität Erlangen-
Nürnberg, Erlangen, Germany

C. Löbhard Department of Mathematics, Humboldt-Universität zu Berlin, Berlin,
Germany

A. Marica Institute for Mathematics and Scientific Computing, University of Graz,
Graz, Austria

P. Neittaanmäki Department Mathematical Information Technology, University of
Jyväskylä, Jyväskylä, Finland

J. Outrata Institute of Information Theory and Automation, Czech Academy of
Sciences, Prague 8, Czech Republic

R. Pathó Department of Numerical Mathematics, Charles University in Prague,
Praha 8, Czech Republic

P.I. Plotnikov Lavrentyev Institute of Hydrodynamics, Novosibirsk, Russia

J.-P. Puel Laboratoire de Mathématiques de Versailles, Université de Versailles,
Versailles Cedex, France

S. Repin Department Mathematical Information Technology, University of
Jyväskylä, Jyväskylä, Finland

J. Sokolowski Laboratoire de Mathématiques, Institut Élie Cartan, UMR7502
(Université Lorraine, CNRS, INRIA), Université de Lorraine, Vandoeuvre-lès-
Nancy Cedex, France

J. Stebel Institute of Mathematics of the Academy of Sciences of the Czech
Republic, Praha 1, Czech Republic

M. Verani MOX - Modelling and Scientific Computing - Dipartimento di Matem-
atica, Politecnico di Milano, Milano, Italy

G. Wanner Section de Mathématiques, Université de Genève, Genève,
Switzerland
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Numerical Solution of 2D Contact Shape
Optimization Problems Involving
a Solution-Dependent Coefficient of Friction

Petr Beremlijski, Jaroslav Haslinger, Jiří Outrata, and Róbert Pathó

Abstract This contribution deals with numerical solution of shape optimization
problems in frictional contact mechanics. The state problem in our case is given
by 2D static Signorini problems with Tresca friction and a solution-dependent
coefficient of friction. A suitable Lipschitz continuity assumption on the coefficient
of friction is made, ensuring unique solvability of the discretized state problems and
Lipschitz continuity of the corresponding control-to-state mapping. The discrete
shape optimization problem can be transformed into a nonsmooth minimization
problem and handled by the bundle trust method. In each step of the method, the
state problem is solved by the method of successive approximations and necessary
subgradient information is computed using the generalized differential calculus of
B. Mordukhovich.

Keywords Frictional contact • Nonsmooth analysis • Shape optimization
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CZ-182 08 Praha 8, Czech Republic
e-mail: outrata@utia.cas.cz

Grad. School of Information Technology and Math. Sciences, University of Ballarat, Australia

R. Pathó
Department of Numerical Mathematics, Charles University in Prague, Sokolovská 83, CZ-186 75
Praha 8, Czech Republic
e-mail: patho@karlin.mff.cuni.cz

© Springer International Publishing Switzerland 2014
R. Hoppe (ed.), Optimization with PDE Constraints, Lecture Notes
in Computational Science and Engineering 101,
DOI 10.1007/978-3-319-08025-3__1

1

mailto:petr.beremlijski@vsb.cz
mailto:hasling@karlin.mff.cuni.cz
mailto:outrata@utia.cas.cz
mailto:patho@karlin.mff.cuni.cz


2 P. Beremlijski et al.

Mathematics Subject Classification (2010). Primary 49M25; Secondary 35J86,
74P10

1 Introduction

Shape optimization is a branch of optimal control theory in which control variables
are related to the geometry of optimized structures (size, shape or topology). By
an appropriate change of the geometry one tries to get a structure with some
desired properties. Usually, its behavior is modeled by partial differential equations.
In practice, however, one can meet situations when physical systems are governed
by variational inequalities. A common feature of such optimization problems is
the fact that the control-to-state mapping might be nonsmooth and, consequently,
the whole optimization problem is generally nonsmooth, as well. If it is so, then
special tools of nonsmooth analysis have to be used to perform sensitivity analysis
which provides necessary gradient-like information for nonsmooth minimization
methods. Contact problems represent one of typical applications of variational
inequalities in mechanics of solids: one tries to find an equilibrium state of a
system of a finite number of loaded deformable bodies which are possibly in
mutual contact taking into account effects of friction on common parts. Just the
presence of friction complicates the analysis. If the friction obeys the Coulomb
law [5], then the respective mathematical model leads to an implicit variational
inequality. Shape optimization with contact problems involving Coulomb friction
in 2 and 3D has been theoretically studied in [1], and [2], respectively, including
numerical experiments. Another type of friction was considered in [8], namely
contact problems with given friction and a solution-dependent coefficient of friction.
Shape optimization with this type of the state problems has been theoretically
analyzed in [7]. The goal of the present chapter is to illustrate applicability of
theoretical results concerning sensitivity analysis for numerical realization of model
examples.

The paper is organized as follows: after introducing the notation, we recall
some basic notions from the theory of generalized differential calculus that will
be used later in Sect. 3. In Sect. 2 we present the state problem, the shape
optimization problem and also quote some results concerning their solvability.
Next, we introduce a suitable discretization and review conditions under which
discrete optimal shapes exist and converge to an optimal one as the discretization
parameter tends to zero. Assuming unique solvability of the discrete state problems
in Sect. 3, we compute shape sensitivities of the cost functional and the discrete
state variable employing modern methods of variational analysis [12]. Using these
results, numerical examples in Sect. 4 illustrate the feasibility of this approach in
solving shape optimization problems involving complicated boundary conditions.

Throughout the paper we use the following notation: the symbol Hk.�/ (k � 0
integer) stands for the Sobolev space of functions which are together with their
derivatives up to order k square integrable in �, i.e. elements of L2.�/ (we set
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H0.�/ WD L2.�/). The norm in Hk.�/ will be denoted by k � kk;�. Vector-valued
functions and the respective spaces of vector-valued functions will be denoted by
bold characters. Bold characters will also be used for vectors in R

n, with the
Euclidean scalar product h�; �in and corresponding norm k � kn. For a set A � X ,
A stands for the closure of A with respect to the topology of X . For X D R

n and
Nx 2 A we denote by ONA.Ex/ the Fréchet (regular) normal cone to A at Nx:

ONA.Nx/ WD
n
x� 2 R

n
ˇ̌
ˇ lim sup

x
A�!Nx

hx�; x � Nxin
kx � Nxkn � 0

o
;

whereas the limiting (Mordukhovich) normal cone to A at Nx will be denoted by
NA.Nx/:

NA.Nx/ WD limsup
x
A�!Nx
ONA.x/:

Here the symbol “Limsup” stands for the Kuratowski-Painlevé outer limit of sets
(cf. [16]). Given a multifunction Q W Rn ! R

m, we denote its graph by Gr Q WD
f.x; y/ 2 R

n � R
m j y 2 Q.x/g. The regular coderivative of Q at a reference point

.Nx; Ny/ 2 Gr Q is given by the multifunction OD�Q.Nx; Ny/ W Rm ! R
n, which is

defined as follows:

OD�Q.Nx; Ny/.y�/ WD fx� 2 R
n j .x�;�y�/ 2 ONGr Q.Nx; Ny/g:

Analogously, the multifunctionD�Q.Nx; Ny/ W Rm ! R
n, defined by

D�Q.Nx; Ny/.y�/ WD fx� 2 R
n j .x�;�y�/ 2 NGr Q.Nx; Ny/g

is called the limiting (Mordukhovich) coderivative of Q at .Nx; Ny/. Further, we will
employ another important notion from the theory of generalized differentiation,
namely that of calmness: a multifunction Q is said to be calm at .Nx; Ny/ 2 Gr Q
provided 9L > 0 and 9 neighbourhoodsU , V of Nx and Ny, respectively, such that:

Q.x/\ V � Q.Nx/C Lkx � NxknBm 8x 2 U;

where Bm stands for the closed unit ball in R
m, centered at the origin.

2 Problem Formulation and Discretization

Throughout the chapter we assume that the positive real parameters a, b and 0 <
C0 < b are fixed.

Let us consider an elastic body, represented by the domain � WD f.x1; x2/ 2
R
2 j x1 2 .0; a/; ˛.x1/ < x2 < bg, where ˛ 2 C0;1.Œ0; a�/, 0 � ˛ � C0. Suppose
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that the boundary @� is decomposed according to the boundary conditions into three
pairwise disjoint, relatively open subsets: along �u � @�, meas1�u > 0 the body
is clamped, on �P � @� surface tractions of density P D .P1; P2/ 2 L2.�P / act
and along �c WD f.x1; x2/ 2 R

2 j x1 2 .0; a/; x2 D ˛.x1/g D Gr ˛, the body may
come in contact with the rigid foundation M D f.x1; x2/ 2 R

2 j x2 � 0g. Due
to the special geometry, the non-penetration conditions on the contact boundary �c
can be expressed exactly and take the following form:

u2.x1; ˛.x1// � �˛.x1/; T2.u/.x1; ˛.x1// � 0;
�
u2.x1; ˛.x1//C ˛.x1/

�
T2.u/.x1; ˛.x1// D 0

)
for x1 2 .0; a/: (2.1)

Here u D .u1; u2/ W �! R
2 is a displacement vector and T.u/ D .T1.u/; T2.u// W

@�! R
2 is the stress vector associated with u. In addition to (2.1) we shall consider

effects of friction between � and M . We use the friction law of Tresca type, i.e.
with an a-priori given slip bound g W �c ! RC, but with a coefficient of friction
F W RC ! RC which depends on the solution. Thus the friction conditions on �c
read as follows:

u1 D 0 H) jT1.u/j � F .0/g

u1 ¤ 0 H) T1.u/ D �sgn.u1/F .ju1j/g
�

on �c: (2.2)

Finally, � will be subject to body forces of density F D .F1; F2/ 2 L2.�/. The
equilibrium state of� is characterized by a displacement vector u which satisfies the
system of the linear equilibrium equations in �, the classical boundary conditions
on �P , �u and the unilateral and friction conditions (2.1) and (2.2), resp., on �c .

In order to give the weak form of the Signorini problem with given friction
and a solution-dependent coefficient of friction, we denote the space of virtual
displacements by V WD fv D .v1; v2/ 2 H1.�/ j v D 0 a.e. on �ug and the
closed, convex cone of kinematically admissible displacements by K WD fv 2 V j
v2.x1; ˛.x1// � �˛.x1/ a.e. in .0; a/g. Further, let a W V � V! R and L W V! R

be defined by:

a.u; v/ WD
Z

�

�.u/ W ".v/ dx; L.v/ WD
Z

�

F � v dxC
Z

�P

P � v ds;

where the stress tensor �.u/ is linked to the linearized strain tensor ".u/ WD 1
2
.ruC

.ru/T / by a linear Hooke’s law: �.u/ D C ".u/. We assume that the fourth order
stiffness tensor C 2 L1.�/ satisfies the usual symmetry and ellipticity conditions.

Definition 2.1. By a weak solution to the Signorini problem with Tresca friction
and a solution-dependent coefficient of friction F we mean any u 2 K satisfying:

a.u; v � u/C
Z

�c

F .ju1j/g.jv1j � ju1j/ ds � L.v � u/ 8v 2 K: (P)
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Note that (P) is an implicit variational inequality of the second kind. Its solvability
was addressed in [8] and is summarized in the following theorem.

Theorem 2.2. (i) For any nonnegative g 2 L2.�c/ and nonnegative, bounded,
continuous F there exists a solution to (P).

(ii) There exists a constant Cmax > 0 such that the solution to (P) is unique,
provided that g 2 L1.�c/ and F is bounded, Lipschitz continuous with
modulus CL > 0 such that: CLkgkL1.�c/ < Cmax.

Up to this point we used one fixed domain � and solved the corresponding
problem (P) on it. When optimizing the contact boundary we consider ˛ to be
a parameter, by means of which one can change the shape of �. Our aim is to
find ˛� from an admissible set Uad such that the pair .˛�;u�/, where u� solves the
corresponding problem (P) on�.˛�/, minimizes a given cost functional J on Uad.
To emphasize the fact that� is parametrized by ˛, we will write ˛ as the argument.
In agreement with this convention, notation �.˛/, �c.˛/, V.˛/, K.˛/, P.˛/, etc.
will be used instead of �, �c , V, K, (P), etc.

In what follows we shall restrict ourselves to ˛ belonging to the following
admissible set Uad:

Uad WD f˛ 2 C1;1.Œ0; a�/ j 0 � ˛ � C0; j˛0j � C1 in Œ0; a�;

j˛00j � C2 a.e. in .0; a/;meas�.˛/ D C3g; (2.3)

i.e.Uad contains all functions which are together with their first derivatives Lipschitz
equi-continuous in Œ0; a� and preserve the constant area of�.˛/. We assume that the
positive constantsC0, C1, C2 andC3 are chosen in such a way thatUad ¤ ;. Further,
we need to clarify the meaning of all functions appearing in the definition of (P) for
various ˛ 2 Uad. To this end, let O� WD .0; a/ � .0; b/ and assume that the functions
C , F, P and g are restrictions of some OC 2 L1. O�/, OF 2 L2. O�/, OP 2 L2.@ O�/ and
Og 2 H1. O�/, Og � 0 onto�.˛/, �p.˛/ and �c.˛/, respectively.

Let S W Uad 3 ˛ 7! fu 2 K.˛/ j u solves P.˛/g denote the control-to-
state mapping and let J W Gr S ! R be a given cost functional. Note that S is
a multivalued mapping, in general.

Definition 2.3. A domain �.˛�/ is said to be optimal iff there exists u� 2 S.˛�/
satisfying:

J.˛�;u�/ � J.˛;u/ 8.˛;u/ 2 Gr S: (P)

Below we recall the result from [7] stating, that there exists an optimal shape in Uad,
defined by (2.3), for a large class of cost functionals.
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Theorem 2.4. Let the assumptions of Theorem 2.2(i) hold and suppose that J is
lower semicontinuous in the following sense:

˛n ! ˛ in C1.Œ0; a�/; ˛n; ˛ 2 Uad;

yn * y in H1. O�/; yn; y 2 H1. O�/

)
H) lim inf

n!1 J.˛n; ynj�.˛n// � J.˛; yj�.˛//:

Then (P) has a solution.

Proof. It is sufficient to prove that Gr S is compact in the above defined topology—
see [7, Lemma 1]. ut

In the second part of this section we shortly describe a discrete version of (P)
and provide sufficient conditions ensuring unique solvability of the discretized state
problems and convergence of discrete optimal shapes to an optimal one in the sense
of Definition 2.3.

Every discretization of (P) is twofold: (i) one has to approximate the admissible
setUad and (ii) to discretize the state problem. In order to make the forthcoming pre-
sentation more straightforward, we shall use continuous, piecewise linear functions
˛h as design variables. However, they are not practical from the engineering point of
view and therefore will be replaced by Bézier functions in numerical experiments.
For the approximation of (P) we shall use standard piecewise linear triangular finite
elements.

Let d � 1 be a given integer and set h WD a=d . By ıh we denote the equidistant
partition of Œ0; a�:

ıh W 0 � a0 < a1 < � � � < ad.h/ � a; aj D aC jh; j D 0; : : : ; d: (2.4)

With any ıh we associate the set Uh
ad defined by

Uh
ad WD f˛h 2 C.Œ0; a�/ j ˛hjŒai�1;ai � 2 P1.Œai�1; ai �/ 8i D 1; : : : ; d;

0 � ˛h.ai / � C0 8i D 0; : : : ; d;
j˛h.ai / � ˛h.ai�1/j � C1h 8i D 1; : : : ; d;

j˛h.aiC1/ � 2˛h.ai /C ˛h.ai�1/j � C2h2; 8i D 1; : : : ; d � 1;
meas�.˛h/ D C3g;

where C0; : : : ; C3 are the same as in (2.3). Notice that Uh
ad 6� Uad, i.e. Uh

ad is an
external approximation of Uad.

Since for each ˛h 2 Uh
ad the domain �.˛h/ is polygonal, one can construct its

triangulation T .h; ˛h/ whose nodes lie on the lines fai g � R, i D 0; 1; : : : ; d .
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Moreover, we shall assume that for each h > 0 the family fT .h; ˛h/ j ˛h 2
Uh

adg consists of topologically equivalent triangulations (cf. [6, p. 32]) and that
fT .h; ˛h/g are uniformly regular with respect to .h; ˛h/ 2 .0;1/ � Uh

ad. The
domain �.˛h/ with the triangulation T .h; ˛h/ will be denoted by �h.˛h/ or just
shortly�h.

On�h.˛h/ we construct the following piecewise linear approximations of V.˛h/
and K.˛h/:

Vh.˛h/ WD fvh 2 C.�h/ j vhjT 2 .P1.T //2 8T 2 T .h; ˛h/; vh D 0 on �u.˛h/g;

and

Kh.˛h/ WD fvh D .vh1; vh2/ 2 Vh.˛h/ j vh2.ai ; ˛h.ai // � �˛h.ai / 8ai 2 Nhg;

respectively, where Nh is the set of all contact nodes, i.e. ai 2 Nh iff .ai ; ˛h.ai // 2
�c.˛h/ n �u.˛h/. Observe, that Kh.˛h/ � K.˛h/ 8h > 0 8˛h 2 Uh

ad.

Definition 2.5. By a solution to the discretized Signorini problem with given
friction and a solution-dependent coefficient of friction we mean any function
uh WD uh.˛h/ 2 Kh.˛h/ satisfying:

a˛h.uh; vh � uh/C
Z a

0

F .rhjuh1 ı ˛hj/g ı ˛h.jvh1 ı ˛hj�

juh1 ı ˛hj/
q
1C .˛0

h/
2 dx1 � L˛h.vh � uh/ 8vh 2 Kh.˛h/;

9>>=
>>;

(Ph.˛h/)

where rh W C.Œ0; a�/ ! C.Œ0; a�/ stands for the piecewise linear Lagrange
interpolation operator on ıh and for any w 2 H1.�.˛h// the symbol w ı ˛h denotes
the function x 7! w.x; ˛h.x//, x 2 .0; a/.
Theorem 2.6. (i) Let the assumptions of Theorem 2.2(i) be satisfied. Then

(Ph.˛h/) has a solution for any h > 0 and ˛h 2 Uh
ad.

(ii) There exists a constant Ch
max > 0 such that the solution to (Ph.˛h/) is unique,

provided that the following conditions hold: g 2 C. O�/ and F is nonnegative,
bounded, Lipschitz continuous with modulus CL > 0 such that CLkgk

C. O�/ <
Ch

max.

Proof. It can be found in [8] and [15]. ut
Note, that by looking at the explicit form of the constants Cmax and Ch

max appearing
in Theorems 2.2 and 2.6 we find that: .1/ C h

max can be chosen independently of h
and .2/ C h

max < Cmax. Hence, Theorem 2.6.ii/ implies Theorem 2.2.ii/.
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Analogously to S and (P) we define the discrete control-to-state mapping Sh and
the discrete shape optimization problem .Ph/:

minimize J.˛h;uh/
subj. to .˛h;uh/ 2 Gr Sh

�
(Ph)

In the next theorem the symbol “ ˜ ” above a function v 2 H1.�.˛h// denotes its
extension to O� satisfying: kQvk1; O� � QCkvk1;�.˛h/ 8v 2 H1.�.˛h//, such that the

constant QC is independent of ˛h and h > 0. Since f�.˛h/ j ˛h 2 Uh
ad; h > 0g is

a system satisfying the uniform cone property, such an extension exists (see [3]).
For details we refer to [7].

Theorem 2.7. Suppose that J is continuous in the following sense:

˛h ! ˛ in C.Œ0; a�/; ˛h 2 Uh
ad

uh * u in H1. O�/; uh;u 2 H1. O�/
�
H) lim

h!0C

I.˛h;uhj�.˛h// D I.˛;uj�.˛//

and let the assumptions of Theorem 2.6(ii) hold. Then:

(j) there exists at least one solution .˛�
h ;u

�
h / to (Ph) 8h > 0;

(jj) for every sequence of discrete optimal pairs f.˛�
h ;u

�
h/g, h ! 0C there exists

a subsequence f.˛�
hj
;u�

hj
/g, j !1 and functions ˛� 2 Uad, u� 2 H1. O�/ such

that:

˛�
hj
! ˛� in C.Œ0; a�/ and Qu�

hj
* u� in H1. O�/; j !1; (2.5)

where .˛�;u�j�.˛�// solves (P). In addition, every accumulation point of
f.˛�

h ;u
�
h/g in the sense of (2.5) has this property.

Proof. It follows from Theorems 6, 7 and Lemma 7 in [7]. ut
We conclude this section with the algebraic form of the discrete state prob-

lem (Ph.˛h/), in particular with its reduced version involving only state variables
defined on the contact boundary �c . In the rest of the paper h > 0 shall be fixed.

Let us set n WD dim Vh.˛h/ and p WD card Nh, i.e. p is the number of the
contact nodes. For the sake of simplicity let us further assume that p D d.h/ C 1
(cf. (2.4)). Then Uh

ad is isomorphic to a convex, compact set Uad � R
p
C by means

of the mapping ˛h 7! ˛ D .˛h.a0/; : : : ; ˛h.ad.h///. Further, the set Kh.˛h/ may be
identified with the closed, convex set:

K .˛/ WD fv 2 R
n j v� � �˛g; ˛ 2 Uad;
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where v� 2 R
p stands for the subvector of v 2 R

n consisting of the second
components of the displacement vector v at all contact nodes, i.e. .v�/i D
vh2.ai�1; ˛h.ai�1// for each i D 1; : : : ; p. Analogously, v� 2 R

p consists of the
first components of v at the contact nodes. The frictional term in (Ph.˛h/) should
be approximated by a quadrature formula whose integration nodes coincide with the
contact nodes. Hence, the algebraic formulation of the discrete Signorini problem
with a solution-dependent coefficient of friction reads as:

Find u 2 K .˛/ such that for every v 2 K .˛/ W
hA.˛/u; v � uin C

pX
iD1

!i .˛/F .j.u� /i j/
�j.v� /i j � j.u� /i j

� � hL.˛/; v � uin

9>=
>;

(P 0.˛/)

where A 2 C1.UadIRn�n/ and L 2 C1.UadIRn/ denote the matrix- and vector-
valued function, resp., associating with any ˛ 2 Uad the stiffness matrix A.˛/

and the load vector L.˛/. Finally, let us assume that !i 2 C1.UadI .0;1// 8i D
1; : : : ; p.

Instead of dealing with (P 0.˛/) directly, we shall introduce Lagrange multipliers
� 2 R

p
C to release the constraint v 2 K .˛/, and employ the Schur complement

technique to eliminate all internal variables and reduce the state problem to the
contact boundary. Since it will be more convenient for sensitivity analysis, the
resulting variational inequality is formulated as a generalized equation (GE) (for
details the reader is kindly referred to [7] and also [1, 2]):

0 2 A�� .˛/u� C A��.˛/u� � L� .˛/CQ1.˛;u� /

0 D A�� .˛/u� C A��.˛/u� � L�.˛/� �
0 2 u� C ˛CNR

p

C

.�/:

9
>>=
>>;

(2.6)

In our case the multifunctionQ1 W Uad � R
p � R

p is defined as:

�
Q1.˛;u� /

�
i
WD !i .˛/F .j.u� /i j/@j.u� /i j 8i D 1; : : : ; p;

where “@” denotes the subdifferential of convex functions, N
R
p

C

.�/ is the nor-

mal cone in the sense of convex analysis and submatrices A�� , A�� , A�� 2
C1.UadIRp�p/ are parts of the Schur complement to the stiffness matrix with
A�� D A

T
�� . In addition, note that A�� and A�� are positive definite uniformly with

respect to ˛ 2 Uad.
The next theorem states that GE (2.6) is uniquely solvable and its solution

depends Lipschitz continuously on the shape variable ˛.

Theorem 2.8. There exists a constant CL > 0, independent of h and ˛ 2 Uad such
that if F is Lipschitz continuous with modulus CL, then the corresponding control-
to-state mapping S W Uad ! R

3p, ˛ 7! f.u� ;u�; �/ j .u� ;u�; �/ solves (2.6)g is
single-valued and Lipschitz continuous.
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3 Discrete Sensitivity Analysis

Introducing the state variable y WD .u� ;u�;�/ 2 R
3p, the GE (2.6) may be written

in the following compact form:

0 2 F.˛; y/CQ.˛; y/; (3.1)

with ˛ 2 Uad being the control variable and

F.˛; y/ WD
0
@
A�� .˛/ A��.˛/ 0

A�� .˛/ A��.˛/ �I
0 I 0

1
A y �

0
@

L� .˛/
L�.˛/
�˛

1
A ; Q.˛; y/ WD

0
B@
Q1.˛; y1/

0

N
R
p

C

.y3/

1
CA :

Note that F is single-valued, continuously differentiable in its domain of definition
and Q is a closed-graph multifunction. The algebraic shape optimization prob-
lem reads as the following Mathematical Program with Equilibrium Constraints
(MPEC):

minimize J.˛; y/
subj. to 0 2 F.˛; y/CQ.˛; y/;

˛ 2 Uad;

9
=
; (P)

where J is a given continuously differentiable cost functional. In what follows we
shall assume that the assumptions of Theorem 2.8 are satisfied. Then (P) may be
equivalently reformulated as a nonlinear optimization problem:

minimize J .˛/ WD J.˛; S.˛//
subj. to ˛ 2 Uad:

�
( QP)

Since J is locally Lipschitz continuous, ( QP) can be solved by standard methods
of nonsmooth optimization. Such algorithms, however, require typically knowledge
of some subgradient information, usually in the form of one (arbitrary) subgradient
from the Clarke subdifferential @J (cf. [4, Theorem 2.5.1]) in each iteration step.
This can be conducted by using the chain rule from [4, Theorem 2.6.6]:

@J .˛/ D r˛J.˛; Ny/C
�
@S.˛/

�TryJ.˛; Ny/; (3.2)

valid at any reference point ˛ 2 Uad , Ny WD S.˛/. Thus, for the required subgradient
information it is sufficient to compute an element from

�
@S.˛/

�TryJ.˛; Ny/, where

@S.˛/ stands for the generalized Jacobian of Clarke, defined in [4, Definition 2.6.1].
The rest of the section is devoted to this task.



Numerical Solution of 2D Contact Shape Optimization Problems Involving. . . 11

First, observe that Lipschitz continuity of S and formula (2.23) in [11] yield:

�
@S.˛/

�T
y� D convD�S.˛.y�// 8y� 2 R

3p:

Comparing with (3.2), we see that it is sufficient to determine one element from
the set D�S.˛/.ryJ.˛; Ny// and we are done. The latter task will be accomplished
using the following theorem.

Theorem 3.1. Let .˛; Ny/ 2 Gr S be fixed and introduce the mapping: ˆ W Rp �
R
3p ! R

p � R
3p � R

3p, .˛; y/ 7! �
˛; y;�F.˛; y/�T . Then the following hold:

(i) The multifunctionM W Rp�R3p�R3p ! R
p�R3p, p 7! f .˛; y/ j pCˆ.˛; y/ 2

Gr Q g is calm at .0; 0; 0;˛; Ny/T .
(ii) For every p� 2 D�S.˛/.ryJ.˛; Ny// there exists a vector v� 2 R

3p such that
.p�; v�/ is a solution of the (limiting) adjoint GE:

�
p�

�ryJ.˛; Ny/
�
2 rF.˛; Ny/T v� CD�Q.ˆ.˛; Ny//.v�/: (AGE)

Proof. Part .i/ was proved in [7, Lemma 8], whereas part .ii/ follows from .i/ and
[9, Theorem 4.1]. For details see [7]. ut

Note that due to Lipschitz continuity of S , (AGE) attains at least one solution
p� and at points .˛; Ny/, where Q is normally regular, i.e. ONGr Q.ˆ.˛; Ny// D
NGr Q.ˆ.˛; Ny//, every solution p� of (AGE) belongs to D�S.˛/.ryJ.˛; Ny//. In
the nonregular case, however, the set of solutions of (AGE) is in general larger
than D�S.˛/.ryJ.˛; Ny// and so this procedure may lead to a subgradient, which
lies outside of .@S.˛//TryJ.˛; Ny/. Nevertheless, numerical experience shows that
this phenomenon occurs very rarely and typically does not negatively influence the
behavior of bundle methods, which we use for the solution of ( QP) (cf. [17]).

In the rest of this section we will devote our attention to the solution of (AGE),
in particular to expression of the coderivative D�Q in terms of the problem data.
To begin with, note that the components of Q are decoupled (this is a consequence
of the assumed model of given friction), hence its coderivative can be computed
componentwise:

D�Q.˛; Ny; Nq/.q�/ D

0
B@
D�Q1.˛; Ny1; Nq1/.q�

1 /

0

D�N
R
p

C

.Ny3; Nq3/.q�
3 /

1
CA 8q� 2 R

3p; (3.3)
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at any given point .˛; Ny; Nq/ 2 Gr Q. The third component is standard and the exact
formula for it may be found e.g. in [13, Lemma 2.2]. In order to deal with the first
component, let us write the multifunctionQ1 W Rp �R

p ! R
p as a composition of

an outer multifunctionZ1 and an inner single-valued, smooth mapping‰:

Q1.˛;u/ D

0
BBB@

!1.˛/F .ju1j/@ju1j
!2.˛/F .ju2j/@ju2j

:::

!p.˛/F .jupj/@jupj

1
CCCA D .Z1 ı‰/.˛;u/; (3.4)

where

‰ D .‰1; : : : ; ‰p/ W Rp � R
p ! R

3p; ‰j .˛;u/ WD .!j .˛/; uj /T ;

and

Z1 W R3p ! R
p; y 7! .Z.y1/; : : : ; Z.yp//T ;

with

Z W .0;1/ � R! R; .x1; x2/ 7! x1F .jx2j/@jx2j:

Now the chain rule from [16, Theorem 10.40] allows us to compute the
coderivative of the composite multifunction (3.4) as follows:

Theorem 3.2. Let .˛; Nu; Nq/ 2 Gr Q1 be such that the following condition holds:

Kerr‰.˛; Nu/T \D�Z1.‰.˛; Nu/; Nq/.0/ D f0g: (3.5)

Then:

8q� 2 R
p W D�Q1.˛; Nu; Nq/.q�/ � r‰.˛; Nu/TD�Z1.‰.˛; Nu/; Nq/.q�/

D r‰.˛; Nu/T

0
BBB@

D�Z.‰1.˛; Nu/; Nq1/. Nq�
1 /

D�Z.‰2.˛; Nu/; Nq2/. Nq�
2 /

:::

D�Z.‰p.˛; Nu/; Nqp/. Nq�
p/

1
CCCA :

(3.6)

By means of (3.3) and (3.6) we have reduced the computation of D�Q to that
of D�Z. Due to the particularly simple structure of Z, this can be done relatively
easily and has been investigated in detail in [7, Section 6.2]. We summarize these
results in the next theorem.
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Theorem 3.3. Let . Nx1; Nx2; Nz/ 2 Gr Z be a given point and z� 2 R arbitrary. Then
exactly one from the following cases holds true:

(1) Nx2 > 0, then: D�Z. Nx1; Nx2; Nz/.z�/ D fz�F . Nx2/g �D�F . Nx2/. Nx1z�/;
(2) Nx2 < 0, then: D�Z. Nx1; Nx2; Nz/.z�/ D f�z�F .�Nx2/g�

��D�F .�Nx2/.�Nx1z�/
�
;

(3) Nx2 D 0, jNzj < Nx1F .0/, then:

D�Z. Nx1; 0; Nz/.z�/ D
� f0g �R ; if z� D 0;
; ; otherwiseI

(4) Nx2 D 0, Nz D Nx1F .0/, then:

D�Z. Nx1; 0; Nx1F .0//.z�/

8
<
:
� fz�F .0/g �D�F .0/. Nx1z�/; if z� > 0;
D fz�F .0/g � .�1; Nx1z�DCF .0/�; if z� < 0;
D f0g � R; if z� D 0;

where the symbol DCF .0/ WD lim sup	!0C

F .	/�F .0/

	
stands for the upper

Dini derivative of F at 0;
(5) Nx2 D 0, Nz D �Nx1F .0/, then:

D�Z. Nx1; 0;�Nx1F .0//.z�/

8
<
:
D f�z�F .0/g � Œ Nx1z�DCF .0/; C1/; if z�>0;
� f�z�F .0/g � � �D�F .0/.�Nx1z�/

�
; if z�<0;

D f0g � R; if z�D 0:

Using this result one may construct and solve the (AGE). Moreover, one has:

Corollary 3.4. The condition (3.5) holds at each .˛; Nu; Nq/ 2 Gr Q1.

Proof. See [7, Corollary 2]. ut

4 Numerical Results

The theoretical results of the previous sections will now be used for computation of
model examples. We assume that the friction coefficient F is defined by

F .t/ D 0:25 � 1

t2 C 1 8t 2 RC; (4.1)
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and the a-priori given slip bound is g D 150. Further we assume that the cost
functional J is continuously differentiable so that the composite map J is locally
Lipschitzian. Therefore one can use the implicit programming approach [14] to
solve the shape optimization problem (P). For the minimization of J we used
the Matlab implementation of the bundle trust method BT (see [17]). This method
is very robust and was designed just for the minimization of nonsmooth functions.
It requires in every step the value of the objective function and its arbitrary Clarke
subgradient (for more details see [4]), i.e., for each admissible ˛ we have to be able
to find a solution of the state problem .u; �/ D S.˛/ and to compute one arbitrary
Clarke subgradient of J at ˛. This issue was discussed in the preceding section.

Since the Signorini problem with given friction and a solution-dependent coeffi-
cient of friction can be equivalently formulated as a fixed-point problem (see [8]),
the method of successive approximations will be used for its numerical solution.
Each iterative step is represented by the Signorini problem with given friction and
the given coefficient friction computed from the previous iteration.

These techniques were implemented and the following experiments were solved
by MatSol library [10] developed in the Matlab environment.

For the solution of model examples, we slightly modify the set Uh
ad. The purpose

of this modification is to decrease the number of control variables and, at the same
time, to get a smooth shape of the contact boundary. Therefore, the boundary�c will
be modelled by Bézier functions of order d . The system of points fAi gdiD0, where
Ai D .ih; ˛i /, ˛i 2 R, i D 0; 1; : : : ; d , h D a=d defines the so-called control points
of the Bézier function F˛ of order d on Œ0; a�:

F˛.x/ D
dX
iD0

˛iˇid .x/; ˇid .x/ D
1

ad

�
d

i

�
xi .a � x/d�i ; x 2 Œ0; a�:

Discretized shapes are determined by the vector ˛ D .˛0; : : : ; ˛d /, where ˛i is the
second component of Ai , i D 0; : : : ; d . The end points of F˛ coincide with the
first and last control point. The graph of F˛ itself lies in the convex envelope of
the control points. This means that any upper and lower bounds imposed on the
components of ˛ are automatically satisfied for F˛ , too.

The new shape optimization problem using this type of the design variables is
defined as follows:

minimize J.˛; S.˛//

subj. to ˛ 2 U ;

�
(PB )

where
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U D f˛ 2 R
dC1 j 0 � ˛i � C0; i D 0; 1; : : : ; d I

j˛iC1 � ˛i j � C1h; i D 0; 1; : : : ; d � 1I
j˛iC1 � 2˛i C ˛i�1j � C2h2; i D 1; 2; : : : ; d � 1I

C31 � meas�.˛/ � C32g

and C0, C1, C2, C31, C32 are given positive constants. The first dC1 box constraints
guarantee that jF˛.x/j � C0 8x 2 Œ0; a�. The second and the third set of the
constraints take care of the smoothness of the optimal shape. It is well known
that if the control points satisfy these two conditions, then jF 0̨.x/j � C1 and
jF 00
˛ .x/j � C2 8x 2 Œ0; a�. The last constraint is added to control the volume of

the domain. Unlike the constant volume constraint considered in the theoretical part
of this paper, this time we use the inequality constraints for the volume of �.˛/.
The last constraint has a physical meaning of preserving the weight of the structure
in prescribed limits.

We will present results of two examples solved by the mentioned implicit
programming technique combined with the BT code. In both examples we use
the same data and change only the cost function J . The shape of the elastic body
�.˛/;˛ 2 U , is defined through a Bézier function F˛ as follows (cf. Fig. 1):

�.˛/ D f.x1; x2/ 2 R
2 j x1 2 .0; a/; F˛.x1/ < x2 < bg:

From Fig. 1 one also sees the distribution of external pressures on the boundary �P ,
given as P1 D .0I �60 MPa/ on .0; 1:8/ � f1g and zero on .1:8; 2/ � f1g, while
P2 D .50MPaI 30 MPa/ on f2g � .0; 1/. Further, �u is the part of the boundary
where the zero displacements are prescribed.

The set of the admissible designs U is specified as follows: a D 2, b D 1 and
C0 D 0:75, C1 D 0:85, C2 D 10, C31 D 1:88, C32 D 1:95. In both examples

Fig. 1 The elastic body and applied loads
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the Young modulus E D 1 GPa and the Poisson constant � D 0:3 are used. The
state problems on �.˛/ are discretized by isoparametric quadrilateral elements of
Lagrange type. The total number of nodes (vertices of quadrilaterals) is 1,800 for
any ˛ 2 U . The dimension of the control vector ˛, generating the Bézier function
and defining�.˛/, is 20.

Example 1. In the first example we try to smooth down peaks of the normal contact
stress distribution. To this aim, one should minimize the max norm of the discrete
normal contact stress �. The objective function J , however, must be continuously
differentiable, so we will use (p power of) p-norm of vectors with p D 4. The shape
optimization problem then reads as follows:

minimize k�k44
subj. to ˛ 2 U :

In Fig. 2 we depict the initial shape and the distribution of the von Mises stress
in the loaded body. Figure 3 shows the optimal shape and the von Mises stress in

Fig. 2 Example 1, initial design
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Fig. 3 Example 1, optimal design

the deformed optimal body. Finally, Fig. 4 compares the contact normal stresses for
the initial�.˛0/ (left) and optimal�.˛opt/ (right) shape, respectively. The obtained
optimal value of the cost functional J .˛opt/ D 1:9623 �108 compared to J .˛0/ D
6:0151 � 108 represents a decrease by 67%. The decrease of the peak stress is also
quite significant.
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Fig. 4 Example 1, normal stress for initial (left) and optimal (right) design
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Example 2. Here we try to identify the contact normal stress � with a prescribed
value �. The shape optimization problem can be written as

minimize kN� � �k22
subj. to ˛ 2 U :

This vector was chosen to model a function, depicted in Fig. 7 by the dotted line.
The initial design and its deformation with the distribution of the von Mises

stress is presented in Fig. 5, while Fig. 6 shows the optimal design before and

Fig. 5 Example 2, initial design
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Fig. 6 Example 2, optimal design

after deformation. Finally, Fig. 7 compares the contact normal stresses with the
prescribed values. While the initial contact stresses are far from the prescribed
values, the stresses for the optimal shape follow very closely �. Note that during the
optimization process the initial value J .˛0/ D 5:910 � 104 of the cost functional
dropped by two orders of magnitude to J .˛opt/ D 9:1457 � 102.

In order to emphasize the importance of proper modelling of contact problems,
let us compute the same example, now with a coefficient of friction which does
not depend on the solution. In particular, we set F .t/ D 0:25 for every t � 0,
but keep all other parameters of Example 2 unchanged. Starting from the same
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Fig. 7 Example 2, normal stress for initial (left) and optimal (right) design
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Fig. 8 Example 2 with F D const; optimal design �.˛opt/

initial configuration �.˛0/ as in Example 2, the algorithm converges to a solution
�.˛opt/—see Fig. 8.
Then we solve the original contact problem with the coefficient of friction given
by (4.1) on �.˛opt/ and show the distribution of the normal stress along �c.˛opt/

in Fig. 9. Comparing Fig. 9 with Fig. 7, one can see that the “approximate optimal
design” �.˛opt/, obtained by replacing the original state problem with a simpler
one, is not optimal at all.
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Fig. 9 Example 2; normal stress distribution on �.˛opt/
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Phase Field Methods for Binary Recovery

Charles Brett, Charles M. Elliott, and Andreas S. Dedner

Abstract We consider the inverse problem of recovering a binary function from
blurred and noisy data. Such problems arise in many applications, for example
image processing and optimal control of PDEs. Our formulation is based on
the Mumford-Shah model, but with a phase field approximation to the perimeter
regularisation. We use a double obstacle potential as well as a smooth double well
potential. We introduce an iterative method for solving the problem, develop a
suitable discretisation of this iterative method, and prove some convergence results.
Numerical simulations are presented which illustrate the usefulness of the approach
and the relative merits of the phase field models.

Keywords Binary recovery • Image processing • Mumford-Shah model •
Optimal control • Phase field models

Mathematics Subject Classification (2010). Primary 49N45; Secondary 65K10,
68U10

1 Introduction

A fundamental problem in the field of image processing is the following. Suppose
we have a function Nu defined on a bounded and piecewise smooth domain� � R

N

for N � 3, which has been transformed by a linear operator S , and then corrupted
by additive noise 
, such that we have data

yd WD S NuC 
:
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The problem is to recover Nu given yd . Two immediate issues are that (a) 
 is
unknown, so we will not be able to find Nu even with a good model for the space
in which it lies (b) inverting S may be ill-posed, so it will be difficult to find an
approximation to Nu even if 
 D 0.

We investigate this problem in the case that Nu is a binary function. We develop
the theory with S an abstract operator, but in examples we take S to be the
solution operator of an elliptic PDE. In this case the problem becomes one in PDE
constrained optimal control.

Our approach to modelling the problem is to minimise an energy functional
consisting of an L2 fidelity term plus a phase field approximation to minimal
perimeter regularisation. This can be thought of as a relaxation of the Mumford-
Shah segmentation model. In our phase field approximation we use the Ginzburg-
Landau functional with both the smooth double well and double obstacle potentials.

1.1 Motivating Examples

First we give examples from both image processing and optimal control of PDEs
motivating the study of this problem:

• Image segmentation—We can represent a barcode by a 1D function which takes
the value�1 when the barcode is white and 1 when it is black. When a barcode is
scanned by a barcode reader this function becomes blurred (due to scattering in
the air) and noisy (due to measurement error and imperfections in the barcode).
So the machine only sees a corrupted signal, but from this it needs to determine
the scanned barcode.

• Elliptic source recovery—Suppose we have noisy data of a quantity y, which is
related to another quantity Nu by some physical law. For example, let Nu represent
a heat source, then the long term temperature distribution y may be related to Nu
by the solution of an elliptic PDE. Our goal could be to find the heat source that
produces a particular temperature distribution.

1.2 Background Material

For the above problems to be tractable we naturally require some knowledge of the
form of the operator S and the noise 
. We also usually assume a specific form of
Nu, as this influences the best model to use. For example, in the barcode problem
we could assume that the function we are trying to recover is a binary function
taking the values �1 and 1, and that the bars have a minimum width. Some sets of
assumptions on S , 
 and Nu that are made in the literature are the following:

1. Denoising and deblurring—S is a blurring operator (maybe the identity), 
 is
Gaussian noise, and Nu is a piecewise smooth function [11, 13, 31].
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2. Segmentation—S is a blurring operator (maybe the identity), 
 is Gaussian noise,
and Nu is binary function [16, 21, 29]. These are the assumptions we make in this
work.

3. Binary image restoration—S is the identity, we have ‘salt and pepper’ noise, and
Nu is a binary function [14]. This kind of noise gives each point of a binary function
a probability of switching to the other value, so the data yd is also binary.

Note that the above sets of assumptions have been named using terminology
from image processing. Although our problem can be thought of as either an
image processing or PDE constrained optimal control problem depending on the
choice of S , we found most of the relevant literature to be from the image
processing community. This is unsurprising since image processing is one of the
main applications of binary recovery. We end up taking S to be the solution operator
of an elliptic PDE, but try to use neutral language which reflects that our problem
arises in these two fields.

For segmentation, which we focus on in this work, a large proportion of the
literature modifies one of the following two models when formulating the problem
of Sect. 1 mathematically. We now introduce these models so the reader can see how
our approach fits with the existing literature.

• Model 1 (Mumford-Shah). This model, which was introduced in [29], looks for
piecewise smooth functions that minimise an energy functional.

Let �i be disjoint open subsets with piecewise smooth boundaries such that
the closure of

S
�i is �. Let u be a function that is differentiable on

S
�i ,

but which is allowed to be discontinuous across � WD S
@�i n @�. Then the

Mumford-Shah model involves minimising

E1.u; �/ D 1

2

Z

�

.u � yd /2 C �
Z

�n�
jruj2 C � j�j ; (1.1)

where j�j denotes the N � 1 dimensional Hausdorff measure of � . The j�j term
encourages minimising the length of the interface over which u is discontinuous.

If we restrict to minimising over binary functions that take the unknown value
ai on �i (i D 0; 1), then this energy functional becomes

E2.faig; �/ D 1

2

X
i

Z

�i

.ai � yd /2 C � j�j :

For fixed � note that E2 is minimised with respect to fai g by setting

ai D 1

j�i j
Z

�i

yd :

So the problem reduces to just finding � , the locations of the discontinuities.
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Due to the spaces of functions we are minimising over, both of the above
variants of the Mumford-Shah model are nonconvex problems. In our work will
use a relaxation of (1.1) based on a phase field approximation.

• Model 2 (ROF). The ROF (Rudin-Osher-Fatemi) model of [31] involves solving
the following constrained minimisation problem over a suitable space of func-
tions:

Minimise jujT V
with

Z

�

u D
Z

�

yd and
Z

�

.u � yd /2 D s2: (1.2)

The term jujT V represents the total variation of u, and it can be defined even if u
is not continuous; the total variation of a function u 2 L1.�/ is

jujT V WD supf�
Z

�

udiv.�/ dx W � 2 C1
c .�;R

N /; k�kL1.�/ � 1g:

Sometimes the notation
R
� jruj is used instead of jujT V to highlight that the total

variation of u is equal to this quantity when it is well defined. The first constraint
in (1.2) says that the noise has zero mean and the second that it has standard
deviation s.

BV.�;R/ is the subspace of functions in L1.�/ which have finite total
variation. Minimising this model over u 2 BV.�;R/ can be related to the
following problem for some value of � :

Minimise
1

2
ku � ydk2L2.�/ C � jujT V over BV.�;R/: (1.3)

Note that (1.3) can be thought of as a relaxation of (1.1) with� D 0; we minimise
over a larger space of functions in order to get a convex problem.

If we restrict to minimising over binary functions then (1.3) becomes similar
to the Mumford-Shah model. Suppose u only takes the known values a0 < a1
(i.e. u 2 BV.�; fa0; a1g/), then

jujT V D .a1 � a0/Per.fu D a1g/ D .a1 � a0/ j�j ;

where the perimeter function Per.†/ WD R
� jr†j and � is the set over which u

is discontinuous. So for binary functions, total variation regularisation is equiv-
alent to both perimeter regularisation and the interfacial length regularisation in
the Mumford-Shah model. In fact (1.1) and (1.3) become equivalent.

Suppose that in addition to u 2 BV.�; fa0; a1g/ we have salt and pepper noise.
Then the data is binary and both models reduce to the geometric problem

min
†u�� j†u�†d j C �.a1 � a0/Per.†u/:
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Here†u and †d denote respectively the sets where the unknown u and data yd take
the value a1, j�j is now the N dimensional Hausdorff measure, and †u�†d is the
symmetric difference between the sets.

1.3 Phase Field Model

We base our model on the Mumford-Shah model, but minimise over the space
of functions BV.�; fa0; a1g/, and generalise it to include the blurring operator S ,
which we suppose is known a priori. So we have the following nonconvex model
with a parameter � , which we will shortly relax in a different way to (1.3):

arg min
u2BV.�;fa0;a1g/

F .u/ WD 1

2
kSu � ydk2L2.�/ C �Per.fu D a1g/: (1.4)

We require S W L2.�/ ! L2.�/ to be continuous, linear, and have the mean
preservation property i.e. S1 D 1 and hence Sc D c for any constant function c.
Continuity is helpful for proving existence of minimisers. Linearity and the mean
preservation property allow us to recover a function Nu W �! fa0; a1g from data yd
by recovering a function Nu W � ! f�1; 1g from a scaled and shifted copy of yd ,
so long as a0 and a1 are known. We assume this to be the case and will therefore
restrict our attention to a0 D �1 and a1 D 1 from now onwards.

Some examples of forms S could take are:

1. Solution operator of elliptic PDE—Let Su WD y, where y solves the elliptic
boundary value problem

�˛�y C y D u in �

@y

@�
D 0 on @�:

(1.5)

For any u 2 L2.�/ this equation has a unique weak solution y 2 H1.�/ which
satisfies the stability estimate

kykL2.�/ D kSukL2.�/ � Cs.˛/kukL2.�/; (1.6)

where Cs.˛/ WD 1
1C˛=Cp and Cp is the Poincaré constant. So S has all

the required properties. We also observe that evaluating S is well-posed, but
inverting S is ill-posed, which motivates the need for our model. This is the
operator we use for our numerics.

2. Convolution operator—Let

Su WD �˛ 	 u;
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where �˛ is a suitable probability distribution of ‘size’ ˛, for example the
Gaussian distribution

�˛.x/ D 1

˛
p
2�

exp

�
� x

2

2˛2

�

of mean zero and variance ˛, and 	 is the convolution operation. Such an operator
is used in the barcode problem of [16, 21] and [17].

In both of these examples we have a parameter ˛ which controls the extent of
the blurring effect. Large ˛ corresponds to heavy blurring and small ˛ corresponds
to light blurring. In our work the value of ˛ is known a priori since we assume
complete knowledge of S . However there are applications where we may want to
relax this assumption, for example the barcode problem of [21]. In this application
we do not know a-priori the distance of the barcode from the scanner, which means
the level of blurring is unknown. This can be dealt with by fixing ˛ to be some
reasonable guess, or optimising for ˛ at the same time as u.

We relax the model (1.4) by replacing the perimeter functional by the Ginzburg-
Landau functionalG" W L1.�/! Œ0;1� defined by

G".u/ WD
( R

�
"
2
jruj2 C 1

"
‰.u/ u 2 H1.�/

1 otherwise

for some suitable ‰ W R ! R, and then minimising over H1.�/ instead of
BV.�; f�1; 1g/. So we consider

arg min
u2H1.�/

F".u/ WD 1

2
kSu� ydk2L2.�/ C

�

c.‰/

 Z

�

"

2
jruj2 C 1

"
‰.u/

!
: (1.7)

We will focus on two different forms for the potential ‰; the smooth double well
potential

‰1.u/ WD 1

4
.1 � u2/2;

and the double obstacle potential

‰2.u/ WD1
2
.1 � u2/C IŒ�1;1�.u/

D
�
1
2
.1� u2/ juj � 1
1 juj > 1 :

This approach, which is called a phase field approximation, results in a diffuse
interface with minimisers no longer just taking the values f�1; 1g, but values in
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the interval Œ�1; 1�. It is still a nonconvex problem, but it has the advantage of
allowing us to minimise over a smoother space of functions for which there is
better developed theory. We are able to justify this approach with the following
result.

Theorem 1.1. Let‰ be the smooth double well potential‰1. ThenG".u/ �-conver-
ges in L1.�/ as "! 0 to

(
c.‰1/Per.fu D 1g/ u 2 BV.�; f�1; 1g/
1 otherwise

;

where c.‰1/ D 2
R 1

�1
p
2‰1.s/ds D 4

p
2

3
.

Proof. See [28]. ut
A similar result holds for the double obstacle potential, and performing a calculation
we get that c.‰2/ D �

2
(see [10]). To simplify notation we let �i D �=c.‰i /. This

ensures that the weighting given to the regularisation is asymptotically � for both
potentials.

The different potentials lead to different formulations and we need to use
different approaches to solve them. In particular, ‰1 leads to nonlinearity in the
zeroth order terms, where as ‰2 causes nonlinearity by imposing constraints on the
solution.

1.4 Literature Review

We now mention other parts of the literature which overlap with aspects of this
work.

Barcode Problem. The 1D version of our problem is related to the barcode
problem of Esedoglu in [21]. This work was later extended by Choksi and Gennip
in [16]. Choksi et al. [17] uses similar ideas on QR barcodes. References for more
general image processing literature can be found in Sect. 1.1.

PDE Constrained Inverse Problems. A survey of the literature from the optimal
control perspective can be found in [30]. In addition, [33] describes a number
of applications where we want to recover piecewise constant functions, such as
magnetic resonance imaging (MRI). The thesis [26] discusses a wide range of
techniques for geometric inverse problems. Tai and Li [34] recovers a piecewise
constant diffusion coefficient from an elliptic PDE in 2D using the level set
method.
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Phase Field. In [26] there is a brief discussion of using a phase field approximation
with the smooth double well potential for binary recovery. References [21] and [16]
use this idea for numerical simulations, though they do not justify the approach
analytically. Theory for the phase field approximation with the double obstacle
potential can be found in papers by Blowey and Elliott, including [8, 9] and [10].
In [32] the double obstacle potential is used in the context of image processing, but
without deblurring.

Level Set Method. This is an alternative way of recovering the discontinuities in
our problem. It is discussed in [33] and [34].

Approximation of Mumford-Shah. Chambolle and Del Maso [12] and related
papers prove �-convergence results for finite element approximations of the
Mumford-Shah functional. These results have some relation to the convergence
results that we obtain using a different approach.

Our work differs from existing work, and hence offers a new contribution, in the
following respects:

• We introduce the phase field approximation to the model right from the start
(rather than at the last minute in order to allow numerical simulations). We
therefore prove rigorous analytical results for this approximate model, which puts
our approach on a much firmer footing than in existing work.

• Not only the smooth double well potential, but also the double obstacle potential
is used for the phase field approximation. Results are proved for both simultane-
ously using an abstract framework.

• We thoroughly investigate the dependency of the model on the parameters and
perform a systematic comparison of the smooth double well potential and the
double obstacle potential on a 1D problem. This highlights some advantages and
attractive features of the latter in this setting.

1.5 Layout

In Sect. 2 we introduce an abstract optimisation problem, an iterative method for
finding critical points of this problem, and prove a convergence result for the
iterative method. In Sect. 3 we show that (1.7) fits into this framework with both the
smooth double well and double obstacle potentials. In Sect. 4 we discuss a gradient
flow formulation of (1.7) and its link to the iterative method. In Sect. 5 we discretise
the iterative method and prove another convergence result. We also look at a finite
element discretisation for a particular choice of S . In Sect. 6 we demonstrate that
implementations of the iterative method work well in 1 and 2 dimensions. In Sect. 7
the performance of using both potentials is compared in detail for a 1D problem.
In Appendix A we describe how we choose the parameters in our model for the
numerics.
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2 Abstract Framework

Rather than developing separate theory for solving (1.7) with the smooth double
well and obstacle potentials, it is advantageous to introduce an abstract framework
that both problems fit into.

To this end let V and H be real Hilbert spaces with V compactly embedded in
H , and let W be a closed convex nonempty subset of V . Let b W V � V ! R and
c W H �H ! R be symmetric continuous bilinear forms with the properties

9ˇ s.t. b.	; 	/ � ˇk	k2V 8	 2 V
c.	; 	/ � 0 8	 2 H:

Let l W V ! R be a bounded linear functional and J W V ! R a continuous convex
functional. With these objects we can define the energy functional I W V ! R by

I.	/ WD 1

2
b.	; 	/C J.	/ � 1

2
c.	; 	/ � l.	/;

which for positive constants ˛0 and C0 we assume satisfies

I.	/ � ˛0k	k2V � C0 8	 2 W: (2.1)

Remark 2.1. The functional I can be decomposed in different ways into b, J , c
and l .

2.1 Optimisation Formulation

Consider the following optimisation problem: Find u 2 W such that

I.u/ D inf
	2W I.	/: (2.2)

We can show existence of a solution to (2.2) with the following general result.

Proposition 2.2. Let A1.�/ W V ! R be weakly lower semicontinuous and let
A2.�/ W H ! R be continuous. If A.	/ WD A1.	/ C A2.	/ is bounded below,
then the following optimisation problem has a solution: Find u 2 W such that

A.u/ D inf
	2W A.	/:
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Proof. This follows from standard theory; we construct an infimising sequence
which we know is bounded in V , so have a subsequence which weakly converges
to an element of W , and this element is a minimiser of A by the properties of A1
and A2. ut
Corollary 2.3. (2.2) has a solution.

Proof. Take A1.	/ WD 1
2
b.	; 	/ C J.	/ � l.	/ and A2.	/ WD � 12 c.	; 	/. Recall

that continuous convex functionals are weakly lower semicontinuous, so A1 and A2
satisfy the requirements of Theorem 2.2. ut

Note that in general there is not a unique solution to (2.2).

2.2 Variational Inequality Formulation

By standard theory, solutions to (2.2) must satisfy the following: Find u 2 W such
that

b.u; 	� u/C J.	/ � J.u/ � c.u; 	 � u/C l.	� u/ 8	 2 W: (2.3)

Here we have used that J is a convex function, so it has a subdifferential @J , which
by definition satisfies

J.	/ � J.u/ � hv; 	� ui 8v 2 @J.u/;

where h�; �i denotes the duality pairing between V � and V . If J is in addition
Gâteaux differentiable then (2.3) is equivalent to the following variational inequal-
ity: Find u 2 W such that

b.u; 	� u/C hJ 0.u/; 	� ui � c.u; 	 � u/C l.	 � u/ 8	 2 W: (2.4)

We often call solutions of (2.3) critical points of (2.2).

Remark 2.4. If c.	; 	/ � �b.	; 	/ for all 	 2 V with � < 1, then (2.3) has a unique
solution. When we fit (1.7) into this framework, we find that this would require " to
be large. We intend to take " small so that (1.7) approximates (1.4), which means
we will not necessarily have uniqueness.

Note that solutions of (2.2) solve (2.3), but the converse is not necessarily true.
We nevertheless aim to solve (2.3), as this is much easier in practice. Once a solution
has been found, additional tests would have to be used to verify that the solution is
a local minimiser of I .
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2.3 Iterative Method

We apply to (2.3) the following generalisation of the iterative method of Barrett and
Elliott [1]: Given u0 2 W , for n D 1; 2; : : : find un 2 W such that

b.un; 	 � un/C J.	/ � J.un/ � c.un�1; 	 � un/C l.	� un/ 8	 2 W: (2.5)

If J is in addition Gâteaux differentiable then this is equivalent to the following
iterative method: Given u0 2 W , for n D 1; 2; : : : find un 2 W such that

b.un; 	� un/ChJ 0.un/; 	� uni � c.un�1; 	� un/C l.	� un/ 8	 2 W: (2.6)

Note that b.	; 	/C J.	/ is convex and �c.	; 	/ � l.	/ is concave.
Equations (2.5) and (2.6) have unique solutions as they are equivalent to

minimising a convex functional over W . Moreover we can prove the following
convergence result.

Theorem 2.5. Every sequence fung generated by (2.5) satisfies

I.un/C c.un � un�1; un � un�1/C ˇkun � un�1k2V � I.un�1/ (2.7)

and has a subsequence which converges in V to a critical point of (2.2) i.e. a solution
of (2.3). Also, the limit of any subsequence of fung that converges weakly in V , and
hence strongly in H , is a critical point of (2.2).

Proof. The proof is an extension to that of Theorem 6.1 in [1]. To deduce (2.7) we
test (2.5) with 	 D un�1 and use the coercivity of b. Because of the assumptions
on I , fung is uniformly bounded in V , so we can extract a subsequence, which we
also denote by fung, that converges weakly in V and strongly inH to some element
u 2 W . The assumptions on b, c, l and J allow us to pass to the limit in (2.5) and
deduce that u satisfies (2.3). The same argument applies to any subsequence, which
proves the second part of the theorem.

To see why the convergence in the first part of the theorem is strong in V , note
that now we know u satisfies (2.3), we can combine this inequality with (2.5) to get

b.u � un; u � un/ � c.u � un�1; u � un/:

The result then follows using the coercivity of b and the strong convergence of un

in H . ut

3 Binary Recovery Application

We now show that (1.7) with both the smooth double well and double obstacle
potentials can be fitted into the framework of the previous section.
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3.1 Smooth Double Well Potential

Set V;W WD H1.�/;H WD L2.�/, let S W H ! H satisfy the assumptions in
Sect. 1.3, and take

b.u; 	/ WD .Su; S	/C �1".ru;r	/
c.u; 	/ WD �1

"
.u; 	/

l.u/ WD .S�yd ; u/

J.u/ WD �1

4"

Z

�

u4:

Here and throughout this document .�; �/ denotes the L2.�/ inner product. S�
denotes the adjoint operator of S , which is defined as follows: For real Hilbert
spaces U , V the adjoint operator of a continuous linear operator A W U ! V is
the operator A� W V ! U such that

.Au; v/V D .u; A�v/U 8u 2 U; v 2 V:

The above objects have the properties required in Sect. 2. Coercivity of b can
be shown using a contradiction argument and that S0 D 0. J is well defined and
continuous since H1.�/ is continuously embedded in L6.�/ for � � R

N with
N � 3. I satisfies assumption (2.1) since

Z

�

u4

4
� u2

2
�
Z

�

u2

2
� 1 D 1

2
kuk2

L2.�/
� j�j ;

and so

I.u/ � �1"

2
kruk2

L2.�/
C �1

"
kuk2

L2.�/
� �1
"
j�j �

�1 min
n "
2
;
1

"

o
kuk2V �

�1

"
j�j 8u 2 W:

Moreover I equals F" from (1.7) with the smooth double well potential (up to an
additive constant), so (2.2) becomes: Given yd 2 L2.�/ find

arg min
u2H1.�/

F1.u/ WD 1

2
kSu � ydk2L2.�/ C �1

 Z

�

"

2
jruj2 C 1

"
‰1.u/

!
: (3.1)

J is Gâteaux differentiable, so solutions to (3.1) satisfy (2.4), which becomes:
Given yd 2 L2.�/, find u 2 H1.�/ such that

.S�.Su� yd /; 	/C �1".ru;r	/C �1

"
.u3 � u; 	/ D 0 8	 2 H1.�/:
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In this example we have an equality instead of a variational inequality because W
is the full space V .

Equation (2.6) gives the following iterative method for solving the above
variational inequality, and it converges by Theorem 2.5: Given yd 2 L2.�/ and
u0 2 H1.�/, for n D 1; 2; : : : find u D un 2 H1.�/ such that

.S�.Su�yd /; 	/C�1".ru;r	/C �1
"
.u3� un�1; 	/ D 0 8	 2 H1.�/: (3.2)

3.2 Double Obstacle Potential

Define K WD fu 2 H1.�/ W juj � 1 a.e. in �g. Set V WD H1.�/;W WD K;H WD
L2.�/, let S W H ! H satisfy the assumptions in Sect. 1.3, and take

b.u; 	/ WD .Su; S	/C �2".ru;r	/
c.u; 	/ WD �2

"
.u; 	/

l.u/ WD .S�yd ; u/

J.u/ WD 0:

The above objects have the properties required in Sect. 2. As with the smooth double
well potential, I satisfies assumption (2.1) since for u 2 W we have

�
Z

�

u2

2
�
Z

�

u2

2
� 1 D 1

2
kuk2

L2.�/
� j�j :

Moreover I equals F" from (1.7) with the double obstacle potential (up to an
additive constant), so (2.2) becomes: Given yd 2 L2.�/ find

arg min
u2K

F2.u/ WD 1

2
kSu � ydk2L2.�/ C �2

 Z

�

"

2
jruj2 C 1

2"
.1� u2/

!
: (3.3)

Solutions to (3.3) satisfy (2.4), which becomes: Given yd 2 L2.�/, find u 2 K
such that

.S�.Su� yd /; 	 � u/C �2".ru;r	� ru/� �2
"
.u; 	� u/ � 0 8	 2 K:

Equation (2.6) gives the following iterative method for solving the above
variational inequality, which converges by Theorem 2.5: Given yd 2 L2.�/ and
u0 2 K , for n D 1; 2; : : : find u D un 2 K such that

.S�.Su�yd /; 	�u/C�2".ru;r	�ru/� �2
"
.un�1; 	�u/ � 0 8	 2 K: (3.4)
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3.3 Alternative Iterative Methods

In (3.2) and (3.4) the S�S term is taken implicitly, so we need to be able to invert
the operator S�S � �i"� efficiently, otherwise these iterative methods will be too
computationally expensive. In some cases this may be possible, for example if S is
the identity, but in general this is not the case.

As we remarked earlier, the definitions of b and c that make I correspond to (3.1)
and (3.3) are not unique. For example we can set b.u; 	/ D B.u; 	/ C �.u; 	/ and
c.u; 	/ D C.u; 	/C �.u; 	/ for some � � 0. The �.u; 	/ terms cancel out in I , so
definingB and C the same way b and c were defined earlier in this section gives the
same optimisation problems (3.1) and (3.3). But the corresponding iterative methods
are different. The point of this is that the �.u; 	/ term is convex (when 	 D u), so it
gives us more flexibility in how we defineB and C while still having b and c satisfy
the coercivity and positivity assumptions.

In particular, for suitably large � we can take the S�S term explicitly (which in
our framework corresponds to moving it from b to c), and also take the �i

"
.u; 	/ term

implicitly (i.e. move it from c to b). So for our examples this corresponds to taking

b.u; 	/ WD �.u; 	/C �i".ru;r	/� �i
"
.u; 	/;

c.u; 	/ WD �.u; 	/� .S�Su; 	/:

A restriction such as � > maxf �i
"
; C 2

s g, where Cs is the stability constant from (1.6),
is then sufficient for both b to be coercive and c to be nonnegative. So we have the
following iterative methods, which are in general easier to solve computationally
than (3.2) and (3.4).

Example 3.1 (Smooth Double Well). Given yd 2 L2.�/ and u0 2 H1.�/, for n D
1; 2; : : : find u D un 2 H1.�/ such that

�.u � un�1; 	/C .S�.Sun�1 � yd /; 	/C �1".ru;r	/C �1

"
.u3 � u; 	/ D 0

(3.5)

for all 	 2 H1.�/.

Example 3.2 (Double Obstacle). Given yd 2 L2.�/ and u0 2 K , for n D 1; 2; : : :

find u D un 2 K such that

�.u � un�1; 	 � u/C .S�.Sun�1 � yd /; 	 � u/C (3.6)

�2".ru;r	� ru/� �2
"
.u; 	� u/ � 0

for all 	 2 K .

When solving Example 3.1 in practice, it is more convenient for us to solve a
linear equation. Therefore we linearise the J 0.u/ term in (3.5) and consider the
following iterative method.
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Example 3.3 (Smooth Double Well). Given yd 2 L2.�/ and u0 2 H1.�/, for n D
1; 2; : : : find u D un 2 H1.�/ such that

�.u � un�1; 	/ C .S�.Sun�1 � yd /; 	/
C �1".ru;r	/C �1

"
..un�1/2u � u; 	/ D 0

(3.7)

for all 	 2 H1.�/.

This iterative method lies outside of our framework, so the convergence theory does
not necessarily hold. However it works well in practice.

To finish this section we show how we can reformulate the iterative methods to
remove S�.Sun�1 � yd / when S is defined as in (1.5). For example, (3.6) becomes
the following.

Example 3.4 (Double Obstacle). Given yd 2 L2.�/ and u0 2 K , for n D 1; 2; : : :

find u D un 2 K such that

�.u� un�1; 	 � u/C .pn�1; 	� u/C �1".ru;r	� ru/� �1
"
.u; 	 � u/ � 0

for all 	 2 K , where pn�1 2 H1.�/ solves

˛.rpn�1;r	/C .pn�1; 	/ D .yn�1 � yd ; 	/ 8	 2 H1.�/;

and yn�1 solves the weak form of (1.5) with u D un�1.

4 Gradient Flow

In this section we investigate the gradient flow method for finding critical points
of (3.1) and (3.3) from an initial guess u0. We prove that this method has some
desirable properties, and note the link the to iterative method of the previous
sections.

4.1 Smooth Double Well Potential

Let u0 denote the initial guess of the solution and consider the L2 gradient flow of
F1 in (3.1).

Problem 4.1. Given yd 2 L2.�/ and u0 2 H1.�/, find u 2 L2.0; T IH1.�//

with weak time derivative @tu 2 L2.0; T IL2.�// such that u.0/ D u0 and

.@tu.t/; 	/C.S�.Su.t/�yd /; 	/C�1".ru.t/;r	/C �1
"
.‰0

1.u.t//; 	/ D 0 (4.1)
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for all 	 2 H1.�/ and almost all t 2 .0; T /.
Theorem 4.2. Problem 4.1 has a unique solution.

Proof. Note that Problem 4.1 is very similar to the Allen-Cahn equation with the
smooth double well potential, and the proof follows using standard techniques.
See for example the references in Theorem 4.5, where existence and uniqueness
is proved for smooth potentials in order to show existence and uniqueness for the
double obstacle potential in the limit. ut
Theorem 4.3. If u is a sufficiently smooth solution of Problem 4.1 then the energy
F1.u.t// decreases over time.

Proof. For some t 2 .0; T / we can test (4.1) with 	 D @tu.t/ to get

k@tu.t/k2L2.�/ C .S�.Su.t/ � yd /; @tu.t//
C �1".ru.t/;r@tu.t//C �1

"
.‰0

1.u.t//; @tu.t// D 0:
(4.2)

Note that

.S�.Su.t/ � yd /; @tu.t// D 1

2

d

dt
kSu.t/ � ydk2L2.�/;

.ru.t/;r@tu.t// D 1

2

d

dt
kru.t/k2

L2.�/
;

.‰0
1.u.t//; @tu.t// D

d

dt

Z

�

‰1.u.t//;

so Eq. (4.2) is equivalent to

k@tu.t/k2L2.�/C
d

dt

�1
2
kSu.t/�ydk2L2.�/C

�1"

2
kru.t/k2

L2.�/
C�1
"

Z

�

‰1.u.t//
	
D 0:

Therefore as long as @tu.t/ is not zero almost everywhere we have

0 > �k@tu.t/k2L2.�/ �
d

dt
F1.u.t//;

and hence the energy decreases. ut

4.2 Double Obstacle Potential

We can formulate a gradient flow for F2 from (3.3) in a similar way.
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Problem 4.4. Given yd 2 L2.�/ and u0 2 H1.�/, find u 2 KT with @tu 2
L2.0; T IL2.�// such that u.0/ D u0 and

.@tu.t/; 	� u.t// C .S�.Su.t/ � yd /; 	� u.t//

C �2".ru.t/;r	 � ru.t// � �2
"
.u.t/; 	 � u.t// � 0

(4.3)

for all 	 2 K and almost all t 2 .0; T /. Here

KT WD fu 2 L2.0; T IH1.�// W juj � 1 a.e. in .0; T / ��g:

Theorem 4.5. Problem 4.4 has a unique solution. Moreover, if u is a sufficiently
smooth solution then the energy F2.u.t// decreases over time.

Proof. This follows from a slight modification to the arguments for the double
obstacle Allen-Cahn inequality in [6, 7, 9, 10, 15] to allow for the S�Su term. ut

For both potentials it is important to consider whether u.t/ converges to a steady
state as t ! 1. These types of issues are investigated in [27], and in [15] for the
1D double obstacle potential. We do not discuss this as the focus of this work is on
iterative methods.

4.3 Link to Iterative Methods

Particular first order discretisations in time of the gradient flow formulations are
equivalent to the iterative methods of the previous section with � D 1

�t
. But we only

want to solve the optimisation problems (3.1) and (3.3); we are not interested in the
accuracy of solutions to (4.1) and (4.3) at each point in time, but rather how well
they approximate minimisers ofF1 and F2 for large t . For this reason our method for
solving (3.1) and (3.3) should focus on decreasing the energy. The iterative methods
of the previous sections are designed to have this property, where as discretisations
in time of the gradient flows may not.

The scheme denoted by (2.5) of Barrett and Elliott motivated the convexity
splitting implicit/explicit Euler scheme used in [20]. See also [22].

5 Discretisation

In this section we discretise the abstract iterative method of Sect. 2 in space and
analyse convergence of the discretisation. We then apply this theory to a finite
element discretisation of (3.5) and (3.6) for S defined by (1.5).
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5.1 Discrete Abstract Framework

Suppose we have a family of subspaces Vh � V and closed convex nonempty
subsets Wh � Vh which approximate functions in W increasingly well as some
parameter h ! 0. In particular we suppose we have an approximation operator
Ph W W ! Wh such that

k	 � Ph	kV ! 0 as h! 0 8	 2 W; (5.1)

and that every sequence f	hg � Wh satisfies

	h * 	 in V as h! 0 H) 	 2 W: (5.2)

Remark 5.1. Note that we do not require Wh � W . If this holds then (5.2) follows
automatically because W is a closed convex subset of a Banach space, and hence is
weakly sequentially closed.

We now assume there exist objects bh, ch and lh which satisfy the same assump-
tions as b, c and l , with the boundedness and coercivity constants independent of h.
We define

Ih.	/ WD 1

2
bh.	; 	/C J.	/ � 1

2
ch.	; 	/ � lh.	/;

and as in (2.1) we assume that there exist positive constants ˛1 and C1 independent
of h such that

Ih.	h/ � ˛1k	hk2V � C1 8	h 2 Wh: (5.3)

So minimisers of Ih over Wh (which exist, since Ih satisfies the same assumptions
as I ) satisfy the following discrete problem: Find uh 2 Wh such that

bh.uh; 	h�uh/CJ.	h/�J.uh/ � ch.uh; 	h�uh/Clh.	h�uh/ 8	h 2 Wh: (5.4)

If J is in addition Gâteaux differentiable then this is equivalent to the following
discrete variational inequality: Find uh 2 Wh such that

bh.uh; 	h � uh/C hJ 0.uh/; 	h � uhi � ch.uh; 	h � uh/C lh.	h � uh/ 8	h 2 Wh:

We need bh, ch and lh to approximate their continuous counterparts as h ! 0.
So we make the additional assumptions that for any bounded sequence fvhg � W

we have

k.b � bh/.vh; �/kV � D sup
	h2Vhnf0g

jb.vh; 	h/ � bh.vh; 	h/j
k	hkV ! 0; (5.5)
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k.c � ch/.vh; �/kV � D sup
	h2Vhnf0g

jc.vh; 	h/� ch.vh; 	h/j
k	hkV ! 0;

kl � lhkV � D sup
	h2Vhnf0g

jl.	h/ � lh.	h/j
k	hkV ! 0

as h ! 0. With these assumptions solutions of the discrete variational inequal-
ity (5.4) approximate solutions of the continuous variational inequality (2.3) as
h! 0, as the following theorem shows.

Theorem 5.2. For any sequence hn ! 0 the sequence fuhng of solutions to (5.4)
has a subsequence which converges weakly in V , and hence strongly in H , to a
critical point of (2.2) i.e. a solution of (2.3). Moreover, the limit of any subsequence
of fuhng that converges weakly in V , and hence strongly in H , is a critical point
of (2.2).

Proof. For a given h we can find uh D arg min	h2Wh Ih.	h/, then for any 	h 2 Wh,

Ih.uh/ � Ih.	h/ D 1

2
bh.	h; 	h/C J.	h/ � 1

2
ch.	h; 	h/� lh.	h/:

Fix 	 2 W and set 	h D Ph	 2 Wh. So f	hg is bounded in V by (5.1), which means
jbh.	h; 	h/� b.	h; 	h/j � k.bh � b/.	h; �/kV �k	hkV � C . Here and throughout
this section C denotes a generic constant independent of h which may vary from
line to line. A similar result holds for lh, and ch is nonnegative, so

Ih.uh/ � 1

2
b.	h; 	h/C J.	h/C jl.	h/j C C:

By the boundedness of b and l ,

Ih.uh/ � C.k	hk2V C J.	h/C k	hkV /:

Combining this with (5.3) we get

kuhkV � C.k	hkV C J.	h/C 1/:

Now (5.1) and the continuity of J give that J.	h/ � C . In addition (5.1) implies
that for h less than some h0, k	hkV � k	kV C C , and therefore kuhkV � C .

From the above it follows that for any sequence hn ! 0, fuhng is bounded in
V . So we can find a subsequence, which we also denote by fuhng, that converges
weakly in V and strongly in H to some u 2 V . In fact u 2 W by (5.2). We now
show that u is a solution of (2.3).
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Note that for all 	 2 W we have

lim inf
n!1 bhn.uhn; Phn	 � uhn/

D lim inf
n!1

�
bhn.uhn; Phn	 � uhn/˙ b.uhn; Phn	� uhn/˙ b.uhn; 	 � uhn/

	

D lim inf
n!1

�
.bhn � b/.uhn; Phn	 � uhn/C b.uhn ; Phn	 � 	/C b.uhn; 	 � uhn/

	

D lim inf
n!1 b.uhn; 	� uhn/

� b.u; 	� u/:

The final equality follows because limn!1.bhn � b/.uhn; Phn	� uhn/ D 0 by (5.5)
and limn!1 b.uhn; Phn	 � 	/ D 0 by (5.1). The inequality follows from the lower
semicontinuity of b.�; �/ and the continuity of b.�; 	/. Similar results hold for the ch
and lh terms. This and the continuity and weak lower semicontinuity of J gives

b.u; 	� u/C J.	/ � J.u/ � lim inf
n!1

�
bhn.uhn ; Phn	� uhn/C J.Phn	/ � J.uhn/

	

� lim inf
n!1

�
chn.uhn; Phn	 � uhn/C lhn.Phn	 � uhn/

	

� c.u; 	� u/C l.	� u/ 8	 2 W:

Hence u is indeed a solution of (2.3).
The same argument applies to any weakly convergent subsequence, which proves

the second part of the theorem. ut
Remark 5.3. We could also assume we have functionals Jh satisfying the same
assumptions as J , with the continuity independent of h, plus the additional property
that vhn * v in W for hn ! 0 implies lim infn!1 Jhn.vhn/ � J.v/. Then a proof
almost identical to the above gives convergence for (5.4) with J replaced by Jh.
This allows numerical integration to be used on the J term.

As with (2.3) in Sect. 2, we can consider an iterative method for solving (5.4):
Given u0h 2 Wh, for n D 1; 2; : : : find unh 2 Wh such that

bh.u
n
h; 	h � unh/C J.	h/� J.unh/ � ch.un�1

h ; 	h � unh/C lh.	h � unh/ 8	h 2 Wh:

If J is in addition Gâteaux differentiable then this is equivalent to the following
iterative method: Given u0h 2 Wh, for n D 1; 2; : : : find unh 2 Wh such that

bh.u
n
h; 	h � unh/C .J 0.unh/; 	h � unh/ � ch.un�1

h ; 	h � unh/C lh.	h � unh/ 8	h 2 Wh:

Since bh, ch and lh satisfy the same assumptions as b, c, and l , the above iterative
method still has the energy decreasing property, and we get convergence of iterates
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to a solution of (5.4). Then as h! 0 the solutions of (5.4) converge to critical points
of (2.2) by Theorem 5.2.

5.2 Finite Element Discretisation of (3.5) and (3.6)

Assume that � is polyhedral and let fThg be a family of uniform regular triangula-
tions of � into disjoint open simplices with a maximal element size h. Associated
with each Th we have the piecewise linear finite element space

Vh WD fv 2 C0. N�/ W v jT2 P1.T / for all T 2 Thg � H1.�/;

where P1.T / is the set of all linear affine functions on T . Also define

Kh WD fvh 2 Vh W jvhj � 1 in �g

so that we have a finite element space analogous to K . Note that Kh � K so
Remark 5.1 applies. Take Ph to be the operator that maps u 2 W to the unique
Phu 2 Wh such that

.Phu; 	h � u/H1.�/ � .u; 	h � u/H1.�/ 8	h 2 Wh:

This operator satisfies Eq. (5.1), see e.g. Chapter 2 in [24].
Let S be the solution operator of (1.5), and denote by Sh the discrete blurring

operator. We intend this to approximate S , so we define Sh to map u 2 L2.�/ to the
unique yh 2 Vh satisfying

˛.ryh;r	h/C .yh; 	h/ D .u; 	h/ 8	h 2 Vh: (5.6)

A stability estimate the same as (1.6) holds, so

kyhkL2.�/ D kShukL2.�/ � Cs.˛/kukL2.�/; (5.7)

where as before Cs.˛/ D 1
1C˛=Cp . Also standard error analysis for elliptic PDEs

says

ky � yhkL2.�/ � ChkykH1.�/;

which combined with (5.7) gives that

k.S � Sh/ukL2.�/ � ChkSukH1.�/ � ChkukL2.�/: (5.8)
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Example 5.4 (Smooth Double Well). Take the same definitions as in Example 3.1.
In addition take Vh as above,Wh WD Vh, and define

bh.uh; 	h/ WD �.uh; 	h/C �1".ruh;r	h/ � �1
"
.uh; 	h/

ch.uh; 	h/ WD �.uh; 	h/ � .Shuh; Sh	h/
lh.uh/ WD .S�

h yd;h; uh/

J.uh/ WD �1

4"

Z

�

u4h;

where Sh is the discrete elliptic operator defined by (5.6), and yd;h is the L2-
projection of yd onto Vh.

For � > maxf �1
"
; C 2

s g, where Cs is the stability constant from (5.7), all the
assumptions of Theorem 2.5 are satisfied, so we get the decreasing energy property
and convergence of iterates for the following discrete iterative method: Given yd;h,
u0h 2 Vh, for n D 1; 2; : : : find uh D unh 2 Vh such that

�.uh � un�1
h ; 	h/C .pn�1

h ; 	h/C �1".ruh;r	h/
C �1

"
.u3h � uh; 	h/ D 0 8	h 2 Vh;

where yn�1
h , pn�1

h 2 Vh satisfy

˛.ryn�1
h ;r	h/C .yn�1

h ; 	h/ D .un�1
h ; 	h/

˛.rpn�1
h ;r	h/C .pn�1

h ; 	h/ D .yn�1
h � yd;h; 	h/

for all 	h 2 Vh.
The assumptions of Theorem 5.2 are also satisfied, since for a weakly convergent

sequence fvhg 2 V we have

j.bh � b/.vh; 	h/j D j.Shvh; Sh	h/� .Svh; S	h/j
� j.Shvh; .Sh � S/	h/j C j..Sh � S/vh; S	h/j
� kShvhkL2.�/k.Sh � S/	hkL2.�/Ck.Sh � S/vhkL2.�/kS	hkL2.�/:

Now using (5.7) and (5.8) we get

k.bh � b/.vh; �/kH1.�/� � ChkvhkH1.�/;

and so k.bh�b/.vh; �/kH1.�/� ! 0 as h! 0 by the boundedness of kvhkV . Similar
results hold for ch and lh. Therefore we have convergence of limit points of the
above discrete iterative method to critical points of (3.1) as h! 0.
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Remark 5.5. As mentioned before Example 3.3, when solving the smooth double
well problem in practice, we solve a finite element discretisation of the linearised
iterative method (3.7): Given yd;h, u0h 2 Vh, for n D 1; 2; : : : find uh D unh 2 Vh
such that

�.uh � un�1
h ; 	h/C .pn�1

h ; 	h/C �1".ruh;r	h/
C �1

"
..un�1

h /2uh � uh; 	h/ D 0 8	h 2 Vh;
(5.9)

where yn�1
h , pn�1

h 2 Vh satisfy

˛.ryn�1
h ;r	h/C .yn�1

h ; 	h/ D .un�1
h ; 	h/

˛.rpn�1
h ;r	h/C .pn�1

h ; 	h/ D .yn�1
h � yd;h; 	h/

(5.10)

for all 	h 2 Vh.
We use numerical integration on the linearised term. Note that the theorems do

not necessarily hold for this iterative method, but it performs well in practice.

Example 5.6 (Double Obstacle). Take the same definitions as in Example 3.2. In
addition take Vh as above,Wh WD Kh, and define

bh.uh; 	h/ WD �.uh; 	h/C �2".ruh;r	h/ � �2
"
.uh; 	h/

ch.uh; 	h/ WD �.uh; 	h/ � .Shuh; Sh	h/
lh.uh/ WD .S�

h yd;h; uh/

J.uh/ WD 0;
where Sh is the discrete elliptic operator defined by (5.6), and yd;h is the L2-
projection of yd onto Vh.

For � > maxf �2
"
; C 2

s g all the assumptions of Theorem 2.5 are satisfied, so we get
the decreasing energy property and convergence of iterates for the following discrete
iterative method: Given yd;h 2 Vh and u0h 2 Kh, for n D 1; 2; : : : find uh D unh 2 Kh

such that

�.uh � un�1
h ; 	h � uh/C .pn�1

h ; 	h � uh/C �2".ruh;r	h � ruh/

� �2
"
.uh; 	h � uh/ � 0 8	h 2 Kh

(5.11)

where yn�1
h , pn�1

h 2 Vh satisfy

˛.ryn�1
h ;r	h/C .yn�1

h ; 	h/ D .un�1
h ; 	h/

˛.rpn�1
h ;r	h/C .pn�1

h ; 	h/ D .yh � yd;h; 	h/

for all 	h 2 Vh.
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Theorem 5.2 gives convergence of limit points of the above discrete iterative
method to critical points of (3.3) as h! 0.

5.3 Algorithms

The discrete iterative methods in Examples 5.4 and 5.6 lead to the following
algorithms for binary image recovery, which we implement and test in the next
section.

5.3.1 Smooth Double Well Potential

Given yd;h 2 Vh and an initial guess u0h 2 Vh, set n D 1 then:

1. Solve (5.10) for yn�1
h then pn�1

h ;
2. Solve (5.9) for unh;
3. If kunh � un�1

h kL2.�/ < TOL terminate the algorithm. Else set n D nC 1 and go
to step 1;

An alternative stopping criterion would be to wait until the change in energyˇ̌
F1.unh/ � F1.un�1

h /
ˇ̌

is sufficiently small. This has the advantage that the energy
decreasing result then guarantees our algorithm terminates. However the stopping
criterion in the above algorithm also gives a strong indication of a steady state, and
it seems to work better in practice.

Note that despite the blurring and noise, yd;h still contains a lot of information
about the solution. Therefore it makes sense to scale and threshold yd;h in order to
get a good initial guess for u0h.

5.3.2 Double Obstacle Potential

The algorithm for this potential is the same as for the smooth double well potential,
but we instead solve the variational inequality (5.11) in step 2.

One method for solving the variational inequalities at each iteration is the primal-
dual active set (PDAS) method. It is applied to solving the variational inequalities
arising in the Allen-Cahn inequality in [6]. We implemented this method and found
it to work well. However, for the numerics in the next sections we use an alternative
method known as the Truncated Nonsmooth Newton Multigrid (TNNMG) method
(see [23, 25]), which performs very well.
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6 Numerics

In this section we show some numerical examples of binary recovery in 1 and 2
dimensions. The data is blurred by the solution operator of the elliptic PDE (1.5),
with the parameter ˛ controlling the level of blurring. It also has additive Gaussian
noise of mean zero and variance � .

We do the recovery using the discrete iterative methods of Remark 5.5 (based
on the smooth double well potential) and (5.11) (based on the double obstacle
potential). In practice we observe convergence of the full sequence of iterates to
steady states, which are discrete critical points of (1.7). As we take " and h small,
we believe that these critical points closely approximate a global minimiser of the
model (1.4). This is because the iterative methods give us discrete critical points of
the approximate model (1.7), which seem to be at least discrete local minimisers
of (1.7), as different initial iterates and (valid) values of � do not lead to different
steady states. In addition, for small " (and appropriate h) the critical points are
close to being binary i.e. feasible minimisers of the model (1.4). We cannot be
certain how close they really are to the global minimisers of (1.4) due to the lack
of explicitly known global minimisers for interesting problems. Regardless, by
artificially generating data from a known binary function, the numerical results show
that for small " (and appropriate h) our iterative methods are effective at recovering
something close to the binary function.

The weighting given to the regularisation (the parameter �), which defines the
nonconvex model (1.4), is an important but challenging issue. If we take � too small
then recovered functions still have artifacts of the noise. If � is too large then we
loose some features we actually want to keep. We show some figures and discuss
some results on the choice of � for related problems in Appendix A.1, however the
theory does not apply to our particular problem. In this section we just take values
of � that we have experimentally determined to work well for the problem at hand.

For the implementation we use the Distributed and Unified Numerics Envi-
ronment (DUNE), see [2–5, 18, 19]. DUNE provides interfaces for grids, solvers
and finite element spaces. Therefore once the algorithms are implemented, it takes
minimal effort to change features of the implementation that would usually be fixed,
such as the grid type, the dimension of the problem, and the type of finite elements
used.

6.1 1D Numerics

The test problem in 1D is inspired by the barcode problem of [21], which was
mentioned as a motivating example in Sect. 1.1. We try to recover a binary function
taking the values f�1; 1g, which one can imagine represents a cross section of a
barcode (with values of �1 corresponding to black parts of the barcode and values
of 1 corresponding to white parts). We suppose this binary function is corrupted,
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Fig. 1
˛ D 1e � 4; � D 0:4; � D
1e � 4; " D 5:31e � 4 and
h D 1:67e � 4. (a) Smooth
double well potential. (b)
Double obstacle potential

giving blurred and noisy data that we want to decode. The main difference between
our test problem and the barcode problem in [21] is that we have chosen blurring
caused by the solution operator of an elliptic PDE instead of a convolution. Although
this is not a realistic blurring operator specified by this application, if our approach
is effective for this blurring operator then it is likely to be effective for other blurring
operators.

The recovery using both the smooth double well and double obstacle potentials
can be found in Fig. 1. The black lines represent the binary function that we want
to recover, the blue lines are the artificial data we generate by adding blurring and
noise, and the red lines are the recovered functions for each potential. Even by eye
it is not clear exactly how many ‘bars’ are in the binary functions, or the correct
widths of the bars. But the recovered functions closely match the binary function
we started with (which is why the black lines are almost hidden by the red lines),
showing that our approach is effective. The figure also makes apparent one of the
advantages of the double obstacle potential, which is that recovered functions take
a form closer to what we actually want; binary functions.

6.2 2D Numerics

The test problems in 2D involve recovering binary functions with discontinuities
of various shapes. In this dimension the problems have a natural interpretation
as deblurring and denoising of images, but we also view them as binary source
recovery problems for elliptic PDEs.

Figure 2 shows the recovery of a binary function using (1.7) with the smooth
double well potential. The discontinuity is a ‘blob’ shape and is marked by a black
line. The blurred and noisy data for this function is shown in Fig. 2a,b. Figure 2c
shows the recovered function, with a yellow line marking the zero level set. We can
see that the yellow line closely matches the black line, except for a slight mismatch
at the concave parts of the discontinuity. Note that we cannot make the interface
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Fig. 2 ˛ D 0:01, � D 0:2, � D 1e � 4, " D 0:00879 and h D 0:00345 using the smooth double
well potential

as small as for the 1D problem as the resolution of the grid needed to resolve it
makes this computationally expensive. Our implementation is capable of adaptivity,
which lessens this cost somewhat, but we will not demonstrate this functionality in
this work. With this simple visualisation the recovered function using the double
obstacle potential looks very similar, so we do not include a figure of it.

Figure 3 (which can be interpreted in the same way as Fig. 2) shows the
recovery of a binary function with a letter ‘A’ shaped discontinuity. This time we
use the double obstacle potential in (1.7), though the recovered function using the
smooth double well potential looks similar. This example shows that the model can
also recover discontinuities with corners reasonably accurately, but there is some
rounding of these corners due to the regularisation.

To finish this section we show an example which relates to an application of
binary image recovery in 2D. Figure 4 shows the recovery of a binary function
representing a QR code with 25�25 blocks (the size typically used to encode a
URL). The yellow lines mark the discontinuity of the binary function. Figure 4a
shows the data with a red line marking the zero level set, and Fig. 4b shows
the recovered function. We see that features which are blurred below the zero
level set (and which therefore would not be recovered by a simple projection) are
nevertheless recovered by the model.
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Fig. 3 ˛ D 0:01, � D 0:2, � D 1e� 4, " D 0:00879 and h D 0:00345 using the double obstacle
potential

Fig. 4 ˛ D 5e� 4, � D 0, � D 1e� 5, " D 0:00373 and h D 0:00146 using the double obstacle
potential

7 Comparison of Potentials in 1D

Due to the �-convergence result of Theorem 1.1, we expect that critical points
of (1.7) for a given value of � using either the smooth double well or double obstacle
potential will converge to critical point of (1.4) in the limit of small ". Of course the
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critical points they converge to are not guaranteed to be the same, but agreement
of the limits is observed in practice, and for very small " the recovered functions
for both potentials are almost indistinguishable. However it is well known that for
phase field type problems, the interface should be well resolved in order for an
accurate spatial approximation. This means that the smaller ", the more grid points
needed, and the higher the computational cost of the iterative methods. For many
applications we only want to recover the location of the discontinuities in a binary
function, which we suppose are given by the zero level set of the recovered function.

This motivates us to consider in this section how well we can recover the
locations of the discontinuities with " of moderate size (rather than as small as
possible), which is computationally cheaper. In this case the choice of potential does
not just affect the implementation and speed of the iterative method; the recovered
functions will in general look quite different, and there may be differences in how
accurately or reliably the locations of the discontinuities are recovered.

As in Sect. 6 we consider a problem with blurring caused by the solution operator
of the elliptic PDE (1.5) and additive Gaussian noise of mean zero and variance � .
We use the discrete iterative method of Remark 5.5 for the smooth double well
potential and (5.11) for the double obstacle potential.

At this stage it is helpful to recall the parameters we have introduced so far, as
well as introduce a new parameter !, the width of the smallest bar in the binary
function. The parameters are contained in Table 1, and have been classified as
follows:

• Problem parameters—Define the problem we are trying to solve. In applications
we have no control over these, though we suppose they are known a priori.

• Model parameters—Specify the model we will use to solve the problem.
Different values can lead to the recovery of quite different functions, so they
need to be chosen carefully.

• Approximation parameters—We do not work with the model, but rather an
approximation of it. These parameters control how good the approximation is.

Table 1 Parameter types

Parameter Description Type of parameter Optimal value

! Width of smallest bar in binary
function

Problem –

˛ Level of blurring Problem –

� Level of noise Problem –

� Weighting given to perimeter
regularisation

Model !=80

" Order of width of interface Approximation !=4�

h Grid width Discretisation !=32

u0 Initial iterate Iteration –

� Parameter in iterative method Iteration DW: 0:833, DO: 0:588

TOL Stopping criterion Implementation DW: 3e � 4, DO: 3:5e � 4
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• Discretisation parameters—Affect the accuracy of the spatial discretisation in the
iterative method.

• Iteration parameters—Determine the behavior of the iterative method.
• Implementation parameters—Control the finer details of the implementation.

We also have a number of less significant implementation parameters that handle
the imprecision of computer arithmetic. These will be set to sensible values and
ignored in our discussion.

Motivated by the above discussion we now investigate differences between the
smooth double well and double obstacle potentials in accuracy, reliability, speed,
and implementational complexity.

7.1 Accuracy

Denote the binary function we want to recover by Nu and the recovered function by
u";h. We measure the accuracy of the recovery by calculating the error quantity

E.u";h/ WD 1

4

ˇ̌ jP.u";h/jT V � jNujT V
ˇ̌C 1

2
kP.u";h/� NukL1.�/;

where P is the L2 projection onto the space BV.�; f�1; 1g/ (i.e. P.u";h/ D 1 when
u";h � 0 and �1 when u";h < 0). jujT V is the total variation of u, as defined in
Sect. 1.2. The integer part of E.u";h/ tells us the absolute difference between the
number of bars in the projected recovered function and Nu. The decimal part tells
us whether the discontinuities in the projected recovered function are in the correct
locations. So E measures the accuracy of the recovery in a sense that matters in
applications.

We project because our best guess of Nu should lie in BV.�; f�1; 1g/. The
downside of this is that P.u";h/ is not a minimiser of (1.7). It is important to
note that the recovery using the double obstacle potential is naturally much closer
to being binary than with the smooth double well potential, so projection is less
necessary. This is a big advantage of using the double obstacle potential, which
must be remembered when values of E.u";h/ seem comparable.

The test problems we use for our comparison use the same binary function as
in Sect. 6.1 (which has ! D 1

113
), and different levels of blurring and noise i.e.

a range of values of ˛ and � . We first fix � based on the size of ! (as described
in Appendix A.1) then choose good values of the approximation and discretisation
parameters (as described in Appendices A.2 and A.3). So we have � D 1e � 4,
" D 7:06e � 4 and h D 2:77e � 4 for both potentials. Each realisation of the noise
will be different, so we calculate an average E over multiple realisations of the
noise. As we observed earlier, we get the same steady state of (1.7) regardless of the
choice of iteration parameters. The same is true for implementation parameters. So
we ignore both these types of parameters in our discussion of accuracy.
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Fig. 5 The error (averaged
over many realisations of the
noise) for both potentials at
different levels of blurring
and noise

We see in Fig. 5 that neither potential is the most accurate in all circumstances.
For moderate levels of noise (� D 0:2), the double obstacle potential leads to a
slightly more accurate recovery. However for high levels of noise (� D 0:4), the
smooth double well potential seems to perform slightly better. Without projection
the double obstacle potential always leads to a recovery which is significantly more
accurate than the smooth double well potential.

7.2 Reliability

By reliability we refer to the range of problems (i.e. the levels of blurring and noise)
over which a binary function can be recovered with reasonable accuracy; as the
amount of blurring and noise are increased, eventually the recovered function does
not resemble the binary function we wanted. Note that this range will depend on � .
We do not do a detailed comparison of reliability, but feel that it is comparable for
both potentials. For example, we can see in Fig. 5 that ˛ D 1e � 4 and � D 0:4 is
roughly the limit at which the correct number of bars can be recovered using either
potential.

7.3 Speed

The time it takes to recover a function which resembles the binary function is
an important practical consideration. Where as accuracy is independent of the
implementation, this is certainly not the case for speed. All but the inner workings
of each iterative method in our implementation are identical, so we will do our best
to make a fair comparison of speed.
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Table 2 Average runtimes
for ˛ D 1e � 4 and � D 0:2

Time for rough
recovery (s)

Time for accurate
recovery (s)

Smooth double well

Average time/it 0.0359 0.181

# iterations 11 170

Runtime 0.41 29.9

Double obstacle

Average time/it 0.0639 0.255

# iterations 9 170

Runtime 0.58 42.6

We perform this comparison for the binary function of Sect. 6.1, one choice of
blurring and noise (˛ D 1e�4 and � D 0:2), and � as in Sects. 7.1 and 7.2. Choices
of " and h as well as iteration and implementation parameters have a big impact on
speed, so we will test two different combinations of these parameters. Our timings
can be found in Table 2.

The runtimes for ‘accurate recovery’ use " and h as in Sects. 7.1 and 7.2,
and TOL as described in Appendix A.5. These values have been chosen to
ensure robustness. The table also contains timings for ‘rough recovery’, where less
conservative parameter values are used (" D !

2�
, h D !

20
, and TOL as described

in Appendix A.5). For many problems we can still get a reasonable recovery with
these parameter values, and it lowers the computation time significantly.

The recovery times are comparable for each potential for both rough and accurate
recovery, though the smooth double well potential has a slight advantage for this
size of problem. However we remark that the recovery time of the double obstacle
potential scales better as the number of degrees of freedom in the discretisation
increases, so it has better performance in 2D.

7.4 Implementational Complexity

Implementing the iterative method for the double obstacle potential is less standard
as we are solving variational inequality rather than a PDE. But it is no more
complicated than implementing adaptivity, which is needed for the computational
cost of the iterative method for the smooth double well potential to scale well to
dimensions 2 and higher.

7.5 Summary of Comparison

Both potentials can accurately recover binary functions over the same range of
blurring and noise. If no projection is used, the double obstacle potential produces
significantly more accurate results. Even with projection it is more accurate for
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moderate levels of blurring and noise. Our implementation using the smooth double
well potential is slightly quicker for both accurate and rough binary recovery on our
1D test problem. However our implementation using the double obstacle potential,
which is overall no more complicated, scales better to many degrees of freedom and
so tends to be quicker in higher dimensions.

Appendix A Parameter Choices

In this appendix we describe our methodology for choosing parameter values for
the numerical tests and comparisons in Sects. 6 and 7.

A.1 Choice of Model Parameter �

We recover different functions for different values of � , so it is important to choose
the ‘right’ value. This is illustrated in Fig. 6, where we show the recovered functions
for the same problem as in Fig. 1a for different values of � . We see that � D 5e � 3
leads to too few bars being recovered. The recovered function for � D 1e�6 follows
the noise too much and does not resemble a binary function. With � D 1e � 4
we recover something close to the binary function that generated the data, so we
consider this to be a good value.

Fig. 6 The problem of Fig. 1a with different values of � . (a) � D 5e � 3. (b) � D 1e � 4.
(c) � D 1e � 6
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It is known that the choice of � in (1.4) should be related to the variance of the
noise. Noise with a large variance requires a large � in order for good recovery. We
could try to figure out the variance of the noise from the data and use this to choose
� , however there is not an explicit form for the relationship. Instead we choose �
based on the length scale of the features that we want to recover (i.e. the parameter
!), and use the same � for all levels of noise. In applications this is generally known
a priori e.g. for barcode recovery. This approach works well because we take � be
as large as possible while not removing the features we want to recover, and hence
perform the maximum amount of denoising. We do not seem to pay a significant
price for this large � in cases where the noise is small, and this approach leads to a
simple rule for choosing � . The literature that gives us a heuristic way of choosing
such a � is introduced below.

The following result shows that it is unwise to take � too large.

Proposition A.1. There exists a �� > 0 such that the minimiser of (1.4) is 0 iff
� > ��.

Proof. Proposition 5.7 in [13]. ut
But we also need to be careful not to take � too small. In fact, since S is known we
have the following result in the 1D case.

Theorem A.2. In the absence of noise there exists a �� > 0 such that the minimiser
of (1.4) is Nu whenever � � ��.

Proof. Proposition 5 in [21]. ut
Another interesting result is Theorem 1.1 part 2 in [16], which proves more

explicit conditions on � to ensure exact recovery in the case that S is a convolution
with a hat function in 1D. Due to our complicated form for S we are forced to use a
more heuristic argument to choose a good value for � .

Chan et al. [14] shows that for the 1D case in the absence of blurring and noise
(i.e. binary data), local and global minimisers of (1.4) can be calculated explicitly for
a given value of � . These considerations suggest we should take � to be smaller than
a quarter of the size of the smallest object we want to recover. In particular, � D !

8

seems like a sensible choice. But this assumes binary data. We have blurring, which
means the differences between the functions in the kSu�ydk2L2.�/ term can be much
smaller. Hence we take � an order of magnitude smaller i.e. � D !

80
. This � is still

larger than the length scale of the noise (which is of order h), so the results in [14]
say it will be removed. Numerical experiments confirm that this choice of � works
well in practice.

A.2 Choice of "

The phase field approximation in (1.7) results in solutions with interfaces of width
o."/. In order for an accurate spatial approximation we need a reasonable number
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of grid points across the interfaces. So a smaller " requires more grid points and a
higher computational cost. With this is mind we want to take " as large as we can
while still resolving the finest features of the binary function. So the choice of "
should be related to the value of !.

We assume that there is a linear relationship between the optimal choice of " and
! and deduce the constant of proportionality c1 such that we get a good recovery
with �" D c1!. Note that �" is the asymptotic width of the interface for minimisers
of the Ginzburg-Landau functional with the double obstacle potential, and a good
approximation with the smooth double well potential. The width of interfaces in
minimisers of (1.7), a perturbed Ginzburg-Landau functional, are approximately the
same size. So c1 can be thought of as the relative width of the interface compared to
the width of the smallest bar.

To determine c1 we recover a simple binary function which can be seen in Fig. 7.
We take !1 D !2 D !3 D 0:2 (i.e. bars of equal widths), as we found the case
where all bars are at the finest length scale to be the hardest for accurate recovery.
We consider different levels of blurring and noise and compute the error E of the
recovered functions. We take � to be the optimal value of !

80
that we decided upon in

Appendix A.1, and take �" D 50h to ensure that effects of the spatial discretisation
do not distort our results.

We observe that for a high signal to noise ratio we can take c1 very large and still
get accurate recovery (˛ D 0:01 in Fig. 8), even though the bars do not separate
properly (see Fig. 9a). For low signal to noise ratios (˛ D 0:1 in Fig. 8) we need

Fig. 7 A simple binary
function

Fig. 8 Errors (averaged over
many realisations of the
noise) for both potentials at
different levels of blurring
and � D 0:2
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Fig. 9 The interfaces using the smooth double well potential with different values of c1. Figure 9b
shows the interfaces for c1 D 0:25, which we decide is the optimal parameter value. (a) c1 D 2:0.
(b) c1 D 0:25

Fig. 10 Errors (averaged over many realisations of the noise) for both potentials at different levels
of blurring and � D 0:2 with different values of c2

to take c1 � 0:5 for accurate recovery, though it is not until c � 0:25 that the
interfaces start to look reasonably sharp (see Fig. 9b). As expected there is not an
accuracy penalty for taking c1 too small, however it increases computation time by
forcing us to take smaller h in order to resolve the interfaces. This motivates us to
take c1 D 0:25 i.e. �" D !

4
.

A.3 Choice of h

We use the same test problems as in Appendix A.2 to deduce a constant factor c2
such that we get a good recovery with �" D c2h. Hence c2 can be thought of as the
number of grid elements across each interface.

With a high signal to noise ratio (˛ D 0:01 in Fig. 10) it can actually be
advantageous to have few grid points across the interface. In this case the recovered
function would have to deviate a long way from the binary function in order for
the projection to take an incorrect value on even a single grid point, and the data
does not force sufficient deviation. As a result we can actually get perfect recovery
on coarse grids. However, if we have a poorly resolved interface we are not well
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approximating our model and we may get a bad recovery for low signal to noise
ratios (˛ D 0:1 in Fig. 10).

We do not want to adjust the relationship between " and h for different levels
of blurring and noise; we want a relationship for each potential that always works.
This means we must properly resolve the interfaces. Figure 10 suggests that we can
take c2 D 5 for both potentials, however this leads to slightly jagged interfaces.
Therefore we will again favour robustness and choose c2 D 8 i.e. �" D 8h.

A.4 Choice of Iterative Parameter

The discrete iterative methods of Sect. 5.2 have values N� independent of h such
that for all � > N� the iterates decrease in energy and converge in some sense. For
example, a possible N� for the iterative method of Example 5.6 applied to the problem
in Sect. 7.3 is maxf �2

"
; C 2

s g D 0:999, where we use the Poincaré constant 1=� .
However in practice we observe that the iterates of this method decrease in energy
and converge for � � 0:833. It is advantageous to take � small, as this results
in fewer iterations and uses less total computational effort. So to maximise speed
we experimentally determine a value of � which is as small as possible while still
reliably giving a decrease in energy and convergence of iterates. This approach also
works for the iterative method of Remark 5.5 for the double well potential, which
lies outside of our framework. So for the speed comparison in Sect. 7.3 we use
� D 0:833 for the smooth double well potential and � D 0:588 for the double
obstacle potential. In the rest of the numerics, where speed is less of a concern, � is
taken large (and larger than N� if it is known) to ensure we get the expected behaviour
of the iterative methods.

A.5 Choice of Stopping Criterion

We will never quite reach the steady state of the iterative method, so a decision
needs to be made about when we are sufficiently close. For this purpose we use the
stopping criterion introduced in Sect. 5.3 which terminates the algorithms when the
L2 norm of the difference between consecutive iterations is less than TOL.

Mostly we take TOL small so that we are effectively finding the exact steady
state, but for the comparison of speed in Sect. 7.3 we need to avoid unnecessary
iterations. Figure 11 suggests about 170 iterations will take us quite close to the
steady state for the problem under consideration. This corresponds to taking TOLD
3e � 4 for the smooth double well and TOLD 3:5e � 4 for the double obstacle, and
we use these values for the ‘accurate recovery’.

In practice we just want a sufficiently accurate recovery as quickly as possible.
Our feeling is that the binary function is usually sufficiently accurately recovered
once the error is below 0:1. At this stage the correct number of bars have formed
and the locations are probably known well enough (e.g. for a different algorithm
to interpret the binary function as a barcode). We see in Fig. 11 that the smooth



62 C. Brett et al.

Fig. 11 The error (averaged over many realisations of the noise) after a given number of iterations
for both potentials for the problem of Sect. 7.3. (a) Error. (b) TOL

double well potential achieves this in around 11 iteration, which corresponds to
TOLD 1:5e � 2. The double obstacle potential achieves this in around 9 iterations,
which corresponds to TOLD 4e � 2. We take these values for the ‘rough recovery’.

Acknowledgements We are grateful to Carsten Gräser for sharing his Dune-Solvers code for the
TNNMG method.
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Abstract In this paper we will present some recent advances in the numerical
approximation of two classical problems: shape optimization and optimal control
for evolutive partial differential equations. For shape optimization we present two
novel techniques which have shown to be rather efficient on some applications.
The first technique is based on multigrid methods whereas the second relies on
an adaptive sequential quadratic programming. With respect to the optimal control
of evolutive problems, the approximation is based on the coupling between a POD
representation of the dynamical system and the classical Dynamic Programming
approach. We look for an approximation of the value function characterized as
the weak solution (in the viscosity sense) of the corresponding Hamilton-Jacobi
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1 Introduction

In this survey we will present some recent advances in the numerical approximation
of two classical problems: shape optimization and optimal control for evolutive par-
tial differential equations. These results have been achieved with the contributions of
the researcher working in the teams at Milano Politecnico and Roma “La Sapienza”
within the ESF OPTPDE project.

Shape optimization problems are ubiquitous in science, engineering and indus-
trial applications. Indeed, starting with the foundation of PDE-based optimization
[30], shape design has became one of the most frequent application in technologies
and it is nowadays one main focus of aerodynamics simulation (see, e.g., [31, 42]).

A central role in the formulation and development of computational frameworks
for shape optimization has been played by elliptic shape optimization problems
[36] that correspond to cases of potential flow allowing simpler investigation.
Nevertheless, these problems arise in many important applications as nozzle and
airfoil design, and in the design of beams and plates. Along this development, one
of the most remarkable advances in shape design has been to replace the approach of
parametric optimization with the concept of continuous shape design (see, e.g., the
books [17,22,28,31,36,38]). In fact, in the former approach the control variable (i.e.,
the shape) is restricted to belong to a finite dimensional space spanned by suitable
basis functions, while in the latter case it is an element of an infinite-dimensional
space. This second approach opens enormous perspective in the formulation of more
accurate and sophisticated shape optimization problems.

The possibility of formulating the shape optimization problems at the infinite-
dimensional level poses new challenges to the design and implementation of
numerical optimization schemes that properly accommodate the infinite dimen-
sionality of the control function. In particular, a successful and effective algorithm
must allow the control function to be adaptively approximated and optimized to any
desired degree of accuracy.

With respect to shape optimization, the purpose of this paper is twofold. We
first formulate and analyze a multigrid shape optimization framework that extends
principles and techniques of the multigrid strategy for PDE solvers and accom-
modates the infinite-dimensionality of the control variables; then we introduce an
adaptive strategy able to automatically deal with the approximation of the optimal
geometry combined with the approximation of the underlying PDE. As we said,
our second problem will be the approximation of a finite horizon optimal control
problem for an evolutive partial differential equation, e.g. the advection–diffusion
equation. The basic ingredient of the method is the coupling between an adaptive
reduced basis representation of the solution and a Dynamic Programming scheme
for the evolutive Hamilton-Jacobi equation characterizing the value function. Since
the theory of weak solutions for Hamilton-Jacobi equation is rather complete in
any dimension, the method can in principle solve a rather general class of optimal
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control problems. The approach described here is clearly different from the more
classical approach based on the solution of the system of necessary conditions
obtained via the Pontryagin maximum principle. The main advantage is that we
naturally obtain optimal control in feedback form but the price we pay is related
to the well known curse of dimensionality of Dynamic Programming. We try to
circumvent this problem using new tools which have emerged in recent years to deal
with optimal control problems in infinite dimension. In particular, we will use new
techniques to reduce the number of dimensions in the description of the dynamical
system or, more in general, of the solution of the problem that one is trying to
optimize. These methods are generally called reduced-order methods and include
for example the POD (Proper Orthogonal Decomposition) method and reduced basis
approximation (see [35]). In some particular case, as for the heat equation, even
5 basis functions will suffice to have a rather accurate POD representation of the
solution. Having this in mind, it is reasonable to start thinking to a different approach
based on Dynamic Programming (DP) and Hamilton-Jacobi-Bellman equations
(HJB). In this new approach we will first develop a reduced basis representation
of the solution along a reference trajectory and then use this basis to set-up a control
problem in the new space of coordinates. Then, the corresponding Hamilton-Jacobi
equation will just need 3–5 variables to represent the state of the system. It is well
known that the solution of HJB equation is not an easy task from the numerical point
of view since viscosity solutions of the HJB equation are typically non regular (just
Lipschitz continuous). Optimal control problems for ODEs were solved by Dynamic
Programming, both analytically and numerically (see [4] for a general presentation
of this theory). From the numerical point of view, this approach has been developed
for many classical control problems obtaining convergence results and a-priori error
estimates ([19,21] and the book [20]). We should mention that a first tentative in this
direction has been made by Kunisch and co-authors in a series of papers [23,24,27]
for diffusion dominated equations. In particular, in the paper by Kunisch, Volkwein
and Xie [26] one can see a feedback control approach based on a coupling between
POD basis approximation and HJB equations for the viscous Burgers equation.

Note that restricting the dimension to a rather low number of basis functions
(typically 4) naturally affects the accuracy of the POD approximation. In fact,
under this restriction, the POD method does not always have enough informations
to follow correctly the solution of the evolutive problem. We circumvent this
problem updating our POD basis during the evolution and splitting the problem
into subproblems. Every sub-problem is set in an interval Ij D Œtj ; tjC1� where we
recompute the POD basis. Behind the adaptive method and the choice of the tj there
are two important a-posteriori estimators: the first is related to the computation of
the POD basis function whereas the second takes into account the residual of the
dynamics.
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2 Two Approaches for Shape Optimization: Multigrid
and Adaptivity

Shape optimization problems governed by partial differential equations (PDE) can
be formulated as constrained minimization problems with respect to the shape of a
domain� in R

d . If u D u.�/ is the solution of a PDE in �, the state equation,

Au.�/ D f; (2.1)

and J.�; u.�// is a cost functional, then we consider the minimization problem

�� 2 Uad W J.��; u.��// D inf
�2Uad

J.�; u.�//; (2.2)

where Uad is a set of admissible domains in R
d . This is a constrained minimization

problem for J .
In this section we review two different shape optimization algorithms, namely

the Multigrid Sequential Quadratic Programming (MSQP) presented in [3] and
the Adaptive Sequential Quadratic Programming algorithm (ASQP) introduced in
[32]. Such algorithms build a sequence of domains f�.`/g`�0 converging to a local
minimizer of the shape optimization problem (2.1)–(2.2). To motivate and briefly
describe the ideas underlying MSQP and ASQP, we need the concept of shape
derivative rJ.�Iw/ of J.�/ in the direction of a normal velocity w. By resorting
to the celebrated Hadamard-Zolésio structure theorem (see, e.g., [17, 38]), it is well
known that the shape derivative rJ.�Iw/ can be always written as

rJ.�Iw/ D
Z

�

G.�/w; (2.3)

for a proper choice of the function G.�/, named the Riesz representation of
the shape derivative, that in general depends on the solution u.�/ of the state
equation (2.1). To review MSQP and ASQP, we preliminary introduce an infinite
dimensional Sequential Quadratic Programming (1-ASQP) algorithm. Let �.`/

be the current iterate and �.`C1/ be the new one. We let �.`/ WD @�.`/ and
V.�.`// be a Hilbert space defined on �.`/, with norm k � kV.�.`//. We further let
b�.`/ .�; �/ W V.�.`// � V.�.`//! R be a continuous and coercive bilinear form with
respect to the norm k � kV.�.`//, which gives rise to the elliptic self-adjoint operator
B.`/ on �.`/ defined by hB.`/v;wi�.`/ D b�.`/ .v;w/. We then consider the following
quadratic model Q.`/ W V.�.`//! R of J at �.`/

Q.`/.w/ WD J.�.`//CrJ.�.`/Iw/C 1

2
hB.`/w;wi: (2.4)
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We denote by v.`/ the minimizer of Q.`/.w/, namely v.`/ satisfies

v.`/ 2 V.�.`// W b�.`/ .v
.`/;w/ D �hG.`/;wi�.`/ 8w 2 V.�.`//; (2.5)

with g.`/ WD g.�.`//. It is easy to check that v.`/ is the unique minimizer ofQ.`/.w/
and that the coercivity of the form b�.`/ .�; �/ implies that v.`/ is an admissible descent
direction; i.e. rJ.�.`/I v.`// < 0.

Once v.`/ has been found, we need to determine a stepsize that is not too small
and guarantees sufficient decrease of the functional J . To accomplish this goal we
identify a range of admissible stepsizes by adapting the classical Armijo-Wolfe
conditions in R

n: given constants 0 < ˛ < ˇ < 1, we seek a stepsize � 2 R
C

satisfying

J.�.`/ C �v.`// � J.�.`//C ˛� rJ.�.`/I v.`//; (2.6)

rJ.�.`/ C �v.`/I v.`// � ˇ rJ.�.`/I v.`//; (2.7)

where �.`/ C �v.`/ WD fy 2 R
d W y D x C �v.`/.x/; x 2 �.`/g is the updated

domain and v.`/ D v.`/�.`/ is a normal vector field.
We are now ready to introduce the infinite dimensional Sequential Quadratic

Programming algorithm (1-ASQP) for solving the constrained optimization prob-
lem (2.1)–(2.2):

1-SQP Algorithm

Given the initial domain �.0/, set ` D 0

and iterate:

(a) Compute u.`/ D u.�.`// by solving (2.1)

(b) Compute the Riesz representation G.`/ D
G.�.`// of (2.3)

(c) Compute the search direction v.`/ by
solving (2.5)

(d) Determine an admissible stepsize �.`/

satisfying (2.6)-(2.7)

(e) Update: �.`C1/ D �.`/ C �.`/v.`/I ` WD `C 1

It is important to note that, the 1-SQP algorithm is not feasible as it stands,
because it requires the exact computation of the following quantities at each
iteration: the solution u.`/ to the state equation (2.1); the solution v.`/ to the linear
subproblem (2.5); the values of the functional J and of its derivative dJ in the
line search routine. In the following, we review the Adaptive Sequential Quadratic
Programming algorithm (ASQP) (see Sect. 2.1) and the Multigrid Sequential
Quadratic Programming (MSQP) (see Sect. 2.2) as possible feasible variants of the
1-SQP algorithm.
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2.1 MSQP: A Multigrid Shape Optimization Algorithm

In this section we sketch the ideas underlying the construction of MSQP, we
present the algorithm and we report some enlightening numerical results (see [3]
for more details). Generally speaking, in MSQP the boundary of the domain, i.e.,
the control variable, is represented at various levels k of discretization and the
resulting multigrid shape optimization scheme acts directly on the geometry of
the domain combining a single-grid shape gradient optimizer with a coarse-grid
correction (minimization) step, recursively within a hierarchy of levels.

As we focus on multigrid concepts, we need to define an iterative optimization
process that can be applied at every level of discretization with the aim of improving
the shape towards the optimum. In our case, this is a shape-gradient optimizer,
denoted by SQPk , that acts similarly to a Jacobi smoother in a classical multigrid
scheme. In practice, SQPk is a feasible variant of the1-SQP stated at the level k of
discretization (see e.g. [16, 18]).

In addition to the iterative scheme mentioned above, the formulation of a
multigrid scheme requires to define a coarse-grid correction step that complements
the action of the single-grid optimization procedure. To construct this step, suitable
intergrid transfer operators are required together with the formulation of a coarse
optimization problem that correctly approximates the fine-level shape optimization
problem. On the other hand, to define the coarse shape optimization problem, the
multigrid optimization framework introduced in [29, 33] is extended to the present
case where the optimization variable is a geometrical object.

The approach presented in [3] is in contrast to previous attempts [7, 11–15]
to define a consistent multigrid framework for shape optimization where the
computational domain is discretized by finite elements and the control boundary is
represented through parameterized shape functions. Therefore, within the hierarchy
of levels defined by the multigrid strategy, the approach of MSQP allows to construct
a coarse-grid correction step that can be understood from the geometrical [40] and
optimization [5,6,29,33,41] point of views, whereas the idea in [7,12] of coarsening
by taking a subset of shape parameters appears based on heuristic consideration.

To prepare the description of the MSQP algorithm, we first introduce the hierarchy
of spaces Uk

ad of discrete admissible configurations. According to this, we denote
by �k an element of Uk

ad and by �k the corresponding boundary (see Fig. 1 for an
example where the deformable part of the domain is the graph of a function). Then
we introduce the finite element space to approximate the solution of the PDE on
�k : let Tk.�k/ be a conforming and shape-regular triangulation of �k and V.�k/

denote the associated space of finite elements. If we define the discrete reduced
functional OJk.�k/ at k-level as

OJk.�k/ WD J.�k; yk.�k// (2.8)
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Fig. 1 An example of
discrete control boundary
represented at different levels
of discretization: �k (dotted)
and �k�1 D I k�1

k �k (solid)

then the reduced discrete shape optimization problem at level k reads as follows:

��
k D argmin�k2Uk

ad

OJk.�k/ : (2.9)

Finally, for multigrid purpose, we need to define intergrid transfer operators
acting on: functions in Uk

ad ; geometric boundaries �k ; and functions defined on
geometric boundaries (i.e., shape gradients). To simplify the exposition (see [3] for
more rigorous definitions) we will not use different symbols to distinguish among
the above operators: we will always denote by I k�1

k the restriction operators and by
I kk�1 the corresponding prolongation operators, the difference being clear from the
context (see Fig. 1).

Finally, we introduce a hierarchy of nested shape optimization problems that
will be solved at different levels of discretization. At k-level of discretization,
we consider a function gk to be defined iteratively in terms of gkC1, where we
set gK D 0, being K the finest level of discretization (see below, Step 4 of the
MSQP algorithm, for the precise recursive definition of gk). The corresponding
shape optimization problem at k-level reads as follows:

min
�k2Uk

ad

Fk.�k/ WD OJk.�k/�
Z

�k

gk d� : (2.10)

It is clear that at the finest level K , the problem (2.10) corresponds to the original
discrete shape optimization problem. Our aim is to formulate a multigrid shape
optimization scheme for solving the minimization problem (2.10) for all levels k.

Let �.0/k be the initial optimization boundary at level k and gk be given. The

following steps define one multigrid V -cycle that will be denoted by �.new/k D
MSQP.�.old/k ; k; gk/.
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MSQP Algorithm

If k D 1 (coarsest resolution) then the
minimization problem (2.10) is solved exactly. Else
if k > 1:

(1) Apply one-grid optimization

�
.`C1/
k D SQPk.�

.`/

k /; ` D 0; 1; : : : ; m1 � 1:

(2) Compute the gradient residual

rk D gk � r OJk.�.m1/k /:

(3) Restrict the residual and the approximate
solution to coarse levels

rk�1 D I k�1
k rk; O�k�1 D I k�1

k �
.m1/

k :

(4) Setup the coarse-grid problem

gk�1 D r OJk�1. O�k�1/C rk�1:

(5) Call the MSQP scheme to compute the
coarse-grid minimizer for minFk�1.�k�1/: Q�k�1 D
MSQP. O�k�1; k � 1; gk�1/ such that

Q�k�1 
 argminFk�1.�k�1/:

(6) Construct the multigrid coarse-to-fine
descent direction

�k D I kk�1
� Q�k�1 � O�k�1

	
:

(7) Optimize along �k with ˛-linesearch

�
m1C1
k D �.m1/k C ˛ �k

(8) Apply one-grid optimization

�
.`C1/
k D SQPk.�

.`/

k /; ` D m1 C 1; : : : ; m1 Cm2:

(9) End.
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In [3] it is proved that the multigrid coarse-to-fine direction �k built in Step 6 is
indeed a descent direction. Moreover, it should be clear that the MSQP scheme given
above will be applied iteratively, thus resulting in a sequence of V -cycles with finest
level K and gK D 0. Therefore, we also refer to the following algorithm as the
MSQP scheme.

MSQP Algorithm

Input finest level K, initial �0K, gK D 0,
Tolerance �, iteration counter ` D 0, max number
iterations `max and iterate:

(1) Compute �`C1K D MSQP.�`K;K; gK/

(2) Check convergence: if kr OJ .�`K/k > � and ` < `max
then ` WD `C 1 and go to Step 1.

(3) End

In the following, we report some numerical results, originally presented in [3],
where a shape optimization problem governed by an elliptic PDE has to be solved.
In particular, let y D y.�/ be the unique solution to the following elliptic partial
differential equation

��y D f in � (2.11)

y D yb on @� ; (2.12)

where yb is a given function defined in R
2. Let r be a given function and

�1; �2; A; P > 0 be given positive parameters. We consider the following cost
functional

J.y;�/ WD
Z

�

r.y/ d�C �1

2

�Z

@�

d� � P
�2
C �2

2

�Z

�

d� � A
�2
; (2.13)

which depends on the solution y of the problem (2.11)–(2.12), on the difference
between the perimeter of @� and a given target value P and on the difference
between the area of � and a given target value A.

The set Uk
ad of the admissible configurations is obtained by deforming the upper

part of the domain, which is described by the graph of a piecewise linear function
defined on a one dimensional grid. Increasing k amounts to decrease the mesh-size
of the grid. As shown in Fig. 2, the MSQP algorithm, for different values of the finest
level K of discretization, is able to efficiently approximate the optimal domain (in
this case represented by the unitary square).
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Fig. 2 Performance of the MSQP scheme for different values of the finest levelK of discretization.
The algorithm converges towards the optimal shape represented by the unitary square. (a) Finest
level of discretization K D 1. Initial configuration (left), after 1 iteration (middle) and 12

iterations (right). (b) Finest level of discretization K D 3. Initial configuration (left), after 1
iteration (middle) and 9 iterations (right)

2.2 ASQP: An Adaptive Shape Optimization Algorithm

An alternative feasible variant of the 1-SQP is represented by the Adaptive
Sequential Quadratic Programming (ASQP) algorithm originally introduced in [32].
The ASQP scheme replaces all the non-computable operations of 1-SQP (the
solution to the state equation (2.1), the solution to the linear subproblem (2.5), the
values of the functional J and of its derivative dJ in the line search routine) by
adaptive finite dimensional approximations, whose accuracies are adjusted relative
to the energy decrease for each iteration. It is worth noticing that the adaptive
procedure driving ASQP has to deal with two distinct sources of error:

• PDE Error: this hinges on the approximation of (2.1), the values of the functional
J and its derivative (2.3);

• Geometric Error: this relates to the approximation of (2.5) which yields the new
domain.

Since it is wasteful to impose a PDE error finer than the expected geometric error,
we have a natural mechanism to balance the computational effort.

In the following, we briefly describe the ASQP algorithm (see [32] for more
details). Recall that ` � 1 stands for the adaptive counter and �.`/ is the current
domain produced by ASQP with deformable boundary �.`/. Let S.`/ D ST .`/ .�.`//

and V
.`/ D VT .`/ .�.`// be the finite element spaces on the bulk and boundary, which
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are compatible and fully determined by one underlying mesh T .`/ of�.`/. We define
ASQP as follows:

ADAPTIVE SEQUENTIAL QUADRATIC PROGRAMMING ALGORITHM (ASQP)

Given the initial domain �.0/, a triangulation
T .0/ of �.0/, and the parameters 0 < � � 1

5
, set

� D 1
2
� �.1 C �/, k D 0, ".0/ D C1, �.0/ D 1, repeat

the following steps:

(1) ŒT .`/; U .`/; Z.`/; J .`/; G.`/� D APPROXJ.�.`/; T .`/; ".`//

(2) ŒV.`/; T .`/� D DIRECTION.�.`/; T .`/; G.`/; �/

(3) Œ�.`C1/; T .`C1/; �.`C1/� D LINESEARCH.�.`/; T .`/;V.`/; J .`/; �.`//

(4) ".`C1/ WD ��.`C1/kV.`C1/k2
�.`/

; ` `C 1.

In theory this algorithm is an infinite loop giving a more accurate approximation
as the iterations progress, but in practice we implement a stopping criteria in
LINESEARCH.

The modules APPROXJ and DIRECTION are driven by different adaptive
strategies and corresponding different tolerances, say a PDE tolerance � and a
geometric tolerance � . Their relative values allow for different distributions of the
computational effort in dealing with the PDE and the geometry.

The routine DIRECTION enriches/coarsens the space V
.`/ to control the

quality of the descent direction, guaranteeing a geometric error proportional to
�.`/kV .`/k2

�.`/
, namely

ˇ̌
J.�.`/ C �.`/V.`// � J.�.`/ C �.`/v.`//ˇ̌ � ı�.`/kV .`/k2

�.`/
; (2.14)

with ı WD �.1 C �/ � 3
2
� . On the other hand, the module APPROXJ enriches/

coarsens the space S
.`/ to control the error in the approximate functional value

J .`/.�.`/ C �.`/V.`// to the prescribed tolerance ��.`/kV .`/k2
�.`/

,

ˇ̌
J.�.`/ C �.`/V.`// � J .`/.�.`/ C �.`/V.`///

ˇ̌ � ��.`/kV .`/k2
�.`/
; (2.15)

where � D 1
2
� ı � ı prevents excessive numerical resolution relative to

the geometric one. This is achieved within the module APPROXJ via the Dual
Weighted Residual method (DWR) [8], taylored to the approximation of the
functional value J . The remaining modules perform the following tasks. The
module SOLVE finds approximate solutions U .`/ 2 S

.`/ of (2.1) and Z.`/ 2 S
.`/

of an adjoint equation (necessary for the computation of the shape derivative) while
RIESZ builds on S

.`/ an approximation G.`/ to the shape derivative. Finally, the
module LINESEARCH enforces an inexact version of Wolfe’s conditions.

We observe that the test (2.15) is not very demanding for DWR. So we expect
coarse meshes at the beginning, and a combination of refinement and coarsening
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later as DWR detects geometric singularities, such as corners, and sorts out whether
they are genuine to the problem or just due to lack of numerical resolution. This
aspect of ASQP is a novel paradigm in adaptivity and is detailed in [32].

In the following, we report some numerical examples originally presented in [32]
to highlight the main features of the adaptive algorithm. In particular, we consider
the drag reduction shape optimization problem governed by Stokes equation (see
e.g. [37]). Let � � R

2 be a bounded domain with its boundary subdivided into an
inflow part �in, an outflow part �out , a part considered as walls �w, and an obstacle
�s which is the deformable part to be optimized. The velocity u WD u.�/ and the
pressure p WD p.�/ solve the following problem:

�div.T.u; p// D 0 in �

divu D 0 in �

u D ud on �in [ �s [ �w

T.u; p/� D 0 on �out

(2.16)

where T.u; p/ WD 2��.u/ � pI is the Cauchy tensor with �.u/ D ruCruT

2
, � > 0

is the viscosity, and

ud D
n v1 on �in

0 on �w [ �s;

with v1 D V1 Ov1, Ov1 being the unit vector pointing in the direction of the
incoming flow and V1 a scalar function.

We let the cost functional measuring the obstacle drag be

J Œ�; .u; p/� WD �
Z

�s

.T.u; p/�/ � Ov1 dS; (2.17)

where .u; p/ solves (2.16). We would like to minimize the linear boundary func-
tional J subject to the state constraint (2.16) among all admissible configurations
with fixed volume that can be obtained by piecewise smooth perturbations of the
obstacle boundary �s .

In Fig. 3 we report the initial and final optimal configuration. As an effect of the
DWR error indicator, the mesh refinement takes place mostly around the deformable
shape, whereas in the rest of the domain� the mesh is rather coarse.

In Figs. 4, 5, 6, we show the efficacy of the adaptive ASQP method to sort out
whether a geometric singularity is genuine to the problem or just due to the lack of
numerical resolution. In the first case (genuine singularities) the method preserves
the singularities and further refine them, whereas in the latter case (non-genuine
singularities) the algorithm coarsens the (unnecessarily) over refined regions.
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Fig. 3 Initial (top) and final (bottom) configuration. The ASQP algorithm obtains the optimal
“rugby ball” shape [37]. The mesh refinement takes place mostly around the deformable shape,
whereas in the rest of � the mesh is rather coarse: this is related to DWR mesh refinement (and
coarsening)

Fig. 4 Zoom of the evolution of the deformable shape. The initially refined corners (top) are
subsequently smoothed out and coarsened (see Fig. 5). The new corners of the rugby ball, instead,
are genuine singularities and are preserved and further refined by ASQP (bottom)

Fig. 5 Detection of genuine geometric singularities. Evolution of the initial upper-left corner
of the deformable shape (see top of Figs. 3 and 4). The adaptive ASQP method is able to sort
out whether geometric singularities are genuine to the problem or just due to lack of numerical
resolution and to coarsen overrefined regions of the computational grid

Fig. 6 Detection of genuine geometric singularities. Zoom on the evolution of the left-hand part
of the deformable shape (see top of Fig. 3 and bottom of Fig. 4). The adaptive ASQP method is
able to recognize the corner of the rugby ball as genuine singularity of the problem and to refine
the mesh to improve both the PDE and the geometric approximation
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3 Optimal Control for Evolutive PDEs

Let us now turn our attention to optimal control problems for evolutive partial
differential equations. The classical approach is based on open-loop controls and
on the Pontryagin maximum principle which leads to a backward-forward system
characterizing the optimal couple state-control (see e.g. [34,39]). We have followed
a different idea, trying to apply the Dynamic Programming approach. The results
presented here are illustrated in [1, 2].

3.1 The POD Approximation Method for Evolutive PDEs

We briefly describe some important features of the POD approximation, more
details as well as precise results can be found in the notes by Volkwein [43]. Let
us consider a matrix Y 2 R

m�n; with rank d � minfm; ng:We will call yj the j -th
column of the matrix Y: We are looking for an orthonormal basis f ig`iD1 2 R

m

with ` � n such that the minimum of the following functional is reached:

J. 1; : : : ;  `/ D
nX

jD1






yj �
X̀
iD1
hyj ;  i i i








2

: (3.1)

The solution of this minimization problem is given in the following theorem

Theorem 3.1. Let Y D Œy1; : : : ; yn� 2 R
m�n be a given matrix with rank d �

minfm; ng: Further, let Y D ‰†V T be the Singular Value Decomposition (SVD)
of Y , where ‰ D Œ 1; : : : ;  m� 2 R

m�m, V D Œv1; : : : ; vn� 2 R
n�n are orthogonal

matrices and the matrix † 2 R
m�n is diagonal, † D diagf�1; : : : ; �mg. Then, for

any ` 2 f1; : : : ; d g the solution to (3.1) is given by the left singular vectors f i g`iD1,
i.e, by the first ` columns of ‰.

The vectors f i g`iD1 will be indicated as the POD basis of rank `:. This idea is really
useful, in fact we get a representation of a solution for the original dynamics solving
an equation of lower dimension. Whenever it is possible to compute a POD basis of
rank `; we get a problem of lower dimension ` which will be of manageable size
provided ` is very small.

Let us consider the following ODEs system

� Py.s/ D Ay.s/C f .s; y.s//; s 2 .0; T �
y.0/ D y0 (3.2)

where y0 2 R
m;A 2 R

m�m and f W Œ0; T � � R
m ! R

m is continuous and locally
Lipschitz to ensure uniqueness.
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The system (3.2) can be also interpreted as a semi-discrete problem, where
the matrix A represents the discretization in space of an elliptic operator, e.g. the
Laplace operator. To compute the POD basis functions, first of all we have to
construct a time grid 0 � t1 � : : : � tn D T and we assume to know the
solution of (3.2) at given time tj , j D 1; : : : ; N . We call snapshots the solution
at those fixed times, they will be used to find a proper POD basis. For the moment,
let us skip the problem of selecting the snapshots sequence to obtain an efficient
POD basis since this is a rather difficult problem, we refer the interested reader to
[25]). Given a snapshots sequence, Theorem 3.1 allows to compute our POD basis,
namely, f j g`jD1.

Assume we can write the solution in reduced form as

y`.s/ D
X̀
jD1

y`j .s/ j D
X̀
jD1
hy`.s/;  j i j ; 8s 2 Œ0; T �

substituting this formula into (3.2) we obtain the equivalent dynamics in the reduced
coordinate space

8
ˆ̂̂
<
ˆ̂̂
:

P̀
jD1
Py`j .s/ j D

P̀
jD1

y`j .s/A j C f .s; y`.s//; s 2 .0; T �
P̀
jD1

y`j .0/ j D y0:
(3.3)

Our new problem (3.3) has ` � m unknown coefficient functions which are
indicated by y`j .s/; j D 1; : : : ; `: The problem is now in low dimension, using
a compact notation we get:

� Py`.s/ D A`y`.s/C F.s; y`.s//
y`.0/ D y`0

where

A` 2 R
`�` with .A`/ij D hA i ;  j i;

y` D

0
B@
y`1
:::

y``

1
CA W Œ0; T �! R

`

F D .F1; : : : ; F`/T W Œ0; T � � R
` ! R

`;

Fi .s; y/ D
*
f

0
@s;

X̀
jD1

yj j

1
A ;  i

+
for s 2 Œ0; T � y D .y1; : : : y`/ 2 R

`;
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finally obtaining the representation of y0 in R
`

y`0 D

0
B@
hy0;  1i

:::

hy0;  `i

1
CA 2 R

`:

In order to apply the POD method to our optimal control problem, the number ` of
POD basis functions plays a crucial role. In fact, we would like to keep ` as low
as possible still capturing the behavior of the original dynamics. Then, the main
question is: how can we measure the accuracy of our POD approximation? We need
to define an accuracy parameter and a good choice is given by the following ratio

E.`/ D
P̀
iD1

�i

dP
iD1

�i

; (3.4)

where the �i are the singular value obtained by the SVD. Clearly, when E.`/ is
close to one this means that the approximation is rather accurate because it keeps the
main features of the original dynamics. This is also strictly related to the truncation
error due to the projection of yj onto the space generated by the orthonormal basis
f g`iD1; in fact:

J. 1; : : : ;  `/ D
nX

jD1






yj �
X̀
iD1
hyj ;  i i i








2

D
dX

iD`C1
�2i

3.2 An Optimal Control Problem via POD Approximation

Following [1] we present this approach for the finite horizon control problem.
Consider the controlled system

� Py.s/ D f .y.s/; u.s/; s/; s 2 .t; T �
y.t/ D x 2 R

n;
(3.5)

with f W Rn � R
m ! R

n, we will denote by y W Œt; T � ! R
n its solution, by u the

control u W Œt; T �! R
m, and by

U D fu W Œ0; T �! U g
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the set of admissible controls where U � R
m is a compact set. Whenever we want

to emphasize the dependency of the solution on the control u we will write y.t I u/.
Assume that there exists a unique solution trajectory for (3.5) provided the controls
are measurable (a precise statement can be found in [4]). For the finite horizon
optimal control problem the cost functional will be given by

min
u2U

Jx;t .u/ WD
Z T

t

L.y.s; u/; u.s/; s/e��s dsC g.y.T // (3.6)

whereL W Rn�Rm ! R is the running cost, .x; t/ is the initial condition and � � 0
is the discount factor.

The goal is to find a state-feedback control law u.t/ D ˆ.y.t/; t/; in terms of the
state equation y.t/; where ˆ is the feedback map. To derive optimality conditions
we use the well-known dynamic programming principle due to Bellman (see [4]).
We first define the value function:

v.x; t/ WD inf
u2U

Jx;t .u/ (3.7)

Proposition 3.2 (DPP). For all x 2 R
nand t � � � T then:

v.x; t/ D min
u2U

�Z �

t

L.y.s/; u.s/; s/e��s dsC v.y.�/; T � �/
�
: (3.8)

Due to (3.8) we can derive the Hamilton-Jacobi-Bellman equations (HJB):

� @v

@t
.y; t/ D min

u2U fL.y; u; t/Crv.y; t/ � f .y; u; t/g ; (3.9)

complemented by the terminal condition v.x; T / D g.x/. This is a nonlinear partial
differential equation of the first order which is hard to solve analytically although a
general theory of weak solutions is available [4]. Rather we can solve it numerically
by means of a finite differences or semi-Lagrangian schemes (see the book [20] for a
comprehensive analysis of approximation schemes for Hamilton-Jacobi equations).
For a semi-Lagrangian discretization one starts by a discrete version of (HJB)
by discretizing the underlined control problem and then project the semi-discrete
scheme on a grid obtaining the fully discrete scheme

(
vnC1
i D min

u2U Œ�t L.xi ; n�t; u/C I Œv
n�.xi C�t F.xi ; tn; u//�

v0i D g.xi /;

with xi D i�x; tn D n�t; vni WD v.xi ; tn/ and I Œ�� is an interpolation operator
which is necessary to compute the value of vn at the point xi C �t F.xi ; tn; u/ (in
general, this point will not be a node of the grid). The interested reader will find
in [21] a detailed presentation of the scheme and a priori error estimates for its
numerical approximation.
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It is also important to note that we need to compute the minimum in order to
get the value vnC1

i . Since, in general, vn is not a smooth function, we compute the
minimum by means of a minimization method which does not use derivatives (this
can be done by the Brent algorithm as in [10]).

The main advantage of this approach is that it allows to compute the optimal
feedback via the value function. However, there are two major difficulties: our weak
solutions (in the viscosity sense) are in general non-smooth and the approximation
in high dimension is not feasible due to the huge amount of data required. The
request to solve an HJB in high dimension comes up naturally whenever we want to
control evolutive PDEs. Just to give an idea, if we build a grid in Œ0; 1� � Œ0; 1� with
a discrete step �x D 0:01 we have 104 nodes: to solve an HJB in that dimension
is simply impossible. The POD method allows us to obtain reduced models even
for rather complicated dynamics opening the way to a feasible solution of the HJB
equation.

Consider the following abstract problem:

8
<
:
d

ds
hy.s/; 'iH C a.y.s/; '/ D hB.u.s/; 'iV 0;V 8' 2 V

y.t/ D y0 2 H;
(3.10)

where B W U ! V 0 is a linear and continuous operator. We assume that a space of
admissible controls Uad is given in such a way that for each u 2 Uad and y0 2 H
there exists a unique solution y of (3.10). V and H are two Hilbert spaces, with
h�; �iH we denote the scalar product in H I a W V � V ! R W is symmetric coercive
and bilinear. Then, we introduce the cost functional of the finite horizon problem

Jy0;t .u/ WD
Z T

t

L.y.s/; u.s/; s/e��s dsC g.y.T //;

where L W V � U � Œ0; T �! R: The optimal control problem is

min
u2U

Jy0;t .u/ (3.11)

subject to the constraint: y 2 Wloc.0; T IV / � U solves (3.10)

with Wloc.0; T / D TT>0 W.0; T /; where W.0; T / is the standard Sobolev space:

W.0; T / D f' 2 L2.0; T IV /; 't 2 L2.0; T IV 0/g:
The model reduction approach for an optimal control problem (3.11) is based on
the Galerkin approximation of dynamic with some informations on the controlled
dynamic (snapshots). To compute a POD solution for (3.11) we make the following
ansatz

y`.x; s/ D
X̀
iD1

wi .s/ i .x/; (3.12)
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where f g`iD1 is the POD basis. The computation of the POD basis functions follows
three easy steps:

1. Computation of the snapshots for the solution at given times, y.sj /.
2. Collect the snapshots into a matrix Y and compute the singular value decompo-

sition of Y D U†V T .
3. Take the first ` columns of U , they will be the POD basis of rank `:

Now let us introduce mass and stiffness matrix:

M D ..mij // 2 R
`�` with mij D h j ;  i iH ;

S D ..sij // 2 R
`�` with mij D a. j ;  i /;

and the control map b W U ! R
` is defined by:

u! b.u/ D .b.u/i / 2 R
` with b.u/i D hBu;  i iH :

The coefficients of the initial condition y`.0/ 2 R
` are determined by wi .0/ D

.w0/i D hy0;  iX ; 1 � i � `; and the solution of the reduced dynamic problem is
denoted by w`.s/ 2 R

`: Then, the Galerkin approximation is given by

minJ `
w`0;t
.u/ (3.13)

with u 2 U and w solves the following equation:

� Pw`.s/ D F.w`.s/; u.s/; s/ s > 0;

w`.0/ D w`0:
(3.14)

The cost functional is defined as:

J `
w`0;t
.u/ D

Z T

0

L.w`.s/; u.s/; s/e��s dt C g.w`.T //;

with w` and y` linked to (3.12) and the nonlinear map F W R`�U ! R
` is given by

F.w`; u; s/ D M�1.�Sw`.s/C b.u.s///:

The value function v`, defined for the initial state w0 2 R
`, reads as

v`.w`0; t/ D inf
u2U

J `
w`0;t
.u/

and w` solves (3.13) with the control u and initial condition w0.
To complete the scenario, let us explain how we have computed the intervals

defining the domain where we are going to solve the HJB equation in reduced
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coordinate. Clearly we need to restrict the computation to a bounded domain ‡h
in R

`. We would like to find an invariant domain for the discrete dynamics, i.e. a
domain ‡h such that y C �tF.y; u/ 2 ‡h for each y 2 ‡h and u 2 U . We can
choose ‡h D Œa1; b1� � Œa2; b2� � : : : Œa`; b`� with a1 � a2 � : : : � a`: How should
we compute the intervals Œai ; bi �?

Ideally the intervals should be chosen so that the dynamics contains all the
components of the controlled trajectory. Moreover, they should be encapsulated
because we expect that their importance should decrease monotonically with their
index and that our interval lengths decrease quickly.

Let us suppose to discretize the space control U D fu1; : : : ; uM g where U is
symmetric with respect to the origin, i.e. Nu 2 U implies �Nu 2 U:

Hence, if y`.s/ D P̀
iD1
hy.s/;  i i i D P`

iD1 wi .s/ i ; as a consequence, the

coefficients wi .s/ 2 Œai ; bi �: We consider the trajectories solution y.s; uj / such that
the control is constant u.s/ � uj for each tj , j D 1; : : : ;M: Then, we have

y`.s; uj / D
X̀
iD1
hy.s; uj /;  i i i :

We write y`.s; uj / to stress the dependence on the constant control uj : Each

trajectory y`.s; uj / corresponds to a set of coefficients w.j /i .t/ for i D 1; : : : ; `; j D
1; : : : ;M: Every coefficient w.j /i .s/ belongs to an interval Œw.j /

i ;w.j /
i � so, for i D

1; : : : ; `;, we define:

ai � minfw.1/
i ; : : : ;w

.M/
i g

bi � maxfw.1/
i ; : : : ;w

.M/
i g:

Note that when we do not find an invariant domain to set up our computation we
must introduce appropriate boundary conditions to manage the trajectories leaving
the domain (see [19, 20] for more details on this technical problem).

3.3 Numerical Experiments

In this section we present some numerical tests for the controlled heat equation and
for the advection-diffusion equation with a quadratic cost functional. Consider the
following advection-diffusion equation:

�
ys.x; s/ � "yxx.x; s/C cyx.x; s/ D u.s/
y.x; 0/ D y0.x/; (3.15)

with x 2 Œa; b�, s 2 Œ0; T �, " 2 RC and c 2 R.
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Fig. 7 Test 1: (a) Heat Equation without control; (b) Heat Equation for Ou.t / D 0, 3 POD basis;
(c) Controlled solution with LQR-MATLAB; (d) Approximate solution POD (3 basis functions)
coupled with HJB

Note that changing the parameters c and " we can obtain the heat equation
(c D 0) and the advection equation (" D 0).

The functional to be minimized is

Jy0;t .u.�// D
Z T

0

jjy.x; s/ � Oy.x; s/jj2 CRjju.s/jj2 ds; (3.16)

i.e. we want to stay close to a reference trajectory Oy while minimizing the norm
of u. Note that we dropped the discount factor setting � D 0. Typically in our test
problems Oy is obtained by applying a particular control Ou to the dynamics. The
numerical simulations reported here have been made on a server SUPERMICRO
8045C-3RB with 2 cpu INTEL Xeon Quad-Core 2.4 Ghz and 32 GB RAM under
SLURM (https://computing.llnl.gov/linux/slurm/).

Test 1: Heat Equation with Smooth Initial Data. We compute the snapshots
with a centered/forward Euler scheme with space step �x D 0:02, and time step
�t D 0:012, " D 1=60; c D 0;R D 0:01 and T D 5. The initial condition
is y0.x/ D 5x � 5x2; and Oy.x; s/ D 0: In Fig. 7 we compare four different
approximations concerning the heat equation: (a) is the solution for Ou.t/ D 0, (b) is
its approximation via POD (non-adaptive), (c) is the direct LQR solution computed
by MATLAB without POD and, finally, the approximate optimal solution obtained

https://computing.llnl.gov/linux/slurm/
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coupling POD and HJB. The approximate value function is computed for�t D 0:1
�x D 0:1 whereas the optimal trajectory as been obtained with �t D 0:01: Test 1,
and even Test 2, have been solved in about half an hour of CPU time.

Note that in this example the approximate solution is rather accurate because the
regularity of the solution is high due to the diffusion term. Since in the limit the
solution tends to the average value, the choice of the snapshots will not affect too
much the solution, i.e. even a rough choice of the snapshots will give us a good
approximation. The difference between Fig. 7c and 7d is due to the fact that the
control space is continuous for 7c and discrete for 7d.

Test 2: Heat Equation with No-Smooth Initial Data. In this section we change
the initial condition with a function which is only Lipschitz continuous: y0.x/ D
1 � jxj: According to Test 1, we consider the same parameters. (see Fig. 8).
Riccati’s equation has been solved by a MATLAB LQR routine. Thus, we have used
the solution given by this routine as the correct solution in order to compare the
errors in L1 and L2 norm between the reduced Riccati’s equation and our approach
based on the reduced HJB equation. Since we do not have any information, the
snapshots are computed for Ou D 0: This is only a guess, but in the parabolic case it
fits well due to the diffusion term.

Fig. 8 Test 2: (a) exact solution for Ou D 0; (b) Exact solution for Ou D 0 POD (3 basis functions);
(c) Approximate optimal solution for LQR-MATLAB; (d) Approximate solution POD (3 basis
functions) coupled with HJB
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Table 1 Test 2: L1 and L2

errors at time T for the
optimal approximate solution

L1 L2

yLQR � yPODCLQR 0.0221 0.0172

yLQR � yPODCHJB 0.0204 0.0171

As in Test 1, the choice of the snapshots does not affect strongly the approximation
due to the asymptotic behavior of the solution. The presence of a Lipschitz
continuous initial condition has almost no influence on the global error (see Table 1).

4 The Adaptive POD Approximation Method

We now present an adaptive method to compute POD basis. As we have seen in
Sect. 3 we have a big constraint on the number of variables in the state space for
numerical solution of an HJB.

For a parabolic equation, one can try to solve the problem with only three/four
POD basis functions; they are enough to describe the solution in a rather accurate
way. In fact the singular values decay pretty soon and it is rather easy to work with
a really low-rank dimensional problem.

On the contrary, hyperbolic equations do not have this nice property and they
will need more POD basis functions to get accurate results. Then, it is quite natural
to split the problem into subproblems having different POD basis functions. The
crucial point is to decide the splitting in order to have the same number of basis
functions in each subdomain with a guaranteed accuracy in the approximation.

4.1 Numerical Experiments for the Adaptive POD
Approximation Method

Let us first give an illustrative example for the parabolic case, considering a 1D
advection-diffusion equation:

�
ys.x; s/ � "yxx.x; s/C cyx.x; s/ D 0
y.x; 0/ D y0.x/; (4.17)

with x 2 Œa; b�; s 2 Œ0; T �; "; c 2 R.
We use a finite difference approximation for this equation based on an explicit

Euler method in time combined with the standard centered approximation of the
second order term and with an up-wind correction for the advection term. The
snapshots will be taken from the sequence generated by the finite difference method.
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The final time is T D 5, moreover a D �1, b D 4. The initial condition is
y0.x/ D 5x � 5x2; when 0 � x � 1, 0 otherwise.

For " D 0:05 and c D 1with only 3 POD basis functions, the approximation fails
(see Fig. 9). Note that in this case the advection is dominating the diffusion, a low
number of POD basis functions will not suffice to get an accurate approximation
(Fig. 9b). However, the adaptive method which only uses 3 POD basis functions
will give accurate results (Fig. 9d).

The idea which is behind the adaptive method is rather simple and easy to
implement. Instead of taking into account the whole interval Œ0; T �; we prefer to
split it in sub-intervals

Œ0; T � D [KkD0ŒTk; TkC1�

whereK is a-priori unknown, T0 D 0; TK D T and Tk D ti for some i: In this way,
choosing properly the length of the k-th interval ŒTk; TkC1�; we consider only the
snapshots falling in that sub-interval, typically there will be at least three snapshots
in every sub-interval. In this way we will have enough informations in every sub-
interval and we can apply the standard routines (explained in Sect. 3) to get a “local”
POD basis.

Fig. 9 Equation (4.17): (a) solved with finite difference; (b) POD-Galerkin approximation with 3
basis functions; (c) solved via POD-Galerkin approximation with 5 basis functions; (d) Adaptive
POD 3 basis functions
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Now let us explain how to divide our time interval Œ0; T �. We will choose a
parameter to check the accuracy of the POD approximation and define a threshold.
Above that threshold we loose in accuracy and we need to compute a new POD
basis. A good parameter to check the accuracy is E.`/ (see (3.4)), as it was suggested
by several authors. The method to define the splitting of Œ0; T � and the size of every
sub-interval works as follows. We start computing the SVD of the matrix Y that
gives us informations about our dynamics in the whole time interval. We check the
accuracy at every ti , i D 1; : : : N , and if at tk the indicator is above the tolerance
we set T1 D tk and we divide the interval in two parts, Œ0; T1/ and .T1; T �. Now
we just consider the snapshots related the solution up to the time T1. We iterate this
idea until the indicator is below the threshold. When the first interval is found, we
restart the procedure in the interval ŒT1; T � and we stop when we reach the final time
T . Note that the extrema of every interval coincide by construction with one of our
discrete times ti D i�t so that the global solution is easily obtained linking all the
sub-problems which always have a snapshot as initial condition. A low value for the
threshold will also guarantee that we will not have big jumps passing from one sub-
interval to the next. Once we know we got nice POD basis functions we compute the
solution of the problem in each sub-intervals. Moreover, in each intervals ŒTk; TkC1�
we check the residual of the solution previously computed. If the residual is not
below a given threshold, we split again the problem into two subproblems. This two
subproblems need to update their own basis functions that will satisfy, of course, the
error estimator applied to the POD method, since we are considering only a subset
of the snapshots.

This idea can be applied also when we have a controlled dynamic (see [2]).
First of all we have to decide how to collect the snapshots, since the control u.t/
is completely unknown. One can make a guess and use the dynamics and the
functional corresponding to that guess, by these informations we can compute the
POD basis. Once the POD basis is obtained we will get the optimal feedback
law after having solved a reduced HJB equation as we already explained. Let us
summarize the POD adaptive method in the following step-by-step presentation.
ALGORITHM
Start: Inizialization
Step 1: collect the snapshots in [0,T]
Step 2: divide Œ0; T � according to E.`/
For i=0 to N-1
Do
Step 3: apply SVD to get the POD basis in each

sub-interval Œti ; tiC1�
Step 4: discretize the space of controls
Step 5: project the dynamics onto the (reduced) POD

space
Step 6: select the intervals for the POD reduced

variables
Step 7: solve the corresponding HJB in the reduced

space
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for the interval Œti ; tiC1�
Step 8: go back to the original coordinate space

End

Test 3: Controlled Advection-Diffusion Equation. The advection-diffusion equa-
tion needs a different method. We can not use the same Oy we had in the parabolic
case, mainly because in Riccati’s equation the control is free and is not bounded, on
the contrary when we solve an HJB we have to discretize the space of controls.
We modified the problem in order to deal with bang-bang controls. We get Oy
in (3.16) just plugging in the control Ou � 0. We have considered the control space
corresponding only to three values in Œ�1; 1�, then U D f�1; 0; 1g: We first have
tried to get a controlled solution, without any adaptive method and, as expected, we
obtained a bad approximation (see Fig. 10). From Fig. 10 it is clear that POD with
four basis functions is not able to catch the behavior of the dynamics, so we have
applied our adaptive method.

We have consider: T D 3;�x D 0:1;�t D 0:008, a D �1, b D 4,
R D 0:01: According to our algorithm, the time interval Œ0; 3� was divided into
Œ0; 0:744�[ Œ0:744; 1:496�[ Œ1:496; 3�:As we can see our last interval is bigger than
the others, this is due to the diffusion term (see Fig. 11). The L2-error is 0.0761,
and the computation of the optimal solution via HJB has required about six hours
of CPU time. In Fig. 4 we compare the exact solution with the numerical solution
based on a POD representation. Note that, in this case, the choice of only 4 basis
functions for the whole interval Œ0; T � gives a very poor result due to the presence of
the advection term. Looking at Fig. 5 one can see the improvement of our adaptive
technique which takes always 4 basis functions in each sub-interval.

In order to check the quality of our approximation we have computed the
numerical residual, defined as:

R.y/ D kys.x; s/ � "yxx.x; s/C cyx.x; s/ � u.s/k:

Fig. 10 Test 3: Solution Oy (left), approximate solution with POD (4 basis functions) (right)
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Fig. 11 Test 3: Solution for Ou � 0 (left), approximate optimal solution (right)

Fig. 12 Test 4: Solution for Ou (left), approximate optimal solution (right)

The residual for the solution of the control problem computed without our adaptive
technique is 1.1, whereas the residual for the adaptive method is 2 	 10�2. As
expected from the pictures, there is a big difference between these two value.

Test 4: Controlled Advection-Diffusion Equation. In this test we take a different
Oy, namely the solution of (3.15) corresponding to the control

Ou.t/ D
8<
:
�1 0 � t < 1
0 1 � t < 2
1 2 � t � 3:

We want to emphasize we can obtain nice results when the space of controls has few
element. The parameters were the same used in Test 3. The L2-error is 0.09, and the
time was the same we had in Test 3. In Fig. 12 we can see our approximation.
In Fig. 6 one can see that the adaptive technique can also deal with discontinuous
controls.
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In this test, the residual for the solution of the control problem without our
adaptive technique is 2, whereas the residual for the adaptive method is 3 	 10�2.
Again, the residual shows the higher accuracy of the adaptive routine.

5 Conclusions

We presented some recent results concerning the numerical approximation of shape
optimization problems and optimal control problems governed by evolutive partial
differential equations. In particular, with respect to shape optimization problems,
we introduced and discussed two novel techniques, namely a fully geometric
multigrid approach and an adaptive sequential quadratic programming algorithm.
Several numerical experiments assessed the efficacy of the proposed strategies.
Concerning the optimal control of evolutive problems, we detailed how a reasonable
coupling between POD and HJB equation can produce feedback controls for infinite
dimensional problem. For advection dominated equations that simple idea has to be
implemented in a clever way to be successful. It particular, the application of an
adaptive technique is crucial to obtain accurate approximations with a low number
of POD basis functions. This is still an essential requirement when dealing with the
Dynamic Programming approach, which suffers from the curse-of-dimensionality
although recent developments in the methods used for HJB equations will allow to
increase this bound in the next future (for example by applying patchy techniques,
see [9]).

Another important point is the discretization of the control space. In our
examples, the number of optimal control is rather limited and this will be enough for
problems which have a bang-bang structure for optimal controls. In general, we will
need also an approximation of the control space via reduced basis methods. This
point as well as a more detailed analysis of the procedure outlined in this paper will
be addressed in our future work.
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Adaptive Finite Elements for Optimally
Controlled Elliptic Variational Inequalities
of Obstacle Type

A. Gaevskaya, M. Hintermüller, R.H.W. Hoppe, and C. Löbhard

Abstract We are concerned with the numerical solution of distributed optimal
control problems for second order elliptic variational inequalities by adaptive
finite element methods. Both the continuous problem as well as its finite element
approximations represent subclasses of Mathematical Programs with Equilibrium
Constraints (MPECs) for which the optimality conditions are stated by means of
stationarity concepts in function space (Hintermüller and Kopacka, SIAM J. Optim.
20:868–902, 2009) and in a discrete, finite dimensional setting (Scheel and Scholtes,
Math. Oper. Res. 25:1–22, 2000) such as ("-almost, almost) C- and S-stationarity.
With regard to adaptive mesh refinement, in contrast to the work in (Hintermüller,
ESAIM Control Optim. Calc. Var., 2012, submitted) which adopts a goal oriented
dual weighted approach, we consider standard residual-type a posteriori error
estimators.

The first main result states that for a sequence of discrete C-stationary points
there exists a subsequence converging to an almost C-stationary point, provided the
associated sequence of nested finite element spaces is limit dense in its continuous
counterpart. As the second main result, we prove the reliability and efficiency
of the residual-type a posteriori error estimators. Particular emphasis is put on
the approximation of the reliability and efficiency related consistency errors by
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heuristically motivated computable quantities and on the approximation of the
continuous active, strongly active, and inactive sets by their discrete counterparts.

A detailed documentation of numerical results for two representative test exam-
ples illustrates the performance of the adaptive approach.

Keywords A posteriori error analysis • Elliptic variational inequalities • Finite
elements • Optimal control • Stationarity

Mathematics Subject Classification (2000). Primary 65K15; Secondary 49M99;
65K10; 90C56.

1 Introduction

This paper is devoted to the study of adaptive finite element methods for the
approximation of optimally controlled elliptic variational inequalities of obstacle
type. Such problems can be formulated as Mathematical Programs with Comple-
mentarity Constraints (MPCCs) representing a subclass of Mathematical Programs
with Equilibrium Constraints (MPECs) which have been investigated both in
function space [4, 18, 27, 30–34] as well as in finite dimensions [10, 26, 29, 36–
38]. Due to the inherent non-convexity and non-differentiability, MPECs are not
amenable to classical approaches from optimal control/optimization theory and
thus require tools from non-smooth analysis such as generalized derivatives. In
particular, this leads to optimality systems in terms of various stationarity concepts
such as C(larke)-stationarity and S(trong)-stationarity (cf., e.g., [18] for MPECs in
function space). For the spatial discretization of the problems we use continuous,
piecewise linear finite elements with respect to an adaptively generated hierarchy
of geometrically conforming simplicial triangulations of the computational domain.
Although adaptive mesh refinement relying on various a posteriori error estimators
has been extensively studied for elliptic variational inequalities (cf., e.g., [2, 6–
8,22,24,35,42,43]) as well as for unconstrained and control and/or state constrained
elliptic optimal control problems (cf., e.g., [5,12,14–17,19,20,23,40,45]), the only
adaptive approach for optimally controlled elliptic variational inequalities we are
aware of is the one in [21] based on goal oriented dual weighted residuals. Instead,
here we study standard residual-type a posteriori error estimators in terms of element
and edge residuals and prove both reliability and efficiency up to consistency errors
and data oscillations.

The paper is organized as follows: After introducing basic notations and some
preliminary results, in Sect. 2 we state the distributed optimal control problem for a
second order elliptic variational inequality of obstacle type, specify the associated
active and inactive sets including a possible set of biactivity in case of a lack of
strict complementarity, and introduce the relevant stationarity concepts in function
space. Section 3 is devoted to the finite element approximation of the problem under
consideration giving rise to a discrete optimally controlled variational inequality,
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the specification of the discrete active and inactive sets, and the discrete stationarity
concepts. Particular emphasis is put on suitable extensions of the discrete Lagrange
multipliers which will play a significant role both in the subsequent convergence
analysis and in the a posteriori error analysis. In Sect. 4, we prove the first main
result of this paper. Under the assumption that the sequence of nested finite element
spaces is limit dense in the function space for the continuous state and adjoint state,
we show that for a bounded sequence of discrete C-stationary points there exists
a subsequence which converges to an almost C-stationary point (cf. Theorem 4.2).
Section 5 is concerned with the a posteriori error analysis based on residual-type a
posteriori error estimators.

As the second main result, we establish reliability and efficiency of the error
estimator up to consistency errors due to a mismatch in complementarity and data
oscillations (cf. Theorem 5.1 and Theorem 5.1). Since in the original formulation
the consistency errors are not a posteriori, we provide heuristically motivated fully
computable quantities in terms of approximations of the characteristic functions
of the continuous active and inactive sets as well as of the continuous states and
multipliers (cf. Sect. 5.4). The final Sect. 6 contains a documentation of numerical
results for two representative test examples, one with strict complementarity and
the other without. The numerical results exhibit experimental convergence rates
that asymptotically approach the expected optimal convergence rates. Moreover,
it is shown that at least some of the heuristically derived approximations of the
consistency errors provide close upper bounds.

2 The Optimal Control Problem and Stationarity Concepts

2.1 Notations and Preliminaries

For a bounded Lipschitz domain� � R
2, we denote by D.�/ the space of infinitely

often continuously differentiable functions with compact support in�, and we refer
to D.�/0 as the dual space of distributions. Further, we adopt standard notation
from Lebesgue and Sobolev space theory (cf., e.g., [1]). In particular, for D � �,
we denote by L2.D/ the Hilbert space of square integrable functions on D with
inner product .�; �/0;D and associated norm k � k0;D . L2.D/C refers to the positive
cone of L2.D/ with respect to the partial order on L2.D/, i.e., L2.D/C WD fv 2
L2.D/ j v � 0 a.e. in Dg. For k 2 N, we denote byHk.D/ the Sobolev space with
inner product .�; �/k;D, seminorm j � jk;D , and norm k � kk;D . We defineHk

0 .D/ as the
closure of D.D/ in Hk.D/ and refer to H�k.D/ as the dual space. In particular,
we set V WD H1

0 .�/ so that V � D H�1.�/, and we refer to h�; �i as the dual pairing
betweenV � and V . We define VC as the positive cone of V with respect to the partial
ordering inherited from L2.�/, i.e., VC WD fv 2 V j v � 0 a.e. in �g and we refer
to V �C as the positive cone of V �, i.e., V �C WD f� 2 V � j h�; vi � 0 for all v 2 VCg.
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As far as localizations of functionals � 2 V � are concerned, we note that for a
distribution T 2 D.�/0 and an open set ! � � it is said that T D 0 on !, if T .v/ D
0 for all v 2 D.�/ with supp.v/ � ! (cf., e.g., [41]). Further, denoting by OT the
maximal open set where T D 0, the support of T is defined by supp.T / WD �nOT .
We set V! WD fv 2 V j supp.v/ � N!g. Since a functional � 2 V � can be viewed as
a distribution, we introduce the set

V!;0 WD fv 2 V! j vj�n! D 0 a.e.; vj! 2 H1
0 .!/g (2.1)

of test functions and say that � D 0 on !, if h�; vi D 0 for all v 2 V!;0 (for
alternative definitions see [18]). Further, we say that � � 0 (� � 0) on !, if h�; vi �
0 (h�; vi � 0) for all v 2 V!;0 \ VC. The support of � 2 V � is defined by

supp.�/ WD � nO�: (2.2)

We note that V!;0 � V! . If ! is Lipschitz, we have V!;0 D V! (cf., e.g., [27]).
In the sequel, we will need characterizations of functionals � 2 V � with

restricted support. To this end, we first consider the question of extension by zero
of vj!; v 2 V , for ! � �. If ! is Lipschitz, we denote by @!0.v/ that part of the
boundary @! such that v D 0 a.e. on @!0.v/ and v 6D 0 a.e. on @! n @!0.v/. Then,
for v 2 V and an open Lipschitz domain ! � � there exist an open Lipschitz set
Q! such that ! � Q! � � and a function vext

! 2 V Q!;0 with vext
! j! D vj! a.e. in !. If

@!0.v/ 6D ;, Q! can be chosen so that @ Q! \ @! D @!0.v/. If ! is non-Lipschitz,
the previous property remains true, if ! is replaced by Lip.!/ which is the minimal
open Lipschitz set with ! � Lip.!/.

The following result allows to make use of the restricted support of functionals
in V � to describe their action on functions from V .

Proposition 2.1. For � 2 V � set ƒ WD int.supp.�//, if supp.�/ is Lipschitz, and
ƒ WD Lip.int.supp.�//, otherwise. For any v 2 V there exist an open Lipschitz set
Qƒ with ƒ � Qƒ � �; @ Qƒ \ @ƒ D @ƒ0.v/ and a function vext

ƒ 2 V Qƒ;0
such that

vext
ƒ jƒ D vjƒ a.e. in ƒ and

h�; vi D h�; vext
ƒ i: (2.3)

Proof. Sinceƒ is an open Lipschitz domain, there exist Qƒ withƒ � Qƒ � �; @ Qƒ\
@ƒ D @ƒ0.v/ and a function vext

ƒ 2 V Qƒ;0
such that vext

ƒ jƒ D vjƒ a.e. in ƒ. Hence, it
suffices to prove (2.3). Let Nv 2 V

�nƒ;0
be defined according to

Nv D
�

0 in ƒ;
v � vext

ƒ in int.� nƒ/:
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In view of the construction ofƒ it holds int.�nƒ/ � O�, where O� is the maximal
open set where � vanishes, and hence, h�; Nvi D 0. It follows that h�; vi D h�; vext

ƒ iC
h�; Nvi D h�; vext

ƒ i. ut
Remark 2.2. We note that h�; vi D h�; vjsupp.�/i only if v 2 Vsupp.�/;0. Otherwise,
� ‘reaches’ the values of v slightly outside of int.supp.�//.

2.2 The Optimal Control Problem

Given a domain� � R
2 with boundary � D @�, a bilinear form a.�; �/ W V � V !

R, where V WD H1
0 .�/, a desired state yd , a shift control ud , a force density f , an

upper obstacle  , and a regularization parameter ˛ such that

� is a bounded, polygonal Lipschitz domain; (2.4a)

a.�; �/ W V � V ! R is symmetric, bounded and V-elliptic, i.e.,

ja.y; v/j � Ckyk1;� kvk1;�; � kyk21;� � a.y; y/; �; C > 0; (2.4b)

yd 2 L2.�/; ud 2 L2.�/; f 2 L2.�/; (2.4c)

 2 V; ˛ > 0; (2.4d)

we consider the following distributed optimal control problem with a variational
inequality constraint:

Minimize J.y; u/ WD 1

2
ky � ydk20;� C

˛

2
ku � udk20;� (2.5a)

over .y; u/ 2 V � L2.�/;
subject to a.y; y � v/ � .f C u; y � v/0;�; v 2 K; (2.5b)

K WD fv 2 V j v �  a.e. in �g:

Here, J is referred to as the objective functional, y and u stand for the state and
the control, and K denotes the constraint set which makes (2.5b) to a variational
inequality of obstacle type. We further denote by A W V ! V � the bounded
linear operator associated with the bilinear form a.�; �/. Although the subsequent
analysis can be carried out for a general second order elliptic differential operator in
divergence form, in the sequel we will restrict ourselves to the case A D ��.

The optimal control problem (2.5) can be equivalently written in the so-called
control-reduced form by means of the control-to-state map S W L2.�/ ! V

which assigns to a control u 2 L2.�/ the unique solution of the variational
inequality (2.5b):
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Minimize J red.u/ WD 1

2
kSu � ydk20;� C

˛

2
ku � udk20;� (2.6)

over u 2 L2.�/:

The existence of minimizers for (2.5) is guaranteed by the following result:

Theorem 2.3. Under the assumptions (2.4) on the data, the optimal control
problem (2.5) admits an optimal solution.

Proof. We refer to [4, 31]. ut
By introducing a slack variable � 2 V �, the variational inequality con-

straint (2.5b) can be equivalently reformulated in terms of a complementarity system
so that (2.5) reads:

Minimize J.y; u/ WD 1

2
ky � ydk20;� C

˛

2
ku � udk20;� (2.7a)

over .y; �; u/ 2 V � V � � L2.�/;
subject to a.y; v/ D .f C u; v/0;� � h�; vi; v 2 V; (2.7b)

 � y 2 VC; � 2 V �C; h�; � yi D 0:

The problem (2.7) is commonly referred to as a Mathematical Program with
Complementarity Constraints (MPCC).

2.3 Continuous Active and Inactive Sets

For given u 2 L2.�/, (2.5b) represents an obstacle problem which, under the
assumptions (2.4), admits a unique solution .y; �/ 2 V � V � (cf., e.g., [25]). The
complementary behavior of y and � according to (2.7b) gives rise to the following
definitions:

Definition 2.4. We define the active set A as the maximal open subsetD � � such
that  � y D 0 a.e. in D. We denote by I WD S

">0 B". � y/ the inactive set,
where B". � y/ is the maximal open set D � � such that  � y � " a.e. in D.
Finally, F.y/ WD � n .A [ I/ is said to be the free boundary with respect to y.

Obviously, the sets A; I; and F.y/ provide a partition of �, i.e., it holds � D
A[ I [F.y/. An alternative partition can be achieved in terms of properties of the
multiplier � :
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Definition 2.5. The zero set Z is defined as the maximal open set D such that
h�; vi D 0 for all v 2 VD;0, whereas the set C WD int.supp.�// is referred to as
the strongly active set (for the definitions of VD;0 and supp.�/ see (2.1) and (2.2) in
Sect. 2.1). The set F.�/ WD � n .Z [ C/ is called the free boundary with respect
to � .

Remark 2.6. If in addition to the assumptions (2.4) on the data of the problem we
suppose

� � R
2 is convex or of class C1;1; (2.8a)

 2 V \H2.�/; (2.8b)

the solution of the obstacle problem satisfies .y; �/ 2 V \H2.�/�L2.�/. In this
regular case, we define the active and the inactive set according to Areg WD int.fx 2
� j  .x/ � y.x/ D 0g/; Ireg WD int.� n Areg/. Moreover, the zero set Zreg is the
maximal open set D � � such that � D 0 a.e. in D, and the strongly active set is
given by Creg WD int.� n Zreg/.

The special case where  � y and the slack variable � are simultaneously zero
in some subset of � is taken care of by the definition of the so-called biactive set:

Definition 2.7. The set B WD int.A n C/ is called the biactive set. If meas.B/ D 0,
the solution of the obstacle problem is said to satisfy the strict complementarity
condition. Otherwise, it is said that the solution exhibits a lack of strict complemen-
tarity.

The following results which were proven in [11] provide characterizations of the
active set, the inactive set, the zero set, and of the slack variable � . They all refer to
the complementarity conditions (2.7b).

Proposition 2.8. For any v 2 VC let the zero set �0.v/ be the maximal open set
D � � such that v D 0 a.e. in D and let �C.v/ WD S

">0 B".v/ be the positive
set, where B".v/ is the maximal open set D � � such that v � " a.e. in D. Then, it
holds

A D �0. � y/; I D �C. � y/: (2.9)

Moreover, for any v 2 VC such that h�; vi D 0 it holds

�C.v/ � Z : (2.10)

Corollary 2.9. For any v 2 V such that h�; vCi D 0 and h�; v�i D 0 it holds

v D 0 in C and h�; vi D 0: (2.11)
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Proposition 2.10. The slack variable � satisfies

� D 0 in I; i.e.; C � A; (2.12a)

� D f C u � A in A: (2.12b)

Corollary 2.11. A lack of strict complementarity of the solution of the obstacle
problem occurs if and only if there exists a set B � A such that f C u � A D 0

in B. Hence, there must hold hA ; vi D .f C u; v/0;B, i.e., A jB 2 L2.B/.

2.4 Stationarity Concepts

In this subsection, we present various concepts of stationarity associated with
the optimal control problem (2.5). We note that for MPCC in function space the
concepts of C(larke)-stationarity and S(trong)-stationarity have been introduced
in [18].

Definition 2.12. For .y; �; u/ 2 V � V � � L2.�/ assume that there exists a pair
.p; �/ 2 V � V � such that the following conditions hold true

a.y; v/ D .f C u; v/0;� � h�; vi; v 2 V; (2.13a)

 � y 2 VC; � 2 V �C; h�; � yi D 0; (2.13b)

a.p; v/ D .yd � y; v/0;� � h�; vi; v 2 V; (2.13c)

p D ˛ .u � ud /; (2.13d)

p D 0 a.e. in C; (2.13e)

h�;pi � 0; (2.13f)

h�; � yi D 0: (2.13g)

A triple .y; �; u/ 2 V � V � � L2.�/ is called

(i) an "-almost C-stationary point of (2.5), if (2.13a)–(2.13g) hold true and the
pair .p; �/ 2 V � V � satisfies:

For all " > 0 there exists U" � I with meas.I n U"/ � " such that

h�; vi D 0; v 2 VU"; (2.13h)

(ii) an almost C-stationary point of (2.5), if (2.13a)–(2.13g) hold true and the pair
.p; �/ 2 V � V � fulfills

h�; vi D 0; v 2 VI;0; (2.13i)



Adaptive Finite Elements for Optimally Controlled Elliptic Variational. . . 103

(iii) a C-stationary point of (2.5), if (2.13a)–(2.13g) hold true and the pair .p; �/ 2
V � V � satisfies

h�; vi D 0; v 2 VI : (2.13j)

Definition 2.13. Let .y; �; u/ 2 V �V ��L2.�/ be an "-almost C-stationary point
(almost C-stationary, C-stationary) point of (2.5). Then, the triple .y; �; u/ is said to
be an "-almost S-stationary (almost S-stationary, S-stationary) point of (2.5), if the
pair .p; �/ 2 V � V � additionally satisfies

h�; vi � 0; v 2 VB \ VC; (2.14a)

p � 0 a.e. in B: (2.14b)

Remark 2.14. In the Definitions 2.12 and 2.13, the function p 2 V is referred to as
the adjoint state and Eq. (2.13c) is called the adjoint state equation. The functional
� 2 V � is said to be the Lagrange multiplier associated with the adjoint state
equation.

Remark 2.15. In the previous Definitions 2.12 and 2.13, S-stationarity is the stron-
gest and "-almost C-stationarity is the weakest concept. The hierarchy of the above
introduced stationarity concepts is displayed in the commuting diagram below:

S-stationarity H) almost S-stationarity H) "-almost S-stationarity

+ + +
C-stationarity H) almost C-stationarity H) "-almost C-stationarity

The following result reveals local properties of almost C-stationary points with
respect to the sets C;B, and I defined in Sect. 2.3.

Proposition 2.16. Let .y; �; u/ 2 V �V ��L2.�/ be an almost C-stationary point
of (2.5) and let .p; �/ 2 V � V � be the associated adjoint state and Lagrange
multiplier. Then, with regard to the strongly active set C, the biactive set B, and the
inactive set I it holds

C B I
y D  a.e. D  a.e. –

p D 0 a.e. D �˛ .� C f C ud / a.e. –

u D ud a.e. D �� � f a.e. –

� D f C ud C� D 0 D 0

� D yd � D yd � C ˛ �.� C f C ud / D 0
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Proof. In view of the definitions of the sets A; C, and B, we obviously have y D
 a.e. in A D C [ B. Taking VB;0 � VZ;0 and VI;0 � VZ;0 into account, it holds

h�; vi D 0; v 2 VB;0 ; h�; vi D 0; v 2 VI;0 :

Further, due to (2.13d) and (2.13e)

p D 0 a.e. in C; u D ud a.e. in C:

Hence, (2.13c) implies

h�; vi D .yd �  ; v/0;C ; v 2 VC;0 ;

i.e., �jC D yd �  2 L2.C/. By (2.13a) it holds

h�; vi D .f C ud ; v/0;C � a. ; v/; v 2 VC;0 ;

whence � D f C ud C� a.e. in C. Moreover, in B we have

.f C u; v/0;B D .r ;rv/0;B; v 2 VB;0 :

Consequently, the weak divergence of r in B exists and equals �.f C u/jB 2
L2.B/. It follows that �� D f C u a.e. in B. Hence,

u D �� � f a.e. in B;

and, due to (2.13d)

p D �˛ .� C f C ud / a.e. in B:

The previous equation gives rise to� Cf C ud 2 H1.B/. Hence, (2.13c) implies

h�; vi D .yd �  ; v/0;B C ˛ a.� C f C ud ; v/; v 2 VB;0 :

ut
Stationarity in the Regular Case. If in addition to the assumptions (2.4) on the
data of the problem we suppose

� is either convex and polygonal or of class C1;1; (2.15a)

 2 V \H2.�/; (2.15b)

for fixed u 2 L2.�/ the solution .y; �/ of the obstacle problem belongs to V \
H2.�/ � L2.�/. In this regular case, the optimal control problem (2.5) can be



Adaptive Finite Elements for Optimally Controlled Elliptic Variational. . . 105

rewritten according to:

Minimize J.y; u/ WD 1

2
ky � ydk20;� C

˛

2
ku � udk20;� (2.16a)

over .y; �; u/ 2 V � L2.�/ � L2.�/;
subject to a.y; y � v/ D .f C u � �; v/0;�; v 2 V; (2.16b)

 � y � 0 a.e. in �; � � 0 a.e. in �; .�;  � y/0;� D 0:

The stationarity concepts can be formulated as in Definitions 2.12 and 2.13.

3 Finite Element Approximation

For a null sequence H of positive real numbers we assume fTh.�/gh2H to be a
shape regular family of geometrically conforming simplicial triangulations of the
computational domain�. ForD � N�, we denote by Nh.D/; Eh.D/; and Th.D/ the
sets of nodal points, edges, and triangles of Th.�/ inD. For T 2 Th.�/, we refer to
hT and jT j as the diameter and the area of T , whereas for E 2 Eh. N�/ we denote by
hE the length of the edgeE . We further introduce the following patches of triangles
of Th.�/:

!a WD
[
fT 2 Th.�/ j a 2 Nh.T /g; (3.1a)

!E WD
[
fT 2 Th.�/ j E 2 Eh.T /g; (3.1b)

!T WD
[
fT 0 2 Th.�/ jNh.T

0/ \Nh.T / 6D ;g; (3.1c)

and the following set of edges of Eh.�/:

Eah WD
[
fE 2 Eh.�/ j a 2 Nh.E/g: (3.2)

Moreover, for T 2 Th.�/ we refer to Pk.T /; k 2 N0; as the linear space of
polynomials of degree � k on T , and we define

S
.1/

h WD fvh 2 C. N�/ j vhjT 2 P1.T /; T 2 Th.�/g (3.3)

as the finite element space of continuous piecewise linear functions. We set

Vh WD fvh 2 S.1/h j vhj� D 0g (3.4)
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and denote by '.a/h the nodal basis function associated with a 2 Nh.�/ such that

Vh D span.f'.a/h j a 2 Nh.�/g/ with dim Vh D Nh WD card.Nh.�//. As the
dual space of Vh we consider linear combinations of the Dirac delta functionals ıa
associated with a 2 Nh.�/, i.e.,

Mh WD f�h 2M. N�/ j �h D
X

a2Nh.�/

�h.a/ ıa; �h.a/ 2 Rg: (3.5)

Here, M. N�/ stands for the space of regular Borel measures.

3.1 The Discrete Optimal Control Problem

For the finite element approximation of the optimal control problem (2.5) we denote
by  h 2 Vh and udh 2 S.1/h the interpolants of  2 V and ud 2 L2.�/ in Vh and

S
.1/

h and refer to ydh 2 S.1/h and fh 2 S.1/h as the L2-projections of yd 2 L2.�/ and

f 2 L2.�/ onto S.1/h . Approximating the state y 2 V and the control u 2 L2.�/ by

finite element functions yh 2 Vh and uh 2 S.1/h , the discrete optimal control problem
is given as follows:

Minimize Jh.yh; uh/ WD 1

2
kyh � ydh k20;� C

˛

2
kuh � udhk20;� (3.6a)

over .yh; uh/ 2 Vh � S.1/h ;

subject to a.yh; yh � vh/ � .fh C uh; yh � vh/0;�; vh 2 Kh; (3.6b)

Kh WD fvh 2 Vh j vh �  h in �g:

We refer to Jh andKh as the discrete objective functional and the discrete constraint
set and to yh and uh as the discrete state and the discrete control.

Denoting by Sh W S.1/h ! Vh the discrete control-to-state map which assigns

to a control uh 2 S
.1/

h the unique solution yh 2 Vh of the discrete variational
inequality (3.6b), the control-reduced form of (3.6) reads:

Minimize J red
h .uh/ WD 1

2
kShuh � ydh k20;� C

˛

2
kuh � udhk20;� (3.7)

over uh 2 S.1/h :

Theorem 3.1. The discrete optimal control problem (3.6) admits an optimal solu-
tion .yh; uh/ 2 Vh � S.1/h .

Proof. The proof can be given in much the same way as that of Theorem 2.3. ut
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As in the continuous regime, by introducing a slack variable �h 2 Mh, the
discrete optimal control problem (3.6) can be equivalently reformulated as the
discrete complementarity problem:

Minimize Jh.yh; uh/ WD 1

2
kyh � ydh k20;� C

˛

2
kuh � udhk20;� (3.8a)

over .yh; �h; uh/ 2 Vh �Mh � S.1/h ;

subject to a.yh; vh/ D .fh C uh; vh/0;� � hh�h; vhii; vh 2 Vh; (3.8b)

yh 2 Kh; �h 2Mh \MC. N�/; hh�h;  h � yhii D 0;

where hh�; �ii refers to the dual pairing between C. N�/ and M. N�/.

3.2 Discrete Active and Inactive Sets

For vh 2 Vh we denote by

Zh.vh/ WD fa 2 Nh. N�/ j vh.a/ D 0g; Ch.vh/ WD Nh. N�/ n Zh.vh/ (3.9)

the sets of zero and non-zero nodal points with respect to vh 2 Vh, and we partition
the triangulation Th.�/ into the sets of zero, non-zero, and mixed triangles with
respect to vh 2 Vh according to

Th.�/ D T z
h .vh/ [ T c

h .vh/[ T m
h .vh/; (3.10)

where

T z
h .vh/ WD fT 2 Th.�/ j Nh.T / � Zh.vh/g; (3.11a)

T c
h .vh/ WD fT 2 Th.�/ j Nh.T / � Ch.vh/g; (3.11b)

T m
h .vh/ WD Th.�/ n .T z

h .vh/[ T c
h .vh//: (3.11c)

Definition 3.2. For yh 2 Kh we denote by Ah WD Zh. h � yh/ \ Nh.�/ and
Ih WD Ch. h�yh/\Nh.�/ the sets of active and inactive nodal points. A nodal point
is said to be an isolated active (inactive) nodal point, if Nh.!a/ n fag � Ih [Nh.�/

(Nh.!a/ n fag � Ah [Nh.�/). Moreover, the sets

Ah WD
[
fT 2 T z

h . h � yh/g; (3.12a)

ı
IhWD

[
fT 2 T c

h . h � yh/g; (3.12b)

Fh.yh/ WD
[
fT 2 T m

h . h � yh/g (3.12c)
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are referred to as the discrete active set, the discrete purely inactive set, and the
discrete free boundary with respect to yh. The set

Ih WD
ı
Ih [Fh.yh/ (3.12d)

is said to be the discrete inactive set.
An edgeE 2 Eh. N�/ is called active (purely inactive), if Nh.E/ � Ah (Nh.E/ �

Ih). The sets of active and purely inactive edges will be denoted by EAh
and

ı
EIh .

We set EFh.yh/ WD Eh. N�/ n .EAh
[ ı

EIh/ and EIh WD
ı
EIh [EFh.yh/. An active edge

E 2 EAh
is called isolated, if E 2 EAh

n Eh.Ah/.

Likewise, for �h 2Mh we denote by

Zh.�h/ WD fa 2 Nh.�/ j �h.a/ D 0g; Ch.�h/ WD Nh.�/ nZh.�h/ (3.13)

the sets of zero and non-zero nodal points with respect to �h and we partition Th.�/
as follows

Th.�/ D T z
h .�h/ [ T c

h .�/[ T m
h .�h/; (3.14)

where

T z
h .�h/ WD fT 2 Th.�/ jNh.T / � Zh.�h/[Nh.�/g; (3.15a)

T c
h .�h/ WD fT 2 Th.�/ j T \ � D ; and Nh.T / � Ch.�h/g [ (3.15b)

fT 2 Th.�/ j T \ � 6D ; ^Nh.T / \Nh.�/ � Ch.�h/ ^ T � Ahg;
T m
h .�h/ WD Th.�/ n .T z

h .�h/ [ T c
h .�h//: (3.15c)

Definition 3.3. For �h 2 Mh \MC. N�/ the sets Zh WD Zh.�h/ and Ch WD Ch.�h/
are said to be the sets of zero and strongly active nodal points. Isolated zero (strongly
active) nodal points are defined analogously to Definition 3.2.

An edge E 2 Eh. N�/ is said to be strongly active (purely zero), if Nh.E/ � Ch
(Nh.E/ � Zh). The sets of strongly active and purely zero edges are denoted by

ECh and
ı
EZh

. We set EFh.�h/ WD Eh. N�/ n .ECh[
ı
EZh

/ and EZh
WD ı

EZh
[EFh.�h/.

Moreover, the sets

ı
ZhWD

[
fT 2 T z

h .�h/g; (3.16a)

Ch WD
[
fT 2 T c

h .�h/g; (3.16b)

Fh.�h/ WD
[
fT 2 T m

h .�h/g (3.16c)
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are referred to as the discrete purely zero set, the discrete strongly active set, and the
discrete free boundary with respect to �h. The set

Zh WD
ı

Zh [Fh.�h/ (3.16d)

is said to be the discrete zero set and the set

Bh WD cl.Ah n Ch/ (3.16e)

is called the discrete biactive set. If Bh D ;, we say that discrete strict complemen-
tarity holds true. Otherwise, there is a lack of discrete strict complementarity.

Zero (strongly active) edges and isolated zero (isolated strongly active) edges are
defined similarly to Definition 3.2.

3.3 Discrete Stationarity Concepts

The discrete (strongly) active sets Ah; Ch, the discrete biactive set Bh and the discrete
inactive set Ih will be used to classify stationary points in the discrete regime.

Definition 3.4. For .yh; �h; uh/ 2 Vh�Mh�S.1/h assume that there exist .ph; �h/ 2
Vh �Mh such that it holds

a.yh; vh/ D .f C uh; vh/0;� � hh�h; vhii; vh 2 Vh; (3.17a)

 h � yh � 0; �h 2Mh \MC. N�/; hh�h;  h � yhii D 0; (3.17b)

a.ph; vh/ D .yd � yh; vh/0;� � hh�h; vhii; vh 2 Vh; (3.17c)

ph D ˛ .uh � udh /; (3.17d)

ph.a/ D 0; a 2 Ch; (3.17e)

�h.a/ D 0; a 2 Ih: (3.17f)

The triple .yh; �h; uh/ 2 Vh �Mh � S.1/h is called

(i) a discrete C-stationary point of (3.6), if the pair .ph; �h/ 2 Vh �Mh satisfies

�h.a/ ph.a/ � 0; a 2 Bh; (3.17g)

(ii) a discrete S-stationary point of (3.6), if the pair .ph; �h/ 2 Vh �Mh fulfills

�h.a/ � 0; ph.a/ � 0; a 2 Bh; (3.17h)
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(iii) a discrete stationary point of (3.6), if Bh D ;, i.e.,

Ch D Ah: (3.17i)

Remark 3.5. In view of (3.17e) and (3.17f), condition (3.17g) implies

hh�h; phii � 0: (3.18)

However, the reverse does not hold true. If hh�h; phii DP
a2Nh.Bh/ �h.a/ph.a/ �

0, this does not imply that every summand is nonnegative. In other words,
condition (3.18) is weaker than (3.17g).

3.4 Extensions of the Discrete Lagrange Multipliers

In this subsection, we will first derive an explicit representation of the operation of
the discrete Lagrange multipliers �h and �h on functions vh 2 Vh and then provide
two extensions O�h; O�h and Q�h; Q�h to functionals on V . The extensions O�h; O�h will
be used in the convergence analysis of the finite element approximations in Sect. 4,
whereas the extensions Q�h; Q�h will play an essential role in the a posteriori error
analysis in Sect. 5.

For notational convenience, we introduce the operator IDh W Vh ! Vh;Dh �
Nh.�/; defined by means of

IDh.vh/.a/ WD
�

vh.a/ ; a 2 Dh

0 ; a 2 Nh.�/ nDh

; vh 2 Vh: (3.19)

It follows that ICh is the identity on Ch, vanishes on
ı

Zh, whereas for D D T 2
Th.Fh.�h// and D D E 2 EFh.�h/:

ICh.vh/jD D
X

a2Nh.D/\Ch

vh.a/ '
.a/

h :

Likewise, IAh is the identity on Ah, vanishes on
ı
Ih, whereas for D D T 2

Th.Fh.yh// andD D E 2 EFh.yh/:

IAh
.vh/jD D

X
a2Nh.D/\Ah

vh.a/ '
.a/

h :
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Proposition 3.6. Let �h; �h be the discrete Lagrange multipliers from Defini-
tion 3.4, let Fh.yh/;Fh.�h/ be the discrete free boundaries with respect to yh and �h
according to (3.12d) and (3.16c), and let IDh be given by (3.19). Then, for vh 2 Vh
it holds

hh�h; vhii D
X

T2Th.Ch[Fh.�h//

�
.f C uh; ICh.vh//0;T � .ryh;rICh.vh//0;T

	
D

(3.20a)
X

T2Th.Ch[Fh.�h//

.f C uh; ICh.vh//0;T �
X

E2ECh[EFh.�h/

.�E � Œryh�E; ICh.vh//0;E ;

hh�h; vhii D
X

T2Th.Ah[Fh.yh//

�
.yd � yh; IAh.vh//0;T � .rph;rIAh.vh//0;T

	
D

(3.20b)
X

T2Th.Ah[Fh.yh//

.yd � yh; IAh.vh//0;T �
X

E2EAh
[EFh.yh/

.�E � Œrph�E; IAh.vh//0;E:

Proof. In view of (3.17a) and (3.17c) we have

hh�h; '.a/h ii D .f C uh; '
.a/

h /0;!a � .ryh;r'.a/h /0;!a ; a 2 Ch;

hh�h; '.a/h ii D .yd � yh; '.a/h /0;!a � .rph;r'.a/h /0;!a ; a 2 Ah:

Due to (3.16d) and (3.17f) �h.a/ D 0; a 2 Zh; and �h.a/ D 0; a 2 Ih; whence

�h.a/ D
8<
:

P
T2Th.!a/

�
.f C uh; '

.a/

h /0;T � .ryh;r'.a/h /0;T

	
; a 2 Ch

0 ; a 2 Zh

; (3.21)

and

�h.a/ D
8
<
:

P
T2Th.!a/

�
.yd � yh; '.a/h /0;T � .rph;r'.a/h /0;T

	
; a 2 Ah

0 ; a 2 Ih
: (3.22)

Applying Green’s formula elementwise to the second terms on the right-hand side
in (3.21) and (3.22) yields

�h.a/ D
8
<
:

P
T2Th.!a/

.f C uh; '
.a/

h /0;T � P
E2Eah

.�E � Œryh�E; '.a/h /0;E ; a 2 Ch

0 ; a 2 Zh

;

(3.23)
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and

�h.a/ D
8
<
:

P
T2Th.!a/

.yd � yh; '.a/h /0;T � P
E2Eah

.�E � Œrph�E; '.a/h /0;E ; a 2 Ah

0 ; a 2 Ih
:

(3.24)

Taking hh�h; vhii DP
a2Nh.Ch/ �h.a/vh.a/ into account, from (3.21) and (3.23) we

deduce

hh�h; vhii D
X

a2Nh.Ch/

� X
T2Th.!a/

�
.f C uh; vh.a/ '

.a/

h /0;T � .ryh; vh.a/r'.a/h /0;T

		

and

hh�h; vhii D
X

a2Nh.Ch/

� X
T2Th.!a/

.f C uh; vh.a/'
.a/

h /0;T �
X

E2Eh.Eah /
.�E � Œryh�E; vh.a/'.a/h /0;E

	
:

Regrouping the summands in the above expressions gives (3.20a). The representa-
tion (3.20b) follows similarly. ut

The first extensions O�h; O�h 2 V � of the discrete multipliers are defined in a
similar way to the finite element analysis of variational inequalities of obstacle type
(cf., e.g., [6]), whereas the second extensions Q�h; Q�h 2 V � are defined in view of
Proposition 3.6.

Definition 3.7. Let .yh; �h; uh; ph; �h/ 2 Vh�Mh�S.1/h �Vh�Mh satisfy (3.17a)–
(3.17f). We define functionals O�h; O�h 2 V � by means of

h O�h; vi WD .f C uh; v/0;� � a.yh; v/; v 2 V; (3.25a)

h O�h; vi WD .yd � yh; v/0;� � a.ph; v/; v 2 V; (3.25b)

and functionals Q�h; Q�h 2 V � according to

h Q�h; vi WD (3.26a)
X

T2Th.Zh/

.f C uh; v/0;T �
X
E2EZh

.�E � Œryh�E; v/0;E C F .�/

h .P SZ
h v/; v 2 V;

h Q�h; vi WD (3.26b)
X

T2Th.Ah/

.yd � yh; v/0;T �
X

E2EAh

.�E � Œrph�E; v/0;E C F .�/

h .P SZ
h v/; v 2 V;
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where P SZ
h stands for the Scott–Zhang interpolation operator (see, e.g., [9, 39]) and

F
.�/

h .vh/ WD (3.26c)
X

T2Th.Fh.�h//

.f C uh; ICh.vh//0;T �
X

E2EFh.�h/

.�E � Œryh�E; ICh.vh//0;E ; (3.26d)

F
.�/

h .vh/ WD (3.26e)
X

T2Th.Fh.yh//

.yd � yh; IAh.vh//0;T �
X

E2EFh.yh/

.�E � Œrph�E; IAh.vh//0;E : (3.26f)

Remark 3.8. For later use in Sect. 5, we recall the definition of the Scott–Zhang
interpolation operator: For each a 2 Th.�/ let T 2 !a be an arbitrarily but
fixed chosen element. Further, let fˆ.a/T j a 2 Nh.T /g be the L2.T /-dual basis

of f'.a/h j a 2 Nh.T /g. Then, P SZ
h W L2.�/! Vh is defined by means of

P SZ
h v WD

X
a2Nh.�/

.P SZ
h v/.a/'.a/h ; (3.27)

where the nodal coefficients .P SZ
h v/.a/ are given by

.P SZ
h v/.a/ WD

Z

T

ˆ
.a/
T .x/v.x/ dx: (3.28)

Proposition 3.9. The functionals O�h; O�h 2 V � and Q�h; Q�h 2 V � are extensions of
�h; �h 2 Mh, i.e., for vh 2 Vh it holds

h O�h; vhi D h Q�h; vhi D hh�h; vhii;
h O�h; vhi D h Q�h; vhi D hh�h; vhii:

Proof. The results are immediate consequences of (3.17) and Proposition 3.6. ut
Remark 3.10. Fine properties of the extensions O�h; O�h 2 V � in terms of localiza-
tions involving the discrete active/inactive sets are difficult to obtain, whereas the
extensions Q�h; Q�h 2 V � obviously satisfy

Ch � supp. Q�h/ � Ch [ Fh.�h/; (3.29a)

supp. Q�h/ � Ah [ Fh.yh/: (3.29b)

The precise structure of Q�h 2 V � depends on the definition of the Scott–Zhang
interpolation operator P SZ

h . In particular, under the condition

For all a 2 Ch there exists T .a/ � !a such that T .a/ � Ch; (3.30)
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we obtain supp. Q�h/ D Ch, if the triangles satisfying (3.30) are used in the definition
ofP SZ

h . We note that (3.30) excludes isolated strongly active nodal points and edges.
However, utilizing a Scott–Zhang interpolation operator defined by averaging over
edges instead of triangles (see [39]), allows to show supp. Q�h/ D Ch, if we only
exclude isolated strongly active nodal points. Similar remarks apply to Q�h, i.e., it is
possible to achieve supp. Q�h/ � Ah instead of (3.29b), if no isolated active nodal
points occur and the modified P SZ

h is used.

4 Convergence Analysis of the Finite Element
Approximation

In this section, we prove that for a sequence of discrete C-stationary points there
exists a subsequence converging to an almost C-stationary point. To this end, we
assume:

.A1/ f.yh; uh; �h/gH is a sequence of global minima of (3.7) or the sequences
fyhgH and fuhgH are uniformly bounded in L2.�/.

.A2/ The obstacle  satisfies � 2 L2.�/.
Remark 4.1. Under assumption .A2/ we may restrict ourselves to the case  D 0,
since otherwise we can replace f by f C� and yd by yd �  .

Theorem 4.2. Let f.yh; �h; uh/gH; .yh; �h; uh/2Vh �Mh �S.1/h ; h2H; be a
sequence of discrete C-stationary points of (3.6). Further, let f.ph; �h/gH; .ph; �h/ 2
Vh�Mh; h 2 H; be the sequence of associated discrete adjoint states and multipliers
computed with respect to a sequence fVhgH of nested finite element spaces. Finally,
let O�h 2 V � and O�h 2 V � be the extensions of the multipliers �h and �h as given
by (3.25).

If the assumptions .A1/ and .A2/ are satisfied and the sequence fVhgH is limit
dense in V , then there exist a subsequence H0 � H and an almost C-stationary
point .y�; ��; u�/ 2 V �V ��L2.�/ of (2.5) with associated adjoint state p� 2 V
and multiplier �� 2 V � such that for h 2 H0; h! 0 it holds

yh ! y� in V; (4.1a)

yh ! y� in L2.�/; (4.1b)

O�h ! �� in V �; (4.1c)

uh ! u� in L2.�/; (4.1d)

ph * p� in V; (4.1e)

ph ! p� in L2.�/; (4.1f)

O�h *� �� in V �: (4.1g)
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Moreover, if fS.1/h gH is limit dense in H1.�/, we have

h��; y�vi D 0 for all v 2 C1. N�/: (4.1h)

Proof. Assume that f.yh; �h; uh/gH is a sequence of global minima. The triple
.yh; �h; uh/ D .0;�fh; 0/ is a feasible point for (3.6) and hence, Jh.yh; uh/ �
Jh.0;�fh/. By the inverse triangle inequality and Young’s inequality it follows that
the sequences fyhgH and fuhgH are bounded in L2.�/.

If f.yh; �h; uh/gH is a sequence of stationary points, the boundedness of fyhgH
and fuhgH in L2.�/ follows from assumption .A1/.

Choosing vh D yh in (3.17a) and vh D ph in (3.17c) and taking (2.4b),(3.17b),
and (3.18) into account, we obtain

� kyhk21;� � a.yh; yh/ D .f C uh; yh/0;� �
�
kf k0;� C kuhk0;�

	
kyhk1;�;

� kphk21;� � a.ph; ph/ D .yd � yh; ph/0;� � hh�h; phii
� .yd � yh; ph/0;� �

�
kydk0;� C kyhk0;�

	
kphk1;�:

In view of the boundedness of fyhgH and fuhgH in L2.�/, the preceding two
inequalities imply the boundedness of fyhgH and fphgH in V . Moreover, observ-
ing (2.4b), for v 2 V we have

jh O�h; vij � kf C uhk0;� kvk0;� C C kyhk1;� kvk1;�
� .kf C uhk0;� C C kyhk1;�/ kvk1;�;

jh O�h; vij � kyd � yhk0;� kvk0;� C C kphk1;� kvk1;�
� .kyd � yhk0;� C C kphk1;�/ kvk1;�;

whence

k O�hkV � � kf C uhk0;� C C kyhk1;�/; k O�hkV � � kyd � yhk0;� C C kyhk1;�/:

This implies boundedness of the sequences f O�hgH and f O�hgH in V �. Consequently,
there exist a subsequence H0 � H and a point .y�; ��; u�; p�; ��/ 2 V � V � �
L2.�/ � V � V � such that for h 2 H0; h! 0 it holds

yh * y� in V; ph * p� in V; (4.2a)

uh * u� in L2.�/; (4.2b)

O�h *� �� in V �; O�h *� �� in V �: (4.2c)
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Due to the Rellich–Kondrachov theorem V is compactly embedded in L2.�/ and
hence, (4.2a) implies (4.1b),(4.1f).

For another subsequence, still denoted by H0, we further deduce that for h 2
H0; h ! 0 we have yh ! y� and ph ! p� pointwise almost everywhere. Hence,
yh � 0; h 2 H0; implies y� � 0 almost everywhere (a.e.) in �.

Next, we show that the point .y�; ��; u�; p�; ��/ satisfies the state equa-
tion (2.13a), the adjoint state equation (2.13c), and (2.13d). Since fVhgH is limit
dense in V , for any v 2 V we find a sequence fvhgH; vh 2 Vh; h 2 H; such that
vh ! v for h! 0. Observing (4.2), for h 2 H0; h! 0; we deduce

a.yh; vh/! a.y�; v/; a.ph; vh/! a.p�; v/;

.f C uh; vh/0;� ! .f C u�; v/0;�; .yd � yh; vh/0;� ! .yd � y�; v/0;�;

hh�h; vhii D hh O�h; vhii ! h��; vi; hh�h; vhii D hh O�h; vhii ! h��; vi:
Hence, passing to the limit in (3.17a) and (3.17c), we find that .y�; ��; u�; p�; ��/
satisfies (2.13a) and (2.13c).

The limit density of fVhgH in V further implies udh ! ud ; h ! 0. Conse-
quently, (3.17d) and (4.2) imply that (4.1d) holds true and that the pair .p�; u�/
fulfills (2.13d).

Next, we verify �� 2 V �C . Since f.Vh/CgH is limit dense in VC, for any v 2 VC
there exists a sequence fvhgH; vh 2 .Vh/C; h 2 H; such that vh ! v as h ! 0.
Observing �h 2MC. N�/ and (4.2c), we find

0 � hh�h; vhii D h O�h; vhi ! h��; vi;
whence h��; vi for any v 2 VC.

In order to establish strong convergence of the states in V , due to (3.6b) we have

a.yh; yh/ � a.yh; vh/C .f C uh; yh � vh/0;�; vh 2 Vh \ V�: (4.3)

Since the sequence fVh \ V�gH is limit dense in V�, there exists a sequence
fvhgH; vh 2 Vh \ V�; h 2 H; such that vh ! y� 2 V� as h ! 0. Taking (2.4b)
and (4.3) into account, it holds

� kyh � y�k21;� � a.yh � y�; yh � y�/ D a.yh; yh/� a.yh; y�/ � a.y�; yh � y�/

� a.yh; vh/C .f C uh; vh/0;� � a.yh; y�/� a.y�; yh � y�/:

Due to the already proven assertions (4.1b),(4.1d) and in view of (4.2a) the right-
hand side in the preceding inequality converges to zero which implies (4.1a).
Moreover, observing (3.17b),(3.17f), and (4.1a), it follows that

0 D hO�h; yhi ! h��; y�i; 0 D h O�h; yhi ! h��; y�i;
whence h��; y�i D h��; y�i D 0.
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For the proof of (4.1c), we note that the compact embedding of L2.�/ in V �
implies uh ! u� in V � as H0 3 h! 0. Since A 2 L.V; V �/ is bounded, we obtain

k O�h � ��kV � � kAyh �Ay�kV � C kuh � u�kV �

� kAkL.V;V �/ kyh � y�kV C kuh � u�kV � ! 0 .h! 0/;

which implies (4.1c). Moreover, due to (3.17e),(4.1c), and (4.1e) we have

0 D hO�h; phi ! h��; p�i .H0 3 h! 0/;

whence h��; p�i D 0.
Next, we show h��; p�i � 0. To this end, setting vh D ph in (3.17c) and

observing hh�h; phii � 0, we find

0 � a.ph; ph/� .yd � yh; ph/0;�: (4.4)

Since the functional v 2 V 7! a.v; v/ is lower semicontinuous and convex, it is
weakly lower semicontinuous whence due to (4.2a)

a.p�; p�/ � lim inf a.ph; ph/:

On the other hand, the already proven assertions (4.1b),(4.1f) imply

.yd � yh; ph/0;� ! .yd � y�; p�/0;� .H0 3 h! 0/:

Consequently, passing to the limit in (4.4) and taking into account that the triple
.y�; ��; u�/ satisfies (2.13c), we obtain

0 � a.p�; p�/ � .yd � y�; p�/0;� D �h��; p�i;

which proves h��; p�i � 0.
In order to verify that p� satisfies (2.13e), we show

h��; .p�/Ci D h��; .p�/�i D 0; (4.5)

which implies p� D 0 in C� D int.supp.��// by Corollary 2.9. We note that (4.2a)
gives rise to

.ph/
C * .p�/C; .ph/

� * .p�/� in V as H0 3 h! 0

(cf., e.g., [27]). Together with (3.17e), this leads to

0Dhh�h; .ph/Cii ! h��; .p�/Ci; 0Dhh�h; .ph/�ii ! h��; .p�/�i .H0 3 h! 0/;

which proves (4.5).
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It remains to show that .y�; ��; u�/ is an almost C-stationary point and to
prove (4.1h). In order to verify (4.1h), let v 2 C1. N�/. We have y�v 2 V (cf.,
e.g., [13]). Since the sequence fS.1/h gH is limit dense in H1.�/, there exists a

sequence fvhgH; vh 2 S.1/h ; h 2 H; such that vh ! v .H 3 h ! 0/. Observing
vh 2 C. N�/; yh 2 C0.�/, we have vhyh 2 C0.�/; h 2 H; which together with
.vhyh/jT 2 H1.T /; T 2 Th.�/; implies vhyh 2 V; h 2 H. Taking (4.1a) into
account, we deduce yhvh ! y�v in V as H0 3 h ! 0. Since .yhvh/.a/ D 0; a 2
Ah; it follows that

0 D h O�h; yhvhi ! h��; y�vi .H0 3 h! 0/:

Hence, h��; y�vi D 0which proves (4.1h), since v 2 C1. N�/ was chosen arbitrarily.
In order to prove (2.13i), we note that (3.17f) yields

h O�h; vhi D 0; vh 2 Vh \ VIh[Fh.yh/ : (4.6)

On the other hand, due to the pointwise a.e. convergence of fyhgH0 to y�, for
sufficiently small h1 2 H0 we have

yh < 0 a.e. in I�; H0 3 h � h1; (4.7)

which shows I� � Ih for h � h1. For h � h1 we define

QIh WD
[
fT 2 Th.�/ j int.T / � I�g;

such that QIh � I� � Ih;H0 3 h � h1. Since QIh may be empty, we choose h2 2 H0
sufficiently small so that QIh 6D ; for H0 3 h � h2. Setting h3 WD min.h1; h2/, we
thus have

; 6D QIh � I� � Ih; H0 3 h � h3: (4.8)

Now, let v 2 CI�;0 WD fv 2 C0.�/ j vjI� 2 C1
0 .I�/; vj�nI� D 0g be chosen

arbitrarily, but fixed. Since supp.v/ � I�, there exists h.v/ 2 H0; h.v/ � h3; such
that

supp.v/ � QIh � I� � Ih; H0 3 h � h.v/:

Obviously, we have v 2 V
QIh.v/
� VI� ;0

and QIh.v/ � Ih; h � h.v/, whence

Vh \ V QIh.v/ � Vh \ VIh[Fh.yh/ ; h � h.v/:
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Observing (4.6), it follows that

h O�h; vhi D 0; vh 2 Vh \ V QIh.v/ ; h � h.v/: (4.9)

Since the sequence fVh \ V
QIh.v/
gh	h.v/ � V

QIh.v/
is limit dense in V

QIh.v/
, there exists a

sequence fvhgh	h.v/; vh 2 Vh \ V
QIh.v/
; h � h.v/; such that vh ! v as h.v/ � h! 0.

In view of (4.2c) and (4.9), it follows that

0 D h O�h; vhi ! h��; vi .h.v/ � h! 0/;

which gives h��; vi D 0; v 2 CI�;0. The density of CI�;0 in VI�;0 implies (2.13i).
ut

5 A Posteriori Error Control

In this section, we want to derive a residual-type a posteriori error estimator for the
discretization errors in the state, the adjoint state, and the control

eh;y WD y � yh; eh;p WD p � ph; eh;u WD u � uh (5.1)

that provides both an upper bound (reliability) and a lower bound (efficiency) up
to consistency errors and data oscillations. The total discretization error eh WD
.eh;y; eh;p; eh;u/ will be measured in the norm

jkehkj WD
�
keh;yk21;� C keh;pk21;� C keh;uk20;�

	1=2
; (5.2)

and we will show

	2h � ech;eff � osc2h;eff . jkehkj2 . 	2h C ech;rel C osc2h;rel:

Here, 	h is the residual a posteriori error estimator, whereas ech;rel; e
c
h;eff and

osch;rel; osch;eff stand for the consistency errors and data oscillations associated with
the reliability and efficiency estimates.

5.1 Components of the Reliability and Efficiency Estimates

In this subsection, we introduce the residual-type a posteriori error estimator
consisting of element and edge residuals, discuss the consistency errors due to a
mismatch in complementarity between the continuous and the discrete regime, and
present the data oscillations.
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5.1.1 Residual-Type a Posteriori Error Estimator

The residual-type a posteriori error estimator 	h is given by

	h WD
�
.	
.1/

h /
2 C .	.2/h /2

	1=2
; (5.3)

where 	.1/h and 	.2/h consist of element residuals and edge residuals associated with
the state equation (2.13a) and the adjoint state equation (2.13c)

	
.1/

h WD
� X
T2Th.Zh/

.	
.1/
T /

2 C
X
E2EZh

.	
.1/
E /

2
	1=2

; (5.4a)

	
.2/

h WD
� X
T2Th.Ih/

.	
.2/
T /

2 C
X
E2EIh

.	
.2/
E /

2
	1=2

: (5.4b)

In particular, the element residuals 	.�/T and the edge residuals 	.�/E ; 1 � � � 2; are
given by

	
.1/
T WD hT kf C uhk0;T ; ; 	

.2/
T WD hT kyd � yhk0;T ; (5.5a)

	
.1/
E WD h1=2E k�E � Œryh�Ek0;E ; ; 	

.2/
E WD h1=2E k�E � Œrph�Ek0;E : (5.5b)

5.1.2 Consistency Error (Mismatch in Complementarity)

We distinguish between reliability and efficiency related consistency errors.
Consistency Error for the Reliability Estimate.

ech;rel WD e.1/h;� C e.2/h;� C e.1/h;� C e.2/h;�; (5.6)

where e.�/h;� ; e
.�/

h;�; 1 � � � 2; are given by

e
.1/

h;� WD h Q�h � �; y � yhi; e
.2/

h;� WD �h Q�h � �; p � phi; (5.7a)

e
.1/

h;� WD h Q�h � �; y � yhi; e
.2/

h;� WD h Q�h � �;p � phi: (5.7b)

Consistency Error for the Efficiency Estimate.

ech;eff WD
� X
T2Th.Zh/

e
.�/
T C

X
T2Th.Ih/

e
.�/
T C

X
E2EZh

e.�/!E
C

X
E2EIh

e.�/!E

	
; (5.8)
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where e.�/T ; e
.�/
T ; and e.�/!E ; e

.�/
!E are given by

e
.�/
T WD j.fh C uh/ bT j�11;T h�; .fh C uh/ bT i; (5.9a)

e
.�/
T WD j.ydh � yh/ bT j�11;T h�; .ydh � yh/ bT i; (5.9b)

e.�/!E
WD j�E � Œryh�E bE j�11;!E h�; �E � Œryh�E bEi; (5.9c)

e.�/!E
WD � j�E � Œrph�E bE j�11;T h�; �E � Œrph�E bEi; (5.9d)

and bT ; bE stand for the element and edge bubble functions.

5.1.3 Data Oscillations

As in case of the consistency errors, we distinguish between reliability and
efficiency related data oscillations.

Data Oscillations for the Reliability Estimate.

osch;rel WD
� X
T2Th.�/

osc2T .u
d /
	1=2

; (5.10)

where oscT .ud / is given by

oscT .ud / WD kud � udhk0;T : (5.11)

Data Oscillations for the Efficiency Estimate.

osch;eff WD
� X
T2Th.Zh/

osc2T .f /C
X

T2Th.Ih/
osc2T .y

d /
	1=2

; (5.12)

where oscT .f / and oscT .yd / are given by

oscT .f / WD hT kf � fhk0;T ; oscT .yd / WD hT kyd � ydh k0;T : (5.13)

5.2 Reliability of the Error Estimator

Theorem 5.1. Let .y; �; u; p; �/ and .yh; �h; uh; ph; �h/ be solutions of (2.13a)–
(2.13g) and (3.17a)–(3.17f) and let 	h; ech;rel; osch;rel be the residual-type error
estimator, the consistency error, and the data oscillations as given by (5.3),(5.6),
and (5.10). Then, it holds
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jkehkj2 . 	2h C ech;rel C osc2h;rel: (5.14)

The proof of Theorem 5.1 will be given by a series of lemmas.
We note that neither eh;y nor eh;p satisfy Galerkin orthogonality due to the

presence of u; uh in the right-hand sides of the continuous and discrete state
equations (2.13a),(3.17a) and of y; yh in the right-hand sides of the continuous and
discrete adjoint state equations (2.13c),(3.17c). As in the case of the a posteriori
error analysis of finite element approximations of control and/or state constrained
distributed optimal control problems for second order elliptic PDEs, Galerkin
orthogonality can be achieved with respect to an auxiliary state y.uh/ 2 V and
an auxiliary adjoint state p.yh/ 2 V which are defined as the unique solutions of
the variational equations

a.y.uh/; v/ D .f C uh; v/0;� � h Q�h; vi; v 2 V; (5.15a)

a.p.yh/; v/ D .yd � yh; v/0;� � h Q�h; vi; v 2 V: (5.15b)

In fact, it follows easily from (5.15a),(3.17a) and (5.15b),(3.17c) that

a.y.uh/� yh; vh/ D 0; vh 2 Vh; (5.16a)

a.p.yh/ � ph; vh/ D 0; vh 2 Vh: (5.16b)

Lemma 5.2. Under the assumptions of Theorem 5.1 let y.uh/; p.yh/ be the
auxiliary state and the auxiliary adjoint state as given by (5.15a) and (5.15b) and
let 	.1/h and 	.2/h be the components of the residual a posteriori error estimator
according to (5.4a) and (5.4b). Then, it holds

ky.uh/ � yhk1;� . 	
.1/

h ; (5.17a)

kp.yh/� phk1;� . 	
.2/

h : (5.17b)

Proof. Denoting by PC
h Clément’s quasi-interpolation operator (cf., e.g., [44]), due

to Proposition 3.9 and (5.16a) for e WD y.uh/� yh it holds

kek21;� . a.e; e/ D r.e � PC
h e/; (5.18)

where the residual r.�/ is given by

r.v/ WD .f C uh; v/0;� � h Q�h; vi � a.yh; v/; v 2 V:

In view of the representation (3.26a) of the extension Q�h of the discrete multiplier
�h, by straightforward estimation we obtain
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r.e � PC
h e/ � j

X
T2Th.Zh/

.f C uh; e � PC
h e/0;T j (5.19)

C j
X
E2EZh

.�E � Œryh�E; e � PC
h e/0;E j C jF .�/

h .P SZ
h .e � PC

h e//j:

Taking advantage of the properties

ke � PC
h ek0;T . hT jej1;!Th ; ke � P

C
h ek0;E . h

1=2
T jej1;!Eh

of Clément’s quasi-interpolation operator, for the first two terms on the right-hand
side of (5.19) it follows that

j
X

T2Th.Zh/

.f C uh; e � PC
h e/0;T j � (5.20a)

X
T2Th.Zh/

kf C uhk0;T ke � PC
H ek0;T .

X
T2Th.Zh/

	
.1/
T jej1;!Th ;

j
X
E2EZh

.�E � Œryh�E; e � PC
h e/0;E j � (5.20b)

X
E2EZh

k�E � Œryh�Ek0;E ke � PC
h ek0;E .

X
E2EZh

	
.1/
E jej1;!Eh :

For the third term on the right-hand side in (5.19), in view of (3.26c) and the
definition of the Scott–Zhang interpolation operator P SZ

h we obtain

jF .�/

h .P SZ
h .e � PC

h e//j � (5.21)
X

T2Th.Fh.�h//

�
kf C uhk0;T

X
a2Nh.T /\Ch

k.P SZ
h .e � PC

h e//.a/'
.a/

h k0;T
	

C
X

E2EFh.�h/

k�E � Œryh�Ek0;E k.P SZ
h .e � PC

h e//.a
0
E/'

.a0

E/

h k0;E ;

where a0
E stands for the single nodal point in Nh.E/\ Ch;E 2 Eh.Fh.�h//. Using

elementary properties of nodal basis functions

k'.a/h k0;T . hT ; a 2 Nh.T /; k'.a/h k0;E . h
1=2
E ; a 2 Nh.E/; (5.22)

as well as the following property of P SZ
h (see, e.g., [39])

j.P SZ
h v/.a/j . h�1

T kvk0;T ; a 2 Nh.T /; v 2 L2.�/; (5.23)
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it follows that

X
a2Nh.T /\Ch

j.P SZ
h .e � PC

h e//.a/j k'.a/h k0;T . (5.24a)

hT
X

a2Nh.T /\Ch

j.P SZ
h .e � PC

h e//.a/j .

hT
X

a2Nh.T /\Ch

h�1
T .a/
ke � PC

h ek0;Ta . hT
X

a2Nh.T /\Ch

jej
1;!T

.a/

h

;

k.P SZ
h .e � PC

h e//.a
0
E/'

.a0

E/

h k0;E D (5.24b)

j.P SZ
h .e � PC

h e//.a
0
E/j k'.a

0

E/

h k0;E .

h
1=2
E h�1

T .a
0

E /
ke � PC

h ek0;T .a0

E /
. h

1=2
E jej

1;!T
.a0

E /

h

;

where T .a/ denotes the fixed element in !ah which is used in the computation of the
nodal coefficient .P SZ

h .e � PC
h e//.a/ (cf. (3.28)). Using (5.24a),(5.24b) in (5.21)

yields

jF .�/

h .P SZ
h .e � PC

h e//j . (5.25)
X

T2Th.Fh.�h//

	
.1/
T jej1; Q!T C

X
E2EFh.�h/

	
.1/
E jej

1;!T
.a0

E /

h

;

where

Q!T WD
[

a2Nh.T /\Ch

!T
.a/

h :

Combining (5.20a),(5.20b), and (5.25), from (5.19) we deduce

jr.e � PC
h e/j .

X
T2Th.Zh/

	
.1/
T jej1; O!T C

X
E2EZh

	
.1/
E jej1; O!E ; (5.26)

where

O!T WD
� Q!T [ !Th ; T 2 Th.Fh.�h//

!Th ; otherwise
; O!E WD

(
!T

.a0

E /

h [ !Eh ; E 2 EFh.�h/

!Eh ; otherwise
:

Applying the Cauchy–Schwarz inequality in (5.26) and taking into account that !Th
and !Eh have a finite overlap, it follows that
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jr.e � PC
h e/j .

� X
T2Th.Zh/

.	
.1/
T /

2
	1=2� X

T2Th.Zh/

jej2
1; O!T

	1=2

C
� X
E2EZh

.	
.1/
E /

2
	1=2� X

E2EZh

jej2
1; O!E

	1=2
.

� X
T2Th.Zh/

.	
.1/
T /

2 C
X

E2EZh[EFh.�h/

.	
.1/
E /

2
	1=2�

� X
T2Th.Zh/

jej2
1; O!T C

X
E2EZh

jej2
1; O!E

	1=2
. 	

.1/

h jej1;�:

Using the preceding inequality in (5.18) gives (5.17a).
For the proof of (5.17b) we set e WD p.yh/ � ph and obtain

kek21;� . a.e; e/ D r.e � PC
h e/; (5.27)

where the residual r.�/ is given by

r.v/ WD .yd � yh; v/0;� � h Q�h; vi � a.ph; v/; v 2 V:

The representation (3.26b) of the extension Q�h yields

r.e � PC
h e/ D

X
T2Th.�/

.yd � yh; e � PC
h e/0;T �

X
E2Eh.�/

.�E � Œrph�E; e � PC
h e/0;E

� h Q�h; e � PC
h ei D

X
T2Th.Ih/

.yd � yh; e � PC
h e/0;T

�
X
E2EIh

.�E � Œrph�E; e � PC
h e/0;E � F .�/

h .P SZ
h .e � PC

h e//:

The terms on the right-hand side can be estimated from above in much the same
way as before resulting in

jr.e � PC
h e/j . 	

.2/

h jej1;�; (5.28)

which together with (5.27) allows to conclude. ut
Lemma 5.3. Under the assumptions of Theorem 5.1 let y; y.uh/ be the state and
the auxiliary state and let p; p.yh/ be the adjoint state and the auxiliary adjoint
state. Further, let 	.1/h and 	.2/h be the components of the residual a posteriori error

estimator according to (5.4a) and (5.4b) and let e.1/h;� ; e
.2/

h;� be the consistency error
terms given by (5.7a),(5.7b). Then, it holds
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ky � y.uh/k21;� . keh;uk20;� C .	.1/h /2 C e.1/h;� ; (5.29a)

kp � p.yh/k21;� . keh;yk20;� C .	.2/h /2 C e.2/h;�: (5.29b)

Proof. Subtracting (5.15a) from (2.13a) yields

a.y � y.uh/; v/ D .eh;u; v/0;� C hQ�h � �; vi; v 2 V: (5.30)

Choosing v D y � y.uh/ and observing (2.4b), we get

� ky � y.uh/k21;� � a.y � y.uh/; y � y.uh// D (5.31)

.eh;u; y � y.uh//0;� C hQ�h � �; yh � y.uh/i C e.1/h;� :

The Cauchy–Schwarz inequality and Young’s inequality give

j.eh;u; y � y.uh//0;�j � �

4
ky � y.uh/k20;� C

1

�
keh;uk20;�: (5.32)

Moreover, if we choose v D yh � y.uh/ in (5.30), we obtain

h Q�h � �; yh � y.uh/i D .eh;u; y.uh/� yh/0;� C a.y � y.uh/; yh � y.uh//:

Another application of the Cauchy–Schwarz inequality and Young’s inequality yield

jh Q�h � �; yh � y.uh/ij � (5.33)

�

4
ky � y.uh/k21;� C

2

�
kyh � y.uh/k21;� C

�

4
keh;uk20;�:

Using (5.32),(5.33) in (5.31) and setting

C1 WD �2 C 4
2�2

; C2 WD 4

�2
; C3 WD 2

�
; (5.34)

it follows that

ky � y.uh/k21;� � C1 keh;uk20;� C C2 kyh � y.uh/k21;� C C3 e.1/h;� : (5.35)

The second term on the right-hand side in (5.35) can be estimated from above
by (5.17a) which results in (5.29a).

The estimate (5.29b) can be established by using similar arguments. In fact,
subtracting (5.15b) from (2.13c) yields

a.p � p.yh/; v/ D �.eh;y; v/0;� C h Q�h � �; vi; v 2 V: (5.36)
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Choosing v D p � p.yh/ and v D ph � p.yh/, we obtain

� kp � p.yh/k21;� � a.p � p.yh/; p � p.yh//
D .eh;y; p.yh/ � p/0;� C h Q�h � �;ph � p.yh/i C e.2/h;�;

h Q�h � �;ph � p.yh/i D .eh;y; ph � p.yh//0;� C a.p � p.yh/; ph � p.yh//:

An application of the Cauchy–Schwarz inequality and Young’s inequality gives

kp � p.yh/k21;� � C1 keh;yk20;� C C2 kph � p.yh/k21;� C C3 e.2/h;�; (5.37)

from which (5.29b) can be deduced in view of (5.17b). ut
Lemma 5.4. Under the assumptions of Theorem 5.1 let 	h; ech;rel; and osch;rel be
the residual-type error estimator (5.3), the consistency error term (5.6), and the
data oscillation (5.10). Then, it holds

keh;uk20;� . 	2h C ech;rel C osc2h;rel: (5.38)

Proof. Combining (2.13d) and (3.17d) we obtain

keh;uk20;� D .eh;u; u � uh/0;� (5.39)

D .eh;u; ud � udh /0;� C .eh;u; .u � ud /� .uh � udh //0;�

D .eh;u; ud � udh /0;� C ˛�1 .eh;u; p � ph/0;�:

The first term on the right-hand side in (5.39) can be estimated from above by

j.eh;u; ud � udh /0;�j �
1

4
keh;uk20;� C osc2h.u

d /: (5.40)

The second term can be split according to

.eh;u; p � ph/0;� D .eh;u; p � p.yh//0;� C .eh;u; p.yh/ � ph/0;�: (5.41)

For the estimation of the first term on the right-hand side in (5.41) we choose v D
p � p.yh/ in (5.30) which gives

a.y � y.uh/; p � p.yh// D .eh;u; p � p.yh//0;� C hQ�h � �; p � p.yh/i:
(5.42)

On the other hand, choosing v D y � y.uh/ in (5.36) yields

a.p � p.yh/; y � y.uh// D �.eh;y; y � y.uh//0;� C h Q�h � �; y � y.uh/i:
(5.43)
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Combining (5.42) and (5.43) and using the symmetry of .�; �/, it follows that

.eh;u; p � p.yh//0;� D �.eh;y; y � y.uh//0;� C (5.44)

h Q�h � �; p.yh/� phi C h Q�h � �; yh � y.uh/i C e.2/h;� C e.1/h;�:

Now, choosing v D p.yh/ � ph in (5.30) and v D yh � y.uh/ in (5.36), for the
second and third term on the right-hand side in (5.44) we find

h Q�h � �; p.yh/� phi D � .eh;u; p.yh/ � ph/0;� C a.y � y.uh/; p.yh/ � ph/;
h Q�h � �; yh � y.uh/i D .eh;y; yh � y.uh//0;� C a.p � p.yh/; yh � y.uh//;

and hence,

.eh;u; p � p.yh//0;� D �keh;yk20;� � .eh;u; p.yh/� ph/0;� C (5.45)

a.p � p.yh/; yh � y.uh//C a.y � y.uh/; p.yh/� ph/C e.2/h;� C e.1/h;�:

Using (5.45) in (5.41) results in

.eh;u; p � ph/0;� D a.p � p.yh/; yh � y.uh//C (5.46)

a.y � y.uh/; p.yh/ � ph/� keh;yk20;� C e.2/h;� C e.1/h;�:

For the first term on the right-hand side in (5.46), Young’s inequality gives

ja.p � p.yh/; yh � y.uh//j � "

2
kyh � y.uh/k21;� C

1

2"
kp � p.yh/k21;�:

Using (5.37) and choosing " D C1=2, we get

ja.p � p.yh/; yh � y.uh//j � (5.47)

keh;yk20;� C
C2

C1
kph � p.yh/k21;� C

C1

4
kyh � y.uh/k21;� C

C3

C1
e
.2/

h;�:

The second term on the right-hand side in (5.46) can be estimated from above
similarly:

ja.y � y.uh/; p.yh/� ph/j � "

2
kph � p.yh/k21;� C

1

2"
ky � y.uh/k21;�:
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Observing (5.35), we choose " D 2C1=˛ and obtain

ja.y � y.uh/; p.yh/� ph/j � ˛
4
keh;uk20;� C

˛C2

4C1
kyh � y.uh/k21;� (5.48)

C C1

˛
kph � p.yh/k21;� C

˛C3

4C1
e
.1/

h;� :

Using (5.40) and (5.46)–(5.48) in (5.39), it follows that

keh;uk20;� . kph � p.yh/k21;� C kyh � y.uh/k21;� C ech;rel C osc2rel: (5.49)

The assertion (5.38) follows from (5.49) by taking (5.17a),(5.17b) from Lemma 5.2
into account. ut
Proof of Theorem 5.1. In view of

eh;y D y � y.uh/C y.uh/ � yh;
eh;p D p � p.yh/C p.yh/� ph;

the estimate (5.14) follows from the preceding Lemmas 5.2, 5.3, and 5.4. ut

5.3 Efficiency of the Error Estimator

Theorem 5.5. Let .y; �; u; p; �/ and .yh; �h; uh; ph; �h/ be solutions of (2.13a)–
(2.13g) and (3.17a)–(3.17f) and let 	h; ech;eff ; osch;eff be the residual-type error
estimator, the consistency error, and the data oscillations as given by (5.3),(5.8),
and (5.12). Then, it holds

	2h � ech;eff � osc2h;eff . jkehkj2: (5.50)

The proof of Theorem 5.5 will be provided by the subsequent two lemmas taking
into account the following well-known properties (cf., e.g., [44]) of the element
bubble functions

kqhk20;T . .qh; qh bT /0;T ; qh 2 P1.T /; (5.51a)

kqh bT k0;T . kqhk0;T ; qh 2 P1.T /; (5.51b)

h�1
T kqhk0;T . jqh bT j1;T . h�1

T kqhk0;T ; qh 2 P1.T /; (5.51c)

and of the edge bubble functions
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kqhk20;E . .qh; qh bE/0;E; qh 2 P1.E/; (5.52a)

kqh bEk0;E . h
1=2
E kqhk0;E ; qh 2 P1.E/; (5.52b)

h
�1=2
E kqhk0;E . jqh bE j1;!E . h

�1=2
E kqhk0;E ; qh 2 P1.E/: (5.52c)

Lemma 5.6. Under the assumptions of Theorem 5.5 let 	.�/T ; 1 � � � 2; e�T ; e
�
T ,

and oscT .f /; oscT .yd / be the element residuals (5.5a), the consistency error
terms (5.9a),(5.9b), and the data oscillations (5.13). Then, for all T 2 Th.Zh/ it
holds

	
.1/
T . keh;yk1;T C hT keh;uk0;T C e�T C oscT .f /; (5.53)

whereas for all T 2 Th.Ih/ we have

	
.2/
T . keh;pk1;T C hT keh;yk0;T C e�T C oscT .y

d /: (5.54)

Proof. Setting  �T WD .fh C uh/ bT , using (5.51a), �yhjT D 0, Green’s formula,
and  �T j@T D 0, we obtain

h2T kfh C uhk20;T . h2T .fh C uh;  
�
T /0;T D (5.55)

h2T .fh C uh C�yh; �T /0;T D h2T .fh C uh;  
�
T /0;T � h2T a.yh;  �T /:

On the other hand, since  �T is an admissible test function in (2.13a), we have

a.y;  �T / � .f C u;  �T /0;T C h�; �T i D 0: (5.56)

Using (5.56) in (5.55), it follows that

h2T kfh C uhk20;T . h2T

�
a.y;  �T /� .f C u;  �T /0;T C h�; �T i

	
� (5.57)

h2T

�
a.yh;  

�
T /� .fh C uh;  

�
T /0;T

	
D

h2T

�
a.y � yh;  �T /� .f � fh;  �T /0;T � .u � uh;  

�
T /0;T C h�; �T i

	
�

h2T

�
jeh;y j1;T j �T j1;T C keh;uk0;T k �T k0;T C e�T j �T j1;T

	
:

In view of (5.51b) and (5.51c), it holds

h�1
T kfh C uhk0;T . j �T j1;T D j.fh C uh/ bT j . h�1

T kfh C uhk0;T ; (5.58)

k �T k0;T . kfh C uhk0;T :
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Now, using (5.58) in (5.57), we get

h2T kfh C uhk20;T . hT kfh C uhk0;T
�
keh;yk1;T C hT keh;uk0;T C e�T C oscT .f /

	
:

Combining the preceding estimate with 	
.1/
T � hT kfh C uhk0;T C oscT .f /

yields (5.53). The assertion (5.54) can be shown by similar arguments. ut
Lemma 5.7. Under the assumptions of Lemma 5.6 let 	.�/E ; 1 � � � 2; and
e�!E ; e

�
!E be the edge residuals and consistency error terms as given by (5.5b)

and (5.9c),(5.9d). Further, for E D TC \ T�; T˙ 2 Th.�/ let

	.1/!E WD 	.1/TC

C 	.1/T�

; osc!E .f / WD oscTC
.f /C oscT�

.f /; (5.59a)

	.2/!E WD 	.2/TC

C 	.2/T�

; osc!E .y
d / WD oscTC

.yd /C oscT�
.yd /: (5.59b)

Then, for E 2 EZh
we have

	
.1/
E . keh;yk1;!E C hE keh;uk0;!E C 	.1/!E C e�!E C osc!E .f /; (5.60)

whereas for all E 2 EIh it holds

	
.2/
E . keh;pk1;!E C hE keh;yk0;!E C 	.2/!E C e�!E C osc!E .y

d /: (5.61)

Proof. For E 2 EZh
we set  �E WD �E � Œryh�E bE . Then, (5.52a) implies

.	
.1/
E /

2 D hE k�E � Œryh�Ek20;E . hE .�E � Œryh�E;  �E/0;E (5.62)

D hE .�@TC
� ryhj@TC

;  �E/0;@TC
C hE .�@T�

� ryhj@T�
;  �E/0;@T�

;

where we have used that  �E jE0 D 0;E 0 2 @T˙ n fEg. Further, Green’s formula and
�yhjT

˙
D 0 yield

aT
˙
.yh;  

�
E/ D .ryh;r �E/0;T˙

D .�@T
˙
� ryhjT

˙
;  �E/0;T˙

: (5.63)

Using (5.63) in (5.62) gives

.	
.1/
E /

2 . hE a!E .yh;  
�
E/: (5.64)

Taking into account that  �E is an admissible test function in (2.13a), we get

a!E .y;  
�
E/� .f C u;  �E/0;!E C h�; �Ei D 0: (5.65)
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Combining (5.64) and (5.65), we obtain

.	
.1/
E /

2 . hE a.yh � y; �E/C hE .fh C uh;  
�
E/0;�E C (5.66)

hE .f � fh;  �E/0;!E C hE .u � uh;  
�
E/0;!E � hE h�; �Ei

� hE jy � yhj1;!E j �E j1;!E C hE k �Ek0;!E
�
kfh C uhk0;!E C

ku � uhk0;!E C kf � fhk0;!E
	
C hE e�!E j �E j1;!E :

Moreover, (5.52b) and (5.52c) imply

h
�1=2
E k�E � Œryh�Ek0;E . j �E j1;!E D j�E � Œryh�E bE j1;!E (5.67)

. h
�1=2
E k�E � Œryh�Ek0;E ;

k �Ek0;!E . h
1=2
E k�E � Œryh�Ek0;E :

Using (5.67) in (5.66) yields

	
.1/
E . keh;yk1;!E C hE keh;uk0;!E C hE kfh C uhk0;!E C e�!E C osc!E .f /:

Due to the shape regularity of the triangulation, forE 2 Eh.T / we have hE . hT .
hE and hence,

hE kfh C uhk0;!E � hE kfh C uhk0;TC
C hE kfh C uhk0;T�

.

hTC
kfh C uhk0;TC

C hT�
kfh C uhk0;T�

. 	.1/!E :

The preceding two estimates result in (5.60). The assertion (5.61) can be verified by
similar arguments. ut

5.4 Estimation of the Consistency Error

In this subsection, we provide fully computable quantities for the approximation of
the reliability and efficiency related consistency errors.

5.4.1 Approximation of Characteristic Functions

In this paragraph, following [15,17,28] in case of adaptive finite element approxima-
tions of control and/or state constrained optimally controlled second order elliptic
boundary value problems, we provide approximations of the characteristic functions
A and Z of the active set A and the zero set Z by means of the available finite
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element solutions. Here and in the forthcoming paragraphs we will use realizations
� 0
h; �

0
h 2 Vh of the discrete multipliers �h; �h with respect to the finite element

spaces Vh according to

.� 0
h; vh/0;� D hh�h; vhii; .�0

h; vh/0;� D hh�h; vhii; vh 2 Vh:

Moreover, we introduce a mesh function Nh 2 S.1/h whose nodal values Nh.a/ are given
by averaging over local patches:

Nh.a/ WD .card.!a//�1
X

T2Th.!a/
hT ; a 2 Nh. N�/:

The approximations of the characteristic functions are defined by means of

h;A.a/ WD 1 � . h � yh/.a/
� Nh.a/r C . h � yh/.a/

; a 2 Nh. N�/; (5.68a)

h;Z .a/ WD 1 � � 0
h.a/

� Nh.a/r C � 0
h.a/

; a 2 Nh. N�/; (5.68b)

where 0 < � � 1 and r > 0 are fixed. In case of uniform meshes with Nh 
 h D
maxT2Th. N�/ hT , the following result reflects the approximation properties of h;A
and h;Z .

Proposition 5.8. For 0 � " < 1 and �; r as in (5.68a),(5.68b) consider the partition

I \ Ih D I1 [ I2;

where the sets I�; 1 � � � 2; are given by

I1 WD fx 2 I j 0 <  h.x/�yh.x/ � �h"r g; I2 WD fx 2 I j  h.x/ � yh.x/ > �h"r g:

Then, it holds

kA � h;Ak0;!

8
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂:

D 0 ; ! � A\Ah

< min.j!j1=2; ��1h�rk h � yhk0;� ; ! � A\ Ih
D j!j1=2 ; ! � I \Ah

< j!j1=2 ; ! � I1
< j!j1=2hr.1�"/ ; ! � I2

:

Proof. Without loss of generality we may assume h � 1. For the proof we
distinguish several cases.
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Case 1 (! � A\Ah): Obviously, A j! D h;A j! D 1.
Case 2 (! � A\ Ih): We have A j! D 1 and hence,

.A � h;A/j! D
. h � yh/j!

�hr C . h � yh/j! :

Since . h � yh/j! > 0 and �hr > 0, it follows that

.A � h;A/j! < ��1h�r . h � yh/j! and .A � h;A/j! < 1;

which allows to conclude.
Case 3 (! � I \ Ah): The assertion follows readily from A j! D 0 and

h;A j! D 1.

Case 4 (! � I \ Ih): We have A j! D 0 and

.A � h;A/j! D
�hr

�hr C . h � yh/j! :

For ! � I1 this implies .A � h;A /j! < 1, and we conclude. On the other hand,
for ! � I2, taking h � 1 into account, we find

.A � h;A/j! < min.1; hr.1�"// D hr.1�"/;

which proves the assertion. ut

5.4.2 Approximation of the Continuous Active/Inactive Sets

Based on the approximations 
h;A ; h;Z of the characteristic functions of the

continuous sets A and Z , we derive approximations of the continuous (strongly)
active, biactive, inactive, and zero sets. To this end, for 0 < � � 1 and 0 < r 0 � r we
first define nodal sets NAh; NIh; NCh; NZh; and NBh as approximations of their continuous
counterparts according to

NAh WD fa 2 Nh. N�/ j h;A .a/ � 1 � � Nh.a/r
0g; NIh WD Nh. N�/ n NAh;

NCh WD
�
Nh.�/ n fa 2 Nh.�/ j h;Z .a/ � 1 � � Nh.a/r

0g
	
\ NAh;

NZh WD Nh.�/ n NCh; NBh WD NAh \ NZh:
These sets constitute a suitable basis for the specification of approximations NAh of
A, NIh of I, NCh of C, and NZh of Z by means of

NAh WD
[
fT 2 Th.�/ j T 2 NAT

h g; NAT
h WD fT 2 Th.�/ jNh.T / � NAhg;

(5.69a)



Adaptive Finite Elements for Optimally Controlled Elliptic Variational. . . 135

NIh WD
[
fT 2 Th.�/ j T 2 NITh [ NFT

yh
g; (5.69b)

NITh WD fT 2 Th.�/ j Nh.T / � NIhg; NFT
yh
WD Th.�/ n . NAT

h [ NITh /;
NCh WD

[
fT 2 Th.�/ j T 2 NCTh g; NCTh WD fT 2 Th.�/ jNh.T / � NChg [

(5.69c)

fT 2 Th.�/ j T \ � 6D ; ^Nh.T / \Nh.�/ 6D ; ^ T � NAT
h g;

NZh WD
[
fT 2 Th.�/ j T 2 NZT

h [ NFT
�h
g; (5.69d)

NZT
h WD fT 2 Th.�/ jNh.T / � NZh [Nh.�/g; NFT

�h
WD Th.�/ n . NCTh [ NZT

h /:

The biactive set B and the free boundaries F.y/ and F.�/ are approximated by

NBh WD
[
fT 2 Th.�/ j T 2 NBTh g; NBTh WD NAT

h n NCTh ; (5.69e)

NFyh WD
[
fT 2 Th.�/ j T 2 NFT

yh
g; (5.69f)

NF�h WD
[
fT 2 Th.�/ j T 2 NFT

�h
g: (5.69g)

In the documentation of the numerical results in the following Sect. 6, we will
measure the quality of the approximation of the active set A and the strongly active
set C by the a posteriori quantities

edva
`;A WD kA`

� 
NA`
kL1.�/; edva

`;C WD kC` �  NC`
kL1.�/; (5.70)

where the upper index ‘dva’ stands for ‘discrete versus approximate’, and compare
them with the quantities

eevd
`;A WD kA � A`

kL1.�/; eevd
`;C WD kC � C` kL1.�/; (5.71a)

eeva
`;A WD kA �  NA`

kL1.�/; eeva
`;C WD kC �  NC`

kL1.�/: (5.71b)

Here, the upper indices ‘evd’ and ‘eva’ mean ‘exact versus discrete’ and ‘exact
versus approximate’. Obviously, these latter quantities are only available, if the
exact solution is known.

5.4.3 Approximation of the Continuous States and Multipliers

We derive approximations of the state y and the adjoint state p as well as various
approximations of the multipliers � and � in terms of the approximations of the
continuous active/biactive, strongly active, inactive, zero nodal points (sets) and
free boundaries provided in the previous paragraph 5.4.2. Motivated by supercon-
vergence results through local averaging (cf., e.g., [3]), we define approximations
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Nyh 2 Vh of y and Nph 2 Vh of p according to

Nyh.a/ WD
8
<
:

card.Nh.!a//
�1 P

a02Nh.!a/

yh.a
0/ ; a 2 NIh

 h.a/ ; a 2 NAh
; (5.72a)

Nph.a/ WD
8
<
:

card.Nh.!a//
�1 P

a02Nh.!a/

ph.a
0/ ; a 2 NZh
0 ; a 2 NCh

: (5.72b)

Likewise, we define approximations � 00
h and �00

h of � and � by means of

� 00
h .a/ WD

8<
:

card.Nh.!a//
�1 P

a02Nh.!a/

� 0
h.a

0/ ; a 2 NCh
0 ; a 2 NZh

; (5.73a)

�00
h.a/ WD

8<
:

card.Nh.!a//
�1 P

a02Nh.!a/

�0
h.a

0/ ; a 2 NIh
0 ; a 2 NAh

: (5.73b)

Remark 5.9. The functions Nyh; Nph will replace y; p in the approximation of the
consistency error ech;rel, whereas � 00

h ; �
00
h will be used in the approximation of ech;eff

and in a further form of the approximation of ech;rel (cf. paragraph 5.4.4).

For the approximation of the multipliers �; � in the consistency error ech;rel we
will use an alternative approximation which relies on the structural properties of the
multipliers. If the sets C and A are the union of a finite number of connected pairwise
disjoint Lipschitz sets, for any v 2 V Proposition 2.1 guarantees the existence of sets
QC; QA and functions vext

C ; v
ext
A 2 V such that C � QC � �;A � QA � � and

h�; vi D h�; vext
C i D .f C u; vext

C /0; QC � .ry;rvext
C /0; QC ;

h�; vi D h�; vext
A i D .yd � y; vext

A /0; QA � .rp;rvext
A /0; QA:

Employing the structural information provided in Proposition 2.16, we obtain

h�; vi D (5.74a)
�
.f C ud ; v/0;C � .r ;rv/0;C

	
�
�
.� ; vext

C /0;. QCnC/\B C .r ;rvext
C /0;. QCnC/\B

	

C
�
.f C ud C ˛�1p; vext

C /0;. QCnC/\I � .ry;rvext
C /0;. QCnC/\I

	
;

h�; vi D .yd �  ; v/0;A (5.74b)

C ˛ .r.� C f C ud /;rv/0;B C
�
.yd � y; vext

A /0; QAnA � .rp;rvext
A /0; QAnA

	
:
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In order to provide a fully computable approximation, we replace the unknown sets
C;B;A; I; and the unknown functions y; p by their previously defined approxima-
tions NCh; NBh; NAh; NIh; and Nyh; Nph. Moreover, QC; QA are chosen according to

QC WD NCh [ NF�h;
QA WD NAh [ NFyh ; (5.75)

whereas vext
C ; v

ext
A are approximated by

vext
NCh WD I NCh

.vh/; vext
NAh
WD I

NAh
.vh/; vh 2 Vh: (5.76)

Here, IDh ;Dh � Nh.�/; is the operator from (3.19).
Using the previous approximations in (5.74) and assuming sufficient regularity

of the data in NBh, we obtain the following approximations of the action of �; � on
functions in Vh:

h�; vhi 
 h N�.1/h ; vhi D
X

T2Th. NCh/

�
.f C ud ; vh/0;T � .r ;rvh/0;T

	
(5.77a)

�
X

T2Th. NF�h
\ NBh/

�
.� ; I

NCh
.vh//0;T C .r ;rI NCh

vh/0;T
	

C
X

T2Th. NF�h
\ NIh/

�
.f C ud C ˛�1 Nph; I

NCh
.vh//0;T � .r Nyh;rI

NCh
.vh//0;T

	
;

h�; vhi 
 h N�.1/h ; vhi D
X

T2Th. NAh/

.yd �  ; vh/0;T (5.77b)

C ˛
X

T2Th. NBh/
.r.� C f C ud /;rvh/0;T

C
X

T2Th. NFyh
/

�
.yd � Nyh; I NAh

.vh//0;T � .r Nph;rI NAh
.vh//0;T

	
:

As far as the regularity of the data is concerned, in the proof of Proposition 2.16
we have seen that � 2 L2.B/ and � C f C ud 2 H1.B/. If NBh � B or else
� 2 L2. NBh/ and � C f C ud 2 L2. NBh/ hold true, (5.77a) and (5.77b) are
well defined. Otherwise, employing the values of Nyh and Nph in NBh, we can use the
following simplification of the approximations of the action of �; � on functions
in Vh:
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h�; vhi 
 h N�.2/h ; vhi D
X

T2Th. NCh/

�
.f C ud ; vh/0;T � .r ;rvh/0;T

	
(5.78a)

�
X

T2Th. NF�h
\ NBh/

.r ;rI
NCh
.vh//0;T

C
X

T2Th. NF�h
\ NIh/

�
.f C ud C ˛�1 Nph; I NCh

.vh//0;T � .r Nyh;rI NCh
.vh//0;T

	
;

h�; vhi 
 h N�.2/h ; vhi D
X

T2Th. NAh/

.yd �  ; vh/0;T �
X

T2Th. NBh/
.r Nph;rvh/0;T

(5.78b)

C
X

T2Th. NFyh
/

�
.yd � Nyh; I NAh

.vh//0;T � .r Nph;rI NAh
.vh//0;T

	
:

5.4.4 Approximation of the Consistency Errors

For the consistency error ech;rel we will use three different types of approximations

ech;rel 
 Nec;.k/h;rel WD Ne1;.k/h;� C Ne2;.k/h;� C Ne1;.k/h;� C Ne2;.k/h;� ; 1 � k � 3: (5.79)

For the first two approximations Nec;.k/h;rel ; 1 � k � 2; we use the approximation of the
multipliers by (5.77) and (5.78):

Ne1;.k/h;� WD h Q�h � N�.k/h ; Nyh � yhi; Ne2;.k/h;� WD h Q�h � N�.k/h ; ph � Nphi; (5.80a)

Ne1;.k/h;� WD h Q�h � N�.k/h ; Nyh � yhi; Ne2;.k/h;� WD h Q�h � N�.k/h ; Nph � phi: (5.80b)

The third approximation Nec;.3/h;rel is obtained by using the approximation of the
multipliers by local averaging (cf. (5.73)):

Ne1;.3/h;� WD h Q�h � � 00
h ; Nyh � yhi; Ne2;.3/h;� WD h Q�h � � 00

h ; ph � Nphi; (5.81a)

Ne1;.3/h;� WD h Q�h � �00
h; Nyh � yhi; Ne2;.3/h;� WD h Q�h � �00

h; Nph � phi: (5.81b)

Further, we compute upper bounds Nec;.k/h;rel ; 1 � k � 3; according to

Nec;.k/h;rel � NEc;.k/

h;rel WD NE1;.k/

h;� C NE2;.k/

h;� C NE1;.k/

h;� C NE2;.k/

h;� ; 1 � k � 3; (5.82)

where NE�;.k/

h;� ; NE�;.k/

h;� ; 1 � � � 2; are given by summing up the absolute values of the

elementwise contributions of Ne�;.k/h;� ; Ne�;.k/h;� ; 1 � � � 2.
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For the approximation of the consistency error ech;eff we use the approximation of
the multipliers by local averaging as given by (5.73):

Nech;eff . NEc
h;eff WD

X
T2Th.Zh/

h2T k� 00
h k20;T C

X
T2Th.Ih/

h2T k�00
hk20;T : (5.83)

6 Numerical Results

In this section, we present numerical results for problems with and without
strict complementarity illustrating the performance of the suggested finite element
approximation. We note that for adaptively refined meshes it is appropriate to
measure the decay in the error err in terms of the degrees of freedom (DOF)
provided by the finite element mesh. In particular, if there exists a real number
� > 0 such that err D O.DOF�� /, then � is said to be the convergence rate of the
error with respect to the degrees of freedom. In the numerical experiments, we are
dealing with a hierarchy fThn.�/gn2N of nested simplicial meshes with associated
degrees of freedom DOF.n/. Denoting by err.n/; n 2 N; the error with respect to
the mesh Thn.�/, we refer to

�n WD log.err.n� 1/=err.n//

log.DOF.n/=DOF.n � 1// ; n 2 N; (6.1)

as the experimental convergence rate in terms of the degrees of freedom. On a
double logarithmic scale, the numbers �n correspond to the negative slopes of
the lines connecting log.err.n � 1// and log.err.n//. In the subsequent numerical
examples, we will compare these lines both for uniform refinement and adaptive
refinement. In the regular case, we expect the slopes to be approximately the same,
whereas for less regular solutions the slope for adaptive refinement is expected to
be larger than in case of uniform refinement.

Example 6.1. We consider A D �� on the L-shaped domain � D .�2; 2/2 n
.Œ0; 2� � Œ�2; 0�/. In polar coordinates, given

y�.r; '/ D � �.r/ r2=3 sin.
2

3
'/;

��.r/ D
�
1 ; r � Nr WD 0:5
0 ; otherwise

; u�.r; '/ D y�.r; '/;

where

�.r/ D
�

0 ; r � Nr
16r3 � 12r2 C 1 ; otherwise

;
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Fig. 1 Example 6.1. Optimal state y� (left) and inactive set I�, marked in black (right)

Fig. 2 Example 6.1. Final mesh (left) and zoom into the vicinity of the singularity at the origin
(right)

it can be easily verified that the triple .y�; ��; u�/ with the adjoint state p� D y�
and the multiplier �� D �� is an S-stationary point of (2.5) with respect to the data

yd D �� ��p� C y�; ud D 0;
f D �� ��y� � p�; ˛ D 1;  D 0:

Further, we have I� D f.r; '/ j r 2 .0; Nr/; ' 2 .0; 3�=2/g, Z� D I�, and
hence, B� D ;. The state y� and the inactive set I� are displayed in Fig. 1. The
adaptively generated final mesh with 33468 DOFs and a zoom into the vicinity of
the singularity of the state at the origin are shown in Fig. 2.
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Fig. 3 Example 6.1. Convergence history: Decrease of the errors in the state keh;yk1;� and in
the control keh;uk0;� as a function of the DOFs on a logarithmic scale (for uniform (UFEM) and
adaptive (AFEM) refinement (left). Decrease of the estimator 	h and the total error jjjehjjj as a
function of the DOFs on a logarithmic scale (for uniform (UFEM) and adaptive (AFEM) refinement
(right)

Table 1 Example 6.1: Experimental convergence rates (uniform and adaptive refinement)

keh;yk1;� keh;pk1;� keh;uk0;� jjjehjjj
n Unif. Adapt. Unif. Adapt. Unif. Adapt. Unif. Adapt.

3 0.26 1.11 0.26 1.11 0.68 2.15 0.28 1.15

4 0.41 0.76 0.41 0.76 0.76 1.48 0.42 0.78

5 0.43 0.56 0.43 0.56 0.88 1.06 0.44 0.57

6 0.44 0.68 0.44 0.68 0.83 1.40 0.45 0.69

7 0.45 0.57 0.45 0.57 0.82 1.15 0.45 0.57

8 0.41 0.64 0.41 0.64 0.82 1.21 0.41 0.64

9 0.42 0.51 0.42 0.51 0.78 1.09 0.43 0.51

10 0.40 0.57 0.40 0.57 0.76 1.07 0.40 0.57

11 0.40 0.49 0.40 0.49 0.75 1.04 0.40 0.50

12 0.39 0.54 0.39 0.54 0.73 1.02 0.39 0.54

13 0.38 0.49 0.38 0.49 0.72 1.03 0.38 0.49

The convergence history is documented in Fig. 3 (left) which shows the decrease
of the errors in the state keh;yk1;� and in the control keh;uk0;� as a function of the
DOFs on a logarithmic scale both for uniform refinement (UFEM) and for adaptive
refinement (AFEM). Likewise, Fig. 3 (right) shows the decrease of the total error
jkehkj and of the estimator 	h as a function of the DOFs on a logarithmic scale,
again both for uniform refinement (UFEM) and for adaptive refinement (AFEM).

Table 1 contains the computed experimental convergence rates (cf. 6.1) for the
approximation of the state, the adjoint state, the control, and the total error in case
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Fig. 4 Example 6.1. Decrease of the reliability related consistency error e D jech;relj (dotted line)

and its estimates ek D jNec;.k/h;rel j; Ek D NEc;.k/

h;rel ; 2 	 k 	 3; (solid lines) as functions of the DOFs on
a logarithmic scale for uniform refinement (left) and adaptive refinement (right)

of uniform and adaptive refinement. We see that asymptotically the expected optimal
convergence rates are achieved.

As far as the consistency errors and their estimates are concerned, we have to
distinguish between the reliability related consistency errors ech;rel (cf. (5.6)) and the
efficiency related consistency errors ech;eff (cf. (5.8)). Figure 4 displays the decay of

jech;relj and its estimates j Nec;.k/h;rel j; NEc;.k/

h;rel ; 2 � k � 3; as a function of the DOFs on a
logarithmic scale for uniform refinement (left) and for adaptive refinement (right)
(we note that Nec;.1/h;rel ;

NEc;.1/

h;rel and Nec;.2/h;rel ;
NEc;.2/

h;rel coincide for problems featuring strict
complementarity which is the case in Example 1).

We observe that j Nec;.2/h;rel j and NEc;.2/

h;rel provide upper bounds for jech;relj with approx-

imately the same decay rates. On the other hand, j Nec;.3/h;rel j slightly underestimates

jech;relj, whereas NEc;.3/

h;rel grossly overestimates jech;relj with an insufficient decay rate in
particular for adaptive refinement.

Similarly, in Fig. 5 the decay of the efficiency related consistency errors ech;eff

and their estimates NEc;1
h;eff are shown as functions of the DOFs on a logarithmic scale

for uniform refinement (left) and adaptive refinement (right). After a pre-asymptotic
phase, the estimates NEc;1

h;eff represent close upper bounds of ech;eff featuring essentially
the same decay rates.
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Fig. 5 Example 6.1. Decrease of the efficiency related consistency error e D ech;eff (dotted line)

and its estimateE D NEc;1
h;eff (solid line) as functions of the DOFs on a logarithmic scale for uniform

refinement (left) and adaptive refinement (right)

Fig. 6 Example 6.1. Approximation of the active set A: quantities eevd
h;A (dotted line) and edva

h;A; e
eva
h;A

(solid lines) as functions of the DOFs on a logarithmic scale for uniform refinement (left) and
adaptive refinement (right)

Finally, Fig. 6 displays the decay of the errors with regard to the approximation
of the active set A in terms of the quantities eevd

h;A; e
eva
h;A; and edva

h;A (cf. (5.70),(5.71)).
Recalling that the quantities eevd

h;A and eeva
h;A are the L1-norms of the difference

between the characteristic function of the continuous active set A on one hand
and the characteristic function of the discrete active set Ah resp. the characteristic
function of the approximate active set NAh on the other hand, we see that the a
posteriori quantity edva

h;A yields a close upper bound with approximately the same
decay rates.
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Example 6.2. The second example which has been considered in [18,21] features a
problem with lack of strict complementarity. We consider A D �� on� D .0; 1/2.
Given

y�.x1; x2/ D
� �z1.x1/z2.x2/ ; .x1; x2/ 2 .0; 0:5/� .0; 0:8/

0 ; else
;

��.x1; x2/ D 2 max.0;�jx1 � 0:8j � j.x2 � 0:2/x1 � 0:3j C 0:35/;
u�.x1; x2/ D y�.x1; x2/;

where

z1.x1/ WD �4096 x61 C 6144 x51 � 3072 x41 C 512 x31 ;
z2.x2/ WD �244:140625 x62 C 585:9375 x52 � 468:75 x42 C 125 x32 ;

it can be easily verified that the triple .y�; ��; u�/ with the adjoint state p� D y�
and the multiplier �� D �� is an S-stationary point of (2.5) with respect to the data

yd D �� ��p� C y�; ud D 0;
f D �� ��y� � p�; ˛ D 1;  D 0:

Further, we have I� D f.x1; x2/ j .x1; x2/ 2 .0; 0:5/ � .0; 0:8/g, C� D
f.x1; x2/ j jx1 � 0:8j C j.x2 � 0:2/x1 � 0:3j � 0:35g, and hence, B� D � n .I� [
C�/ ¤ ¿. The optimal state y� and the optimal multiplier �� are shown in Fig. 7,
whereas the inactive set I� and the strongly active set C� are displayed in Fig. 8.
Figure 9 shows the adaptively generated mesh at level n D 7 with 2439 DOFs and
the final mesh (level n D 11) with 34159 DOFs.

Fig. 7 Example 6.2. Optimal state y� (left) and optimal multiplier �� (right)
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Fig. 8 Example 6.2. The inactive set I� (left) and the strongly active set C�, both marked in black
(right)

Fig. 9 Example 6.2. Mesh at refinement level n D 7 (left) and final mesh (right)

As in the first example, Fig. 10 displays the decrease of the errors in the state,
in the control, in the total error, and in the estimator as functions of the DOFs on a
logarithmic scale, whereas Table 2 contains the associated computed experimental
convergence rates. Since the solution is smooth, uniform refinement is already
optimal, i.e., in Table 2 we observe almost the same rates for uniform and adaptive
refinement. However, as can be seen in Fig. 10, the error reductions are slightly less
for adaptive refinement.
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Fig. 10 Example 6.2. Convergence history: Decrease of the errors in the state keh;yk1;� and in
the control keh;uk0;� as functions of the DOFs on a logarithmic scale (for uniform (UFEM) and
adaptive (AFEM) refinement (left). Decrease of the estimator 	h and the total error jjjehjjj as a
function of the DOFs on a logarithmic scale (for uniform (UFEM) and adaptive (AFEM) refinement
(right)

Table 2 Example 6.2: Experimental convergence rates (uniform and adaptive refinement)

keh;yk1;� keh;pk1;� keh;uk0;� jjjehjjj
n Unif. Adapt. Unif. Adapt. Unif. Adapt. Unif. Adapt.

2 0.24 0.61 0.24 0.61 0.65 1.42 0.25 0.63

3 0.34 0.63 0.34 0.63 0.69 1.33 0.35 0.64

4 0.61 0.47 0.61 0.47 1.20 0.95 0.62 0.47

5 0.39 0.58 0.39 0.58 0.78 1.16 0.39 0.58

6 0.57 0.47 0.57 0.47 1.14 0.88 0.57 0.47

7 0.41 0.53 0.41 0.53 0.81 1.12 0.41 0.54

8 0.57 0.49 0.57 0.49 1.15 0.90 0.57 0.49

9 0.42 0.52 0.42 0.52 0.83 1.07 0.42 0.52

10 0.57 0.47 0.57 0.47 1.15 0.85 0.58 0.47

11 0.44 0.53 0.44 0.53 0.84 1.12 0.42 0.53

Figure 11 shows the decrease of the reliability related consistency error e D
jech;relj (dotted line) and its estimates ek D jNec;.k/h;rel j; Ek D NEc;.k/

h;rel ; 1 � k � 3; as
functions of the DOFs on a logarithmic scale both for uniform refinement (left) and
for adaptive refinement (right). We see a very similar behavior as in Example 1,
i.e., for 1 � k � 2, the quantities ek D jNec;.k/h;rel j and Ek D NEc;.k/

h;rel provide close

upper bounds, whereas j Nec;.3/h;rel j underestimates and NEc;.3/

h;rel grossly overestimates the
consistency error jech;relj.



Adaptive Finite Elements for Optimally Controlled Elliptic Variational. . . 147

Fig. 11 Example 6.2. Decrease of the reliability related consistency error e D jech;relj (dotted line)

and its estimates ek D jNec;.k/h;rel j; Ek D NEc;.k/

h;rel ; 1 	 k 	 3; (solid lines) as functions of the DOFs on
a logarithmic scale for uniform refinement (left) and adaptive refinement (right)

Fig. 12 Example 6.2. Decrease of the efficiency related consistency error e D jech;eff j (dotted line)

and its estimateE D NEc;.1/

h;eff (solid line) as functions of the DOFs on a logarithmic scale for uniform
refinement (left) and adaptive refinement (right)

Figure 12 displays the decrease of the efficiency related consistency error ech;eff

and its estimate NEc;1
h;eff as functions of the DOFs on a logarithmic scale for uniform

refinement (left) and adaptive refinement (right). As in Example 1, after some pre-
asymptotic phase in the adaptive regime, the estimates provide upper bounds of the
consistency error.

Example 2 features the occurrence of a strongly active set C� and hence, we
are interested in how well the a posteriori quantities edva

h;A and edva
h;C coincide with

eeva
h;A; e

evd
h;A and eeva

h;C; e
evd
h;C , respectively. This is reflected in Figs. 13 and 14.
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Fig. 13 Example 6.2. Approximation of the active set A: quantities eevd
h;A (dotted line) and

edva
h;A; e

eva
h;A (solid lines) as functions of the DOFs on a logarithmic scale for uniform refinement

(left) and adaptive refinement (right)

Fig. 14 Example 6.2. Approximation of the strongly active set C: quantities eevd
h;C (dotted line) and

edva
h;C ; e

eva
h;C (solid lines) as functions of the DOFs on a logarithmic scale for uniform refinement (left)

and adaptive refinement (right)
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Constrained Optimization: From Lagrangian
Mechanics to Optimal Control and PDE
Constraints

Martin J. Gander, Felix Kwok, and Gerhard Wanner

Abstract The history of constrained optimization spans nearly three centuries. The
principal warhorse, Lagrange multipliers, was discovered by Lagrange in the Statics
section of his famous book on Mechanics from 1788, by applying the idea of virtual
velocities to problems in statics with constraints. The idea of virtual velocities, in
turn, goes back to a letter of Johann Bernoulli from 1715 to Varignon, in which
he announced a very simple rule for solving hundreds of Varignon’s problems
in the blink of an eye. Varignon then explains this rule in his book published in
1725. Half a century later, Bernoulli’s rule was chosen by Lagrange as the general
principle for the foundation of his mechanics, with the multipliers as the main
tool for treating mechanical constraints. In the second edition of his mechanics,
published in 1811, Lagrange stressed the importance of his multipliers also for
constrained optimization. In particular, they provide spectacular simplifications of
entire chapters of Euler’s treatise on Variational Calculus from 1744. Lagrange
multipliers is however a much farther reaching concept; we show how one can
discover the important primal and dual equations in optimal control and the famous
maximum principle of Pontryagin using only Lagrange multipliers. Pontryagin and
his group, however, did not discover the maximum principle this way, since they
were coming from a completely different area of mathematics. We finally give the
complete formulation of PDE constrained optimization based on duality introduced
by Lions, and conclude with an outlook on more recent applications.

Keywords Constrained optimization • Optimal control • PDE constrained opti-
mization • Variational methods

Our intention is not to write a full historical paper, but to highlight the parts of the historical
development we find interesting as mathematicians. For full details on the history of constrained
optimization with complete references, see [45] and [46].
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1 Lagrange Multipliers Originating from Mechanics

“Le Traité de Dynamique de M. d’Alembert, . . . parut en 1743, . . . Cette méthode réduit
toutes les loix du mouvement des corps à celles de leur équilibre, & ramene ainsi la
Dynamique à la Statique” [33, Seconde Partie, p. 179]

Lagrange’s method of multipliers originates from Lagrange’s research in mechanics,
more precisely his Mécanique analytique [33], first published in 1788, with a
second, improved edition [34] in 1811/1815. In his long introductions, Lagrange
traces the following history for his work:

1. Archimedes, Pappus, Varignon: For nearly 2,000 years, research in mechanics
concerned mainly Statics, beginning with the discovery of the law of the lever
by Archimedes. Then, mainly by researchers as Pappus, Stevin, Roberval and
Descartes, theories for the equilibria of ever more complicated “machines” were
developed, culminating in the Nouvelle Mécanique by Varignon.

2. Galilei, Newton, Leibniz, the Bernoulli brothers, Euler: The next period then
concentrated on the Dynamics of increasingly complex mechanical systems
(mass points, liquids, rigid bodies) with more and more analytical methods
(differential equations).

3. Lagrange: Finally, the “principle of d’Alembert” from 1743 reduces problems
in dynamics back to problems in statics (see quotation), so that Lagrange’s
Mécanique analytique again started with an extensive “première partie” on stat-
ics, comprising nearly 200 pages, as a foundation for the now-called Lagrangian
mechanics in the second part. The main idea there was the Principle of Virtual
Velocities, which first appeared in a letter of Joh. Bernoulli from 1715 to
Varignon. The extension of this idea to constrained mechanical problems then
led to the invention of Lagrange multipliers.

1.1 Archimedes’ Proof for the Lever

The very first great discovery in Statics was made by Archimedes with the law of
the lever: two bodies are in equilibrium if their weights are inversely proportional
to their arm lengths (see Fig. 1 and [1]).
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2 5E Δ

Fig. 1 Archimedes’ law for the lever

a a

Fig. 2 Archimedes’ hypothesis

Λ E
Γ

H Δ K

Fig. 3 Archimedes’ proof of his Prop. 6

The proof of Archimedes is very beautiful: He started from the axiom that equal
weights at equal distances are in equilibrium (see Fig. 2).

Then, after more axioms, several preliminary propositions and corollaries, he
proved his Proposition 6, valid for rational ratios of weights, in two pages of Greek
text. His idea was to distribute the weight units left and right in a symmetric way to
obtain an overall symmetric configuration (see Fig. 3 for an illustration in the case
of a 5 W 2 lever). Figure 4 shows the corresponding proposition and figure for the
ratio 3 W 2, which appear in the 1615 edition of Archimedes’ Opera (observe that
the letters L;E;C;G;D;K of the Latinized version correspond to Archimedes’
ƒ;E; �;H;�;K).
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Fig. 4 Archimedes’ Prop. 6 with figure from the 1615 edition

1.2 Virtual Velocities and Joh. Bernoulli’s “Regle”

. . . il n’y a pas un seul cas d’equilibre dans toute la mechanique tant des fluides que des
solides, qui ne puisse etre expliqué par cette regle . . . J’ay donc raison d’appeller le grand et
le premier principe de statique sur lequel j’ay fondé ma regle . . . (Joh. Bernoulli in his letter
to Varignon, 1715)

. . . je crois pouvoir avancer que tous les principes généraux qu’on pourrait peut-être encore
découvrir dans la science de l’équilibre ne seront que le même principe des vitesses
virtuelles, envisagé différemment, et dont ils ne différeront que dans l’expression [34,
Sect. I, §17].

All the efforts during the centuries after Archimedes in generalizing this result to
more and more complicated situations culminated in the work of Pierre Varignon,
who elaborated during many decades his Nouvelle Mécanique [51], consisting of
two heavy volumes published posthumously in 1725,1 with hundreds of results
illustrated on 64 plates of figures (see Fig. 5).

When this work was nearly completed, Joh. Bernoulli explained in a letter to Mr.
le Chev. Renau, with a copy to Varignon, his “regle” based on the Virtual Velocities,

1On the frontispiece is written “Dont le projet fut donné en M.DC.LXXXVII”.
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Fig. 5 Six out of the 64 figure plates from Varignon [51]; (the upper left figure of the upper left
plate explains the principle of virtual velocities as in Fig. 9 below)

which allowed one to replace all such figures by one general equation. Varignon
had some difficulty in admitting that all his work over decades was declared to be
an “easy game”2 and contested the general truth of this rule. Bernoulli then got
angry3 and explained his ideas in more detail, written in a second letter, dated
Feb. 26, 1715.4 Varignon then included Bernoulli’s “regle” as “Theoreme XL” in
“Section IX” (“Corollaire general de la Théorie précedente”) of his book, by saying
that, unfortunately, it was too late to rewrite all the rest of the book (see Fig. 6).

2“Votre projet d’une nouvelle mechanique fourmille d’un grand nombre d’exemples, dont quelques
uns à en juger par les figures paroissent assez compliqués; mais je vous deffie de m’en proposer un
à votre choix, que je ne resolve sur le champ et comme en jouant par ma dite regle.”
3“. . . cependant permettez moy que je vous reproche ici une nonchalance qui vous est arrivé assez
souvent en ce que vous portez quelques fois votre jugement un peu à la legere, sans examiner, si
ce que vous croyez etre une objection en est veritablement une ; . . . c’est donc pour une autre fois
que je vous donne cet avertissement à fin que vous soyez à l’avenir sur vos gardes, quand il s’agit
de juger. . . ”
4Varignon gave in his book the wrong date 1717, which was also copied by Lagrange.
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Fig. 6 Bernoulli’s “regle” as published by Varignon [51, Vol. II, p. 176]

a b− qdpd
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Fig. 7 The Lever (left); Composed levers (right)

We now describe the derivation of Benoulli’s “regle” following the text of
Lagrange [33, Prem. Partie, Sect. II]. However we do not follow the style of
Lagrange, who proudly avoided the use of any figures.

We start with a system containing two forces P andQ, illustrated here by a lever
(see Fig. 7, left) attached at O with arm lengths a and b. We then suppose that the
system receives a virtual velocity during an infinitely small interval of time, such
that the lever arms receive infinitely small displacements dp and dq proportional
to a and b. Archimedes’ law then tells us that for equilibrium to occur, the virtual
velocities and the forces must be inversely proportional. Thus, if we pay attention
to the signs of the displacements, we obtain

P

Q
D �dq

dp
or PdpCQdq D 0:

Let us now make the system more complicated by considering three forces P ,
Q and R instead of two (Fig. 7, right). We decompose the force Q as sum Q D
Q0CQ00 in such a way that both subsystems to the left and right are in equilibrium,
i.e., such that

PdpCQ0dq D 0 and Q00dqC Rdr D 0;
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Fig. 8 Bernoulli’s rule as published by Lagrange [33]
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Fig. 9 A point attached by three forces (left); as constrained problem (right)

so we get PdpC QdqC Rdr D 0 as condition for an equilibrium. By adding more
and more forces to the system, we obtain

PdpC QdqC RdrC : : : D 0 (1.1)

for an equilibrium. This equation, expressed in words and not in formulas, was
precisely Joh. Bernoulli’s “regle” of Fig. 6. The terms Pdp;Qdq; : : : were called
“Energies” by Bernoulli. Lagrange calls them “moments” of the forces and calls
(1.1) “la formule générale de l’équilibre” (see Fig. 8).

Example. The first example Lagrange considers in detail (in Sect. V) is a point
mass attached by several forces P;Q;R to fixed points with Cartesian coordinates
.a; b; c/; .f; g; h/; .l;m; n/ (see Fig. 9, left). Inserting

p D
p
.x � a/2 C .y � b/2 C .z � c/2; dpD 1

p
�..x�a/dxC.y�b/dyC.z�c/dz/ ;

and similarly for dq; dr, formula (1.1) becomes

XdxC YdyC Zdz D 0 (1.2)
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where X D P x�a
p
C Qx�f

q
C Rx�l

r
, Y D P

y�b
p
C Qy�g

q
C Ry�m

r
and Z D

P z�c
p
CQ z�h

q
CR z�n

r
. Since, at the moment, our point mass is completely free, dx,

dy and dz are independent,5 and the condition for equilibrium is

X D 0 ; Y D 0 and Z D 0 : (1.3)

In the case where the forces P;Q;R are equal (or proportional) to the distances
p; q; r , this formula simplifies considerably and the equilibrium position becomes
the barycenter of the triangle spanned by the three fixed points (or of a pyramid in
the case of four forces, a result which Lagrange attributes to Leibniz).

1.3 The Discovery of the Multiplier Method

Suppose now (see Fig. 9, right) that the point mass is restricted to a surface L D 0,
so that in (1.2) the displacements dx; dy; dz are not independent, but are restricted to
the tangent space of L D 0, i.e. they must satisfy

dL D @L

@x
dxC @L

@y
dyC @L

@z
dz D 0 : (1.4)

This means geometrically that, whenever (1.4) holds, i.e. the vector .dx; dy; dz/ is
orthogonal to . @L

@x
; @L
@y
; @L
@z /, we must satisfy (1.2) as well, i.e. the vector .dx; dy; dz/

must also be orthogonal to .X; Y;Z/. As a consequence, both vectors must be
parallel so that there exists a constant � such that

X C �@L
@x
D 0 ; Y C �@L

@y
D 0 and Z C �@L

@z
D 0 : (1.5)

However, vectors and scalar products were not yet familiar concepts to Lagrange,
so he argued differently (“Il n’est pas difficile de prouver par la théorie de
l’élimination des équations linéaires. . . ”): we eliminate one of the unknowns, say
dz, by multiplying (1.4) with a suitable constant, which is � D �Z=@L

@z , and add it
to (1.2), which gives

�
X C �@L

@x

�
� dxC

�
Y C �@L

@y

�
� dy D 0 ; Z C �@L

@z
D 0 :

Here, dx and dy are independent and equation (1.5) must be satisfied, the last one
being the formula for �.

5dp; dq; dr are not independent at the equilibrium point.
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Fig. 10 Lagrange’s “équation générale” for ALL problems of equilibria

Fig. 11 Heading of §1 in Sect. IV of Lagrange [34]

Condition (1.5) just means that we have applied the virtual velocity argument,
without constraints, to the system

XdxC YdyC ZdzC �dL D 0 : (1.6)

Lagrange realizes that this “multiplier” �, whose invention originated from the
theory of linear equations, also has a physical meaning: it represents the constant
which, when multiplied with the vector . @L

@x
; @L
@y
; @L
@z /, yields the force that holds the

particle onto the surface L D 0.
To include an additional constraint M D 0, we see from linear algebra that we

can simply add another term �dM, and so on. Finally, one can generalize (1.1) to
any system with any number of constraints by writing

PdpC QdqC RdrC : : :C �dLC �dM C �dN C : : : D 0 (1.7)

(see Fig. 10). This discovery was called “Méthode très-simple” in Sect. IV of the first
edition from 1788. Twenty-three years later, in [34], Lagrange stressed the impor-
tance of this idea by giving it the particular name “Méthode des Multiplicateurs”
(see Fig. 11).

2 Problems of Maximum and Minimum

The above problems of virtual velocities are closely related to problems of maxi-
mizing or minimizing a function. This connection is mentioned briefly in Lagrange
[33], but it was only in the second edition from 1811 that Lagrange stresses this
important fact by an entire paragraph (see Fig. 12). If U.x; y; z/ is a “potential”
function6 satisfying @U

@x
D X , @U

@y
D Y and @U

@z D Z, where X , Y and Z are as in
(1.2), then the conditions (1.3) mean nothing else than

6Up to now, we have preserved all letters exactly as they appear in Lagrange, but we have changed
this potential, denoted … by Lagrange, to U , as it is usual now.
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Fig. 12 Heading of §3 in Sect. IV of Lagrange [34]

(x0,y0)

(x1,y1)

(x2,y2)

(x3,y3)

(x0 − x1)2 + (y0 − y1)2 − 2 = 0
(x1 − x2)2 + (y1 − y2)2 − 2 = 0
(x2 − x3)2 + (y2 − y3)2 − 2 = 0

Fig. 13 The Catenary as a constrained mechanical system

U.x; y; z/ �! min or max. (2.1)

Similarly, in the case where we have to minimize or maximize a function U.x; y; z/
under a constraintL.x; y; z/ D 0, the corresponding equations (1.5) and (1.6) would
mean that we have to minimize or maximize

U.x; y; z/C �L.x; y; z/ �! min or max (2.2)

without constraints. This is the Lagrange multiplier method for constrained opti-
mization. The geometric meaning of the term �L.x; y; z/ is the following: it twists
the function U.x; y; z/, without changing its values on the surface L D 0, such that
U C �L becomes flat in all directions at the minimal position.

For additional constraints, we add additional multipliers, and for higher dimen-
sions, we add additional variables.

Example: The Catenary. One of the examples Lagrange discusses in detail (Part I,
Sect. V) is a chain of particles attached by cords of constant length in an arbitrary
force field. If we assume the forces to be constant downwards, we have the situation
as in Fig. 13, for which (1.7) becomes

dy1Cdy2C: : :C�0 �d..x0�x1/2C.y0�y1/2�`2/C�1 �d.: : :/C: : : D 0: (2.3)

Differentiating the constraints and collecting the coefficients of, say, dx2, dy2, we
obtain
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�2.x2 � x3/ D �1.x1 � x2/
�2.y2 � y3/ D �1.y1 � y2/� 1 ) y2 � y3

x2 � x3 D
y1 � y2
x1 � x2 C const.,

which means that the slope is a linear function of the arc length. This fact is in
accordance with “. . . les formules connues de la chainette”.

The Catenary as Optimization Problem. If we ask for the chain with y1Cy2Cy3C
: : : �! min under the same constraints as in Fig. 13, i.e. if we seek the chain with
the lowest center of gravity, (2.2) becomes

y1Cy2C: : :C�0 �..x0�x1/2C.y0�y1/2�`2/C�1 �.: : :/C: : : �! min. (2.4)

This equation, when differentiated, gives precisely the formula (2.3). We thus see
that the catenary is the curve with the lowest center of gravity for a given arc length,
a result Euler [20, Chap. V] found in a much more complicated way, as we will see
below.

2.1 Variational Problems

Variational problems are optimization problems where not only some values, but an
entire function y.x/, is unknown, for example

J D
Z b

a

Z.x; y; p/ dx �! min or max, where p D dy

dx
(2.5)

and Z.x; y; p/ is a given function. We refer to Gander-Wanner ([28] SIREV 2013,
formula (1.3), (1.4) and Sect. 9.1) to see how Euler [20, Chap. 2] turned this problem
into a differential equation

N � d

dx
P D 0 where N D @Z

@y
; P D @Z

@p
; (2.6)

and, in the case where Z.y; p/ is independent of x, how this equation can be
simplified to

Z � p � @Z
@p
D Const. (2.7)
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2.2 Variational Problems with Constraints

The oldest problem of this type, the so-called “isoperimetric problem”, was a
challenge from Jakob Bernoulli to his brother Johann in 1697: Given two points
B and C (see Fig. 14), find a curve BaC of a given length L such that the area
BMETNB is maximal; here, for any distance aN D y, the distance MN D g.y/ is a
given function of y. In formulas, this means

Z T

B

g.y.x// dx �! max subject to
Z T

B

p
1C p2 dx D L : (2.8)

Solution. Johann, who had accumulated success after success in the years before,
thought that he could solve this seemingly simple problem in “three minutes”. The
3 min turned into decades until Johann Bernoulli published an extensive paper in
1718 (Mémoires de l’Acad. Roy. des Sciences de Paris, p. 100). The collection of all
the solutions of Jakob and himself fills more than 50 pages in Johann’s Opera Omnia
[4, vol. 2, p. 214–269]. Finally, Euler ([20], in Chap. 5 of E65) developed his general
theory for such constrained problems. While in Chap. 2, Euler arrived at (2.6) by
“virtual” displacements of the function values of the unknown function one-by-one
(see Fig. 15, left), he was unable to displace the function values independently for
constrained problems of the type (1.4). Instead, he varied the values two by two

y

g(y)

L

B

C

E

T

a

M

N

Fig. 14 The isoperimetric problem of Jakob (left, the drawing is for g.y/ D y2); the same picture
in Johann’s Opera Omnia from 1742, vol. 2, p. 270 (right)
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Fig. 15 Euler’s solution of variational problems; unconstrained (left), constrained (right)

n 7! �; o 7! ! (see Fig. 15, right) and had to build an entirely new theory (16 pages;
§1 through §39 of Chap. 5).

As Lagrange demonstrates proudly in many examples (in Sect. V), the idea of
using multipliers to deal with constraints extends straightforwardly to these new
problems. For the historical example (2.8), this turns into (for B D 0; T D 1)

J D
Z 1

0

�
g.y/C ��

p
1C p2 � L�

	
dx �! max. (2.9)

For this problem, condition (2.7) becomes, after simplification,

g.y/C �p
1C p2 D C C �L :

We set C C �L D �K , solve for p D dy
dx and separate the variables. This gives the

solution (compared to the one from Johann’s Opera Omnia, vol. 2, p. 244)

Z
g.y/CKp

�2 � .g.y/CK/2 dy D x C c :

(2.10)

This integral only has an elementary solution for g.y/ D y, i.e. the problem of
finding the maximal area surrounded by a curve of prescribed length. As Euler
shows in §41 of [20] E65, Caput V, the integral then leads, not surprisingly, to
a circular solution (quae est aequatio generalis pro Circulo). The drawing for
g.y/ D y2 in Fig. 14 (left) has been produced by numerical integrations.

An Example with Two Constraints. For problems with two constraints (“Pluribus
Proprietatibus”), Euler developed again an entirely new theory (E65, Chap. VI).
With Lagrange, we just have to add a second multiplier. We demonstrate this
on Euler’s very last example (§24 in Chap. 6): We seek a curve y.x/ (the curve
DMAMD in Fig. 16, right) of a given length L, as well as a constant a (the distance
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0 x
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M
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NN
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Fig. 16 Euler’s problem from E65 with two constraints

CQ), such that the area of NDMAMDNQN has a given value M , and the center of
gravity of this figure should be as low as possible. Expressed in formulas we have
(we choose C as origin and take the curve upside down)

Z 1

�1

p
1C p2 dx D L ;

Z 1

�1
.y C a/ dx DM ;

Z 1

�1
.y C a/ � y � a

2
dx �! max:

Here, we introduce two multipliers � and � and get

J D
Z 1

�1

�
.y2 � a2/C ��

p
1C p2 �L�C��.y C a/�M �	

dx �! min or max.

Since we have two unknowns y and a here, we cannot work with the simplified
equation (2.7). Instead, we have to use (2.6) for each of them:

for y: 2y C � � d

dx

�
�

pp
1C p2

� D 0;

for a: �2aC � D 0 ) � D 2a :

This, inserted into the first equation, gives

d

dx

� pp
1C p2

� D k.y C a/ :

If we think of a water basin, this result expresses the fact that the curvature of the
basin is proportional to the water pressure.
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2.3 Solving Optimal Control Problems with Lagrange
Multipliers

Before explaining the invention of the maximum principle for control problems in
the next section, we first show that the idea of Lagrange multipliers provides an
elegant entry point to the treatment of certain classes of such problems. Let us look
at a problem of the type

Z b

a

k.x; y; u/ dx �! min or max, (2.11)

subject to

dy

dx
D f .x; y; u/; y.a/DA; y.b/DB:

Here we have two types of functions to find: the values of yi .x/, which are defined
via a system of differential equations, and the so-called controls uj .x/, which
control the movement of the y’s and with the help of which the cost function
k.x; y; u/, when integrated over the interval Œa; b�, is to be optimized.

Idea: since the differential equations in (2.11) represent an infinite number
of constraints as x varies, we introduce Lagrange multipliers �i .x/ as functions
multiplying the constraints y0

i � fi .x; y; u/ D 0. Inserting this into the integral, we
thus obtain

Z b

a

˚
k.x; y; u/C ŒpT � f T .x; y; u/� � �.x/� dx �! min or max. (2.12)

This is now an unconstrained variational problem with a “cost function”
Z.x; �; y; p; u/. Here we have three sets of unknowns, the Lagrange multipliers
�i .x/, the differential equation solutions yi .x/ together with their derivatives pi.x/,
and the control functions uj .x/. For each of these, we apply Euler’s equation (2.6):

@Z
@�
D 0 W y0.x/ D f .x; y; u/

@Z
@y
� d

dx
@Z
@p
D 0 W �0.x/ D @k

@y
.x; y; u/ � @f

@y

T
.x; y; u/ � �.x/

@Z
@u D 0 W 0 D @k

@u .x; y; u/ � @f

@u

T
.x; y; u/ � �.x/

(2.13)
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This is a system of differential algebraic equations (DAEs). The first set of
equations are the desired constraints, the second set of equations is the so-called
adjoint system, whose geometric meaning will be discussed below, and the third set
consists of algebraic equations that determine the controls for every value of x.

Example. A body gliding inR2 without friction should receive a new direction with
the help of forces .u1.t/; u2.t//; 0 � t � T in such a way that this control uses as
little energy as possible:

R T
0

1
2
.u21 C u22/ dt �! min.

Solution. With y1; y2 as the positions of the body and y3; y4 as velocities, the
equations of motion together with the equations in (2.13) become

Py1 D y3
Py2 D y4
Py3 D u1
Py4 D u2

P�1 D 0
P�2 D 0P�3 D ��1P�4 D ��2

u1 � �3 D 0
u2 � �4 D 0

We see that �1; �2 are constants, �3 D u1; �4 D u2 are linear, y3; y4 quadratic, and
thus y1; y2 cubic; the solution curves are thus, not surprisingly, cubic splines. The
time length T can be freely chosen. In the picture above, T is chosen to be that of a
uniform circular movement, but the optimal solution is slightly different.

3 Optimal Control and the Maximum Principle

An important case in applications is the one in which� [containing the controls] is a closed
region [. . . ]. In the case that � is an open set [. . . ], the variational problem formulated here
turns out to be a special case of the problem of Lagrange [47].

In the field of optimal control, there were historically two approaches: in the
western world, researchers tried to tackle these problems using variational calculus
and Lagrange multipliers, as we have already seen for a first example in Sect. 2.3. In
Russia, a group of researchers led by Pontryagin tried to solve these problems using
direct analysis and geometric arguments, with a particular emphasis on handling
the important case of closed and bounded control sets. Their approach led to the
invention of the maximum principle in 1956; they only later noticed the relation
to Lagrange multipliers, see the quote above. To explain these two approaches
historically, we first present the invention of Lagrange from Sect. 1.3 again, but now
using matrix notation in preparation for its use in optimal control problems.
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3.1 Invention of Lagrange Multipliers in Matrix Notation

Lagrange, in his book from 1797: “Théorie des fonctions analytiques, contenant les
principes du calcul différentiel, dégagés de toute considération d’infiniment petits,
d’évanouissans, de limites ou de fluxions, et réduits à l’analyse algébrique des quantités
finies”

Lagrange, who in his youth made his greatest triumphs by free and masterful
manipulations of differentials, later in his life condemned them vigorously by
replacing “differentials” by “derivatives” and “integrals” by “primitives”, see the
quote above. Under the influence of Cayley’s matrix notation, the above theory
subsequently took a different shape, the one we are used to seeing today: we
first consider a finite dimensional optimization problem with constraints, and show
how the Lagrange multipliers are none other than multipliers like in Gaussian
elimination, but without using the notation of differentials that were essential in
their invention, as we have seen earlier. This will also reveal a further advantage over
the direct solution of the complete optimality system in the presence of constraints,
since the system obtained with Lagrange multipliers is much smaller. Suppose we
wish to solve the constrained optimization problem

f .x/ �! min; g.x/ D 0; (3.1)

where f W Rn ! R is the objective function and g W Rn ! R
m are the constraints,

m < n. To eliminate the constraints, we partition the vector x into x D .y ;u/,
y 2 R

m, u 2 R
n�m, and invoke the implicit function theorem to obtain y D y.u/

from the constraint g.x/ D 0. Substituting this into the objective function, we
obtain the unconstrained optimization problem

f .y.u/;u/ �! min : (3.2)

A necessary condition for a local minimum is therefore

df

du
D @f

@y
� @y
@u
C @f

@u
WD .Y Tu ryf Cruf /

T D 0; (3.3)

where Yu W Rn�m ! R
m�.n�m/ is the Jacobian of the implicit function y.u/, and

ryf D f T
y and ruf D f T

u are the gradients (column vectors) of the objective
function with respect to the variables y and u. The necessary optimality condition
(3.3) is a small system involving the n�m unknowns in the vector u only. However,
only in very simple situations it is actually possible to explicitly form the function
y.u/ and differentiate it to obtain Yu. In general, the Jacobian matrix Yu is also
unknown and depends implicitly on the solution y , which must also be calculated.
To obtain equations for y, one can directly use the constraint g.y ;u/ D 0, and for
the Jacobian, one can write the total derivative with respect to u of g.y.u/;u/ D 0.
This leads to the complete optimality system
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Y Tu ryf Cruf D 0; (3.4)

Y Tu G
T
y CGT

u D 0; (3.5)

g D 0; (3.6)

where Gy W Rn ! R
m�m is the Jacobian matrix of g with respect to y, and

Gu W Rn ! R
m�.n�m/ is the Jacobian matrix of g with respect to u. Equation

(3.4) contains n�m equations, (3.5) is a matrix equation for the Jacobian matrix Yu

and contains a total ofm.n�m/ equations, and (3.6) containsm equations from the
constraints. This gives a total of nCm.n �m/ equations for the n unknowns in y
and u combined, and them.n�m/ unknowns in the Jacobian Yu, a very big system.
The key idea of Lagrange in this setting is that one can eliminate many of these
equations using Gaussian elimination to arrive at a smaller, but equivalent system.
If the Jacobian Gy is invertible, then multiplying the matrix-valued equation (3.5)
by the vector-valued multiplier � WD �G�T

y ryf from the right yields

Y Tu G
T
y �CGT

u � D �Y Tu GT
y G

�T
y ryf CGT

u � D �Y Tu ryf CGT
u � D 0: (3.7)

Adding this equation to (3.4), the cumbersome term with the large Jacobian matrix
cancels and we obtain the smaller but equivalent optimality system

ruf CGT
u � D 0; (3.8)

ryf CGT
y � D 0; (3.9)

g D 0; (3.10)

which now contains .n�m/CmCm D nCm equations for the n unknowns y and
u combined, plus them Lagrange multipliers�. The system (3.8–3.10) is equivalent
to (3.4–3.6), and therefore represents the same necessary condition for a minimum
of the original constraint problem (3.1), but it has the advantage of having many
fewer unknowns to solve for. The key observation of Lagrange now was that this
simpler necessary condition for optimality can be easily obtained from the function

L.u;y;�/ WD f .y ;u/C g.y ;u/T�; (3.11)

by simply taking derivatives with respect to its arguments. The function in (3.11),
now known as the Lagrange function or the Lagrangian in honor of its inventor, is
obtained by simply adding to the objective function the sum of the constraints, each
multiplied by a Lagrange multiplier.

The new formulation, however, introduces an important difficulty when the
remaining u variables are not allowed to vary freely, but are constrained to be
in a closed set U . This is often the case in optimal control problems, since the
controls may not be arbitrarily large. Then the necessary condition (3.3) for a
minimum solution of (3.2) is only relevant if the minimum is in the interior of
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U ; when the minimum occurs on the boundary, which often happens in practice,
the condition (3.3) need not be satisfied, i.e., the variation of the Lagrangian with
respect to u in (3.8) need not vanish. One possibility in that case is to revert to
the minimization condition of the Lagrangian with respect to u, which leads to the
necessary conditions for optimality

L.y;u;�/ �! min with respect to u (3.12)

ryf CGT
y � D 0; (3.13)

g D 0: (3.14)

Since the constraint g D 0 must be satisfied at the optimum, we have L.y;u;�/ D
f .y ;u/ there, so (3.12) is equivalent to saying that

f .y;u/ �! min with respect to u: (3.15)

In this case, however, the equation (3.13) for the Lagrange multipliers is no longer
needed, since they are not used anywhere in the system; if we remove it, we just
get back the original problem formulation (3.1), except that one now sees explicitly
that the minimization is only possible with respect the remaining “control” variables
u, since the other variables y are determined by the constraints. Nevertheless, the
observation to replace the derivative condition again by the minimization condition
points in the direction of results obtained by Pontryagin and his group and leads
to the maximum principle for optimal control problems. We will see later that they
chose a different function, a Hamiltonian, which has the same stationary points in u
as the Lagrangian.7

A different way of characterizing minima on a closed set of controls U is to
ensure that whenever the minimum occurs on the boundary, any variation in u that
moves the point away from the boundary into the interior of the closed set must lead
to an increase in the objective function, i.e.

.ruf CGT
u �/

T ıu � 0; (3.16)

ryf CGT
y � D 0; (3.17)

g D 0; (3.18)

for all admissible variations ıu such that u C ıu remains in the closed set of the
admissible controls U . This approach became known under the name Karush–
Kuhn–Tucker (KKT) conditions, which we will see again in Sect. 4.2.

7See also Carathéodory [16] for a general study of equivalent formulations.
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3.2 Lagrange Multipliers for Optimal Control Problems

Using what I had learned at Columbia about flights of airplanes, I set out to formulate this
problem as a variational problem. I found that the usual variational formulation did not fit
very well. It was too clumsy. And so I reformulated the Problem of Bolza so that it could be
applied easily to the time-optimal problem at hand. It turns out that I had formulated what
is now known as the general optimal control problem. I wrote it up as a RAND report [31]
and it was widely circulated among engineers. (Hestenes, in a letter to Saunders Mac Lane,
see [39])

Optimal control problems were becoming important with the invention of
moving high-tech mechanical devices, especially in the context of war. A typical
example is to guide an airplane along an optimal trajectory to reach a target, and
this was precisely the problem considered by Hestenes in his famous RAND report
[31], see also the quote above. Hestenes, who had obtained his Ph.D. on the calculus
of variations under the direction of Bliss, was a young professor in Chicago during
the Second World War and moved to UCLA afterward. He was also doing research
for RAND, a nonprofit institution with the goal of improving policy and decision-
making through research and analysis, which still exists today (www.rand.org). In
his report, he formulated the problem of guiding an airplane in an optimal way from
an initial position to a final position as an optimization problem with a constraint
given by a differential equation. In modern notation, the problem reads

Z T

0

f .y; u/dt �! min; (3.19)

Py D g.y;u/; (3.20)

y.0/ D y0; (3.21)

y.T / D yT ; (3.22)

where the vector y.t/ contains the position and velocity vectors of the airplane,
and the vector u.t/ contains the angles of the control vanes of the airplane and
the thrust of the engines. Comparing this optimal control problem with the general
constrained minimization problem (3.1), Hestenes noticed the striking similarity,
so he applied the Lagrange multiplier technique we saw in Sect. 2.3 to obtain a
necessary condition for optimality: he introduced the Lagrangian as in (3.11),

L.y;u;�/ WD
Z T

0

f .y; u/dtC
Z T

0

. Py � g.y;u//T �dt; (3.23)

where all the variables now depend on time, y D y.t/, u D u.t/, � D �.t/

[this is precisely equation (2.12) in the new notation]. In order to obtain necessary
conditions for optimality, he computed the derivatives with respect to the variables
y, u, and � using variational calculus (as Euler did in E420, see [28]): if y is an
optimum, then for an arbitrary variation y C "z, the derivative of L.y C "z;u;�/

www.rand.org
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with respect to " must vanish at " D 0, regardless of what the variation z is. Thus,
we obtain as the first necessary condition

d

d"
L.y C "z;u;�/j"D0D

Z T

0

ryf T .y; u/zdtC
Z T

0

�Pz �Gy.y;u/z
�T
�dt

D
Z T

0

.ryf .y; u/ � P� �GT
y .y ;u/�/

T zdtC �T zjT0 D 0;

where we used integration by parts to factor out the arbitrary variation z, and the
fact that

.Gyz/T� D zT GT
y � D .zT GT

y �/
T D �T Gyz D .GT

y �/
T z:

Now the variation z.t/ must be zero for t D 0 and t D T , since the values of y are
fixed there, see (3.21) and (3.22); thus, we have z.0/ D z.T / D 0, so the boundary
terms �T zjT0 in (3.24) must vanish as well. However, apart from the initial and final
conditions, the variation z.t/ is otherwise arbitrary, and hence from (3.24), the term
multiplying z.t/ under the integral must be zero. This leads to a differential equation
for �, namely

P� D �GT
y .y;u/�Cryf .y; u/; (3.24)

without initial or final condition, since y was fixed at both ends. Similarly, since u
is optimal, we can add an arbitrary variation u C "v and require the derivative of
L.y ;uC "v;�/ with respect to " to vanish at " D 0 for all variations v. This yields
the next necessary condition

d

d"
L.y ;uC "v;�/j"D0 D

Z T

0

ruf
T .y; u/vdtC

Z T

0

.�Gu.y ;u/v/
T �dt

D
Z T

0

.ruf .y; u/�GT
u .y;u/�/

T vdt D 0:

Since the variation u.t/ is arbitrary, from (3.25), the term multiplying v.t/ under the
integral must be zero, which leads to an equation for u, namely

GT
u .y;u/� D ruf .y; u/: (3.25)

Finally, adding an arbitrary variation�C"�, the derivative of L.y ;u;�C"�/ with
respect to " must vanish at " D 0 for all variations �, and we obtain as the last
necessary condition

d

d"
L.y ;u;�C "�/j"D0 D

Z T

0

. Py � g.y ;u//T �dt D 0; (3.26)
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and we simply get back the equations of motion. Hence, for an optimal control
problem, we get from the Lagrange multiplier rule a system of necessary conditions
for optimality that is very similar to the classical conditions (3.8–3.10), and identical
to (2.13):

ruf .y; u/�GT
u .y ;u/� D 0; (3.27)

ryf .y; u/�GT
y .y ;u/� D P�; (3.28)

g.y;u/ D Py; (3.29)

the only difference is that the sign is flipped on the G terms, because this is how
we introduced the constraints, and that a term with a time derivative appears on
the right, because the constraint is an ordinary differential equation. This system
contains precisely enough equations for the number of unknowns: there are as many
algebraic equations in (3.27) as unknowns in u.t/ for t 2 Œ0; T �, and (3.28)–(3.29)
is a coupled first-order system of ordinary differential equations in y.t/ (optimal
trajectory) and �.t/ (multipliers) with precisely two boundary conditions at t D 0

and t D T (both on the unknowny in our case). Hestenes was therefore able to solve
this coupled system numerically to obtain candidates for the optimal trajectory.

The optimality system (3.27–3.29) reveals a very interesting mathematical
structure.8 Defining the Hamiltonian function

H.y ;u;�/ WD �f .y ;u/C g.y ;u/T�; (3.30)

we see that the boundary value problem (3.28), (3.29) is in fact given by

Py D r�H.y ;u;�/ D g.y ;u/;
P� D �ryH.y ;u;�/ D �GT

y .y ;u/�Cryf .y; u/;
(3.31)

where ryH D HT
y and r�H D HT

� . Therefore, we have a Hamiltonian system,
which has the property that

d

dt
H.y;u;�/ D Hy Py CHu PuCH�

P� D Hyr�H CHu PuCH�.�ryH/ D 0
(3.32)

along optimal trajectories, since HT
u D ruH D �ruf .y; u/ C GT

u .y;u/� D 0

whenever the optimality condition (3.27) holds. Thus, the Hamiltonian is conserved
in this case. The fact that the derivative of the Hamiltonian (3.30) with respect to the
controls u coincides with the corresponding derivatives of the Lagrangian in (3.23),

ruH D �ruf CGT
u � D �ruL; (3.33)

8This was already discovered by Carathéodory [16], see also Sect. 3.7.
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implies that an identical necessary condition for an interior minimum in the controls
u can be obtained from both the Lagrangian and the Hamiltonian. Instead of
minimizing the Lagrangian (3.23) with respect to the controls u, which means
minimizing the objective function on an optimal trajectory satisfying g.y ;u/ D 0

Z T

0

f .y ;u/dt �! min with respect to u.t/; (3.34)

one could also maximize the Hamiltonian (3.30)

H.y;u;�/ �! max with respect to u.t/; (3.35)

pointwise for each t 2 Œ0; T �. Minimizing the Lagrangian (3.34) just leads
back to the original problem formulation (3.19–3.22), since � disappears from
the optimality system (3.27–3.29) when (3.27) is replaced by (3.34). However,
maximizing the Hamiltonian (3.35) leads to a new problem formulation

H.y ;u;�/ �! max with respect to u.t/; (3.36)

Py D r�H.y;u;�/; (3.37)

P� D �ryH.y;u;�/; (3.38)

since � does not disappear from this new optimality system (3.36–3.38). This was
already noticed by Hestenes in his famous RAND report from 1950, see Fig. 17.
At the time, due to the lack of computing power, Hestenes was unable to solve the
optimality system numerically. However, it was only a matter of time before digital
computers became available, and Hestenes already anticipated this development in
his manual to engineers, see Plail [46].

There is however a very important issue we did not address so far in the above
attempt for optimizing the controls: the controls u of the airplane may not take on
arbitrary values, but are instead confined to a closed and bounded set, since the
thrust of the engine cannot be arbitrarily large, and the control vanes of the airplane
cannot turn arbitrarily far. The optimality system (3.27–3.29) is therefore only a
necessary condition if the solution lies in the interior of the domain of controls; the
formulation in its present form cannot identify potential optima on the boundary of

Fig. 17 Hestenes’ discovery that the Hamiltonian must be maximized along a minimizing solution
in the RAND report from 1950
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the range of the controls because (3.27), which comes from requiring the derivative
with respect to the controls u to be zero, need not hold on the boundary. We see
however that the new optimality system (3.36–3.38), written with the Hamiltonian,
does not have this problem and deals with the optimal trajectories correctly, even
when the control u lies on the boundary, since the minimization is not characterized
by a derivative. Next, we will see how this insight was found historically, and led to
the famous maximum principle of Pontryagin.

3.3 Early Non-classical Optimal Control Problems

An interesting problem, very much related to the fact that the controls in many
real applications must be bounded, was studied by Feldbaum in Russia in [22]: he
considered the problem of guiding an object from one position to another with a
control that can only take two states, a so-called “bang–bang system” of second
order. This was modeled by the equation of motion

Ry D ˙M; (3.39)

and the goal was to determine, for a given control strength constant M , when to
choose the positive and when to choose the negative sign in order to go as quickly
as possible from an initial position y.0/ at initial speed Py.0/ back to the origin at
rest, i.e. y.T / D Py.T / D 0. Here, the controls are a discrete set, and depending on
the sign chosen, we get the general solution branches by integration,

Py˙ D ˙Mt C C1̇ ;

y˙ D ˙ 1

2M
.˙Mt C C1̇ /2 C C2̇ D ˙

1

2M
. Py˙/2 C C2̇ :

Because y˙ is a quadratic function of Py˙, these solution branches are best drawn
in phase space, where y˙ is a parabola as a function of Py˙ centered at Py˙ D 0, as
illustrated in Fig. 18 on the left.

On the red dashed curves, the control �M is active, and we are moving from
the right to the left. On the blue dashed-dotted curves, the control M is active, and
we are moving from left to right. There are only two curves, shown as solid lines,
that pass through the target y.T / D Py.T / D 0, namely y˙ D ˙ 1

2M
. Py˙/, and

from any point along these curves, the fastest is just to stay on these curves with
the corresponding control. Now from any point in the phase space to the right of
this solid curve, one can use the control �M to arrive as quickly as possible on the
blue solid curve, where the control has to be switched to M to arrive at the origin.
An example of such a trajectory is shown in Fig. 18 in black. Similarly, from any
point in the phase space to the left of the solid curve, one can use the control M
to arrive as quickly as possible on the red solid curve, where the control has to be
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Fig. 18 Solutions of the bang–bang system of Feldbaum from 1949 on the left, and an original
drawing of Feldbaum from 1949 leading to his understanding of the bang–bang solution

switched to �M to arrive at the origin. In a follow-up paper [23] published 4 years
later, Feldbaum made the key step of allowing not only the discrete set of controls
f�M;M g, but the entire continuum of all controls in the closed interval Œ�M;M�,
and the problem (3.39) became

Ry D ˙u; juj �M: (3.40)

It was at this moment that the notational convention of using u for the control
was born. Feldbaum gave a precise mathematical formulation of the minimum
time problem for (3.40), and proved that for every initial point in the phase space,
there exists a unique time-optimal control u.t/ which is still the bang–bang solution
found for the control problem with only two discrete controls (3.39): on the optimal
trajectory, the control is never used from within the interior of the interval Œ�M;M�!
This was the first solution of what Boltyanski calls in his review [8] a non-classical
variational problem. Bushaw made a similar discovery in his Ph.D. thesis [13], see
also [14]. Feldbaum then generalized this result in two follow-up papers [24, 25] to
higher order problems of the form

y.n/ D �
n�1X
jD0

aj y
.j / C u; juj �M;

and proved what he called the n-interval theorem, namely that the optimal control is
still piecewise constant with values˙M , and that there are no more than n distinct
intervals where the control u is constant. Feldbaum was therefore undoubtedly one
of the pioneers in the field of optimal control where the domain of the controls is a
closed set.
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Fig. 19 Lerner’s solution to problem (3.39) with an additional inequality constraint on the
trajectory

Around the same time, Lerner, also in Russia, considered putting a constraint on
the phase coordinates, restricting them to be in a closed set [35, 36]. He considered
the same problem as Feldbaum (3.40), but now also with the additional constraint
a1 � y � a2. Figure 19 shows the solution in that case from his publication [36].
Note that the trajectory constraint is sometimes active, and sometimes not, whereas
the control is always on the boundary, i.e., its constraint is always active.

3.4 Invention of the Maximum Principle

This fact appears in many cases as a general principle, which we call the maximum principle
(translated from Boltyanski et al. [9], see Fig. 22 for the original)

It was in this context that Pontryagin started to work with his students Boltyanski
and Gamkrelidze on optimal control.9 Pontryagin was known worldwide at the time
for his work on homotopic topology, even though he had become blind after an
accident involving an explosion at the age of twelve. However, around the 1950s,
his results in homotopic topology started to be surpassed by the achievements of
the French school around Leray, Serre and Cartan [8], and Pontryagin decided to
leave this area of research and focus on the very different area of optimal control.
This was in part due to his friendship with A. Andronov, with whom Pontryagin
had worked on rough systems, but also because the university administration and
the communist party organization encouraged more applied research. Together with
his students, Pontryagin started an active research seminar to which engineers were

9For more details on the historical context for this development, see Plail [46] and also [45].
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also invited, and where the talks always had to have an applied side. Feldbaum also
spoke several times at this seminar about his research on optimal control problems.
In 1955, Pontryagin’s group met Colonel Dobrohotov from the military academy
of the Russian air force, and this contact led them to the important problem of
guiding a flying object in minimal time in air combat. Even though the problems
were not formulated as such, Pontryagin and his group realized immediately that
the framework of optimal control was mathematically the correct one.

In their first publication in 1956, see [9], Pontryagin, Boltyanski and Gamkre-
lidze present the ideas which led them to formulate the maximum principle. There
is only one reference in this paper, to Feldbaum’s paper from 1955 [24], and the
authors refer to the references given there. The problem they consider is to control
in a time optimal way the system governed by the equations

dy

dt
D g.y;u/; y.0/ D y0; y.T / D yT ; (3.41)

which describe the trajectory y W R ! R
m of the object for a given set of control

functions u W R ! R
n�m. The precise problem formulation is to find among all

admissible controls u.t/ the one that leads to the shortest travel time, i.e. T D T .u/
should be minimized. The authors say right at the beginning that the controls often
have to satisfy further constraints, for example juj j � 1. They therefore introduce an
open set � where the controls live, and also its closure N�, and carefully distinguish
these two cases for the control. They start with the control in the open set �, where
one could easily derive optimality conditions using Lagrange multipliers. However,
since the group of Pontryagin had their roots in a different field from variational
calculus, they derive the optimality conditions with their bare hands: they assume
existence of an optimal control u, and derive a necessary optimality condition by
considering a variation of the control u.t/ C ıu.t/ and the associated variation in
the trajectory y.t/C ıy.t/. Inserting these variations into the equations of motion
(3.41), we obtain

dy

dt
C dıy

dt
D g.y C ıy;uC ıu/ D g.y;u/CGyıy CGuıu;

and therefore the variation in the trajectory satisfies the linear inhomogeneous
system of ordinary differential equations

dıy

dt
D Gyıy CGuıu; (3.42)

where Guıu plays the role of the forcing term. Now the initial condition for the
motion is fixed, and therefore the initial variation ıy.0/ must vanish. Using the
technique of variation of constants, we can solve the system (3.42) as follows: if we
denote by the matrix Y.t/ the solution of the linear homogeneous system

PY D GyY; Y.0/ D I (I the identity);
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Fig. 20 Geometric idea of Pontryagin, leading to the adjoint equation without knowing about
Lagrange multipliers (see text for a translation)

the general solution of the homogeneous part of (3.42) is given by Y c for an
arbitrary constant vector c. Now varying the constant by setting z WD Y c.t/, we get

Pz D PY c C Y Pc D GyzC Y Pc:

By letting z D ıy and comparing with (3.42), we get Y Pc D Guıu, and hence
c D c0 C

R t
0
Y �1.�/Guıu.�/d� . The solution of (3.42) is thus given by ıy D Y c,

and with the zero initial condition, we obtain

ıy.t/ D Y.t/
Z t

0

Y �1.�/Guıu.�/d�: (3.43)

Now the end point is fixed as well, y.T / D yT , but the time at which the solution
trajectory passes through this endpoint is not. Pontryagin argues as shown in Fig. 20,
which translated to English says (we use in the translation the symbols and equation
numbers used in our presentation, instead of the original ones):

Because of the linearity of system (3.42), the points y.T /Cıy.T /which correspond to any
sufficiently small perturbation ıu fill the whole range of some linear mapping P 0, which
passes through y.T /. From the optimality of the trajectory y.t /, it is easy to see that the
dimension of the range of P 0 does not exceed m � 1, and P 0, in general, does not touch
the trajectory y.t /. Let P.T / be some m � 1 dimensional surface which contains P 0 and
does not touch the trajectory y.t /. Let the covariant coordinates of this m� 1 dimensional
surface P.T / be a1; a2; : : : ; am. Then aT ıy.T / D 0.

It seems that this insight was obtained by Pontryagin very rapidly over two or
three sleepless nights, see [27, 46].10 To understand his argument, Fig. 21 is useful:

10Personal communication of Plail with Boltyanski, and explanation by Gamkrelidze in his paper
about the discovery of the maximum principle:
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Fig. 21 Explanation of
Pontryagin’s geometric idea

If the trajectory y.t/ is optimal, no variation ıu.t/ is allowed to produce a trajectory
Qy.t/ with Qy.T / beyond y.T /, since otherwise this trajectory could have arrived at
y.T / at a time t < T . Therefore, variations are only allowed to be orthogonal to the
optimal trajectory,11 in a manifold P 0 of dimension at most m � 1, where m D 2

in the two dimensional example in Fig. 21. There must therefore exist a vector a
orthogonal to this manifold, aT ıy.T / D 0. Since we know the solutions for the
variations from (3.43), we can compute

aT ıy.T / D aT Y.T /
Z T

0

Y �1.�/Guıu.�/d� D
Z T

0

 T .�/Guıu.�/d� D 0;
(3.44)

where we defined the vector  .t/ WD Y �T .t/Y T .T /a. This vector is solution to a
differential equation: taking a time derivative of the identity Y �1Y D I , we get

P.Y �1/Y C Y �1 PY D 0 H) P.Y �1/ D �Y �1Gy H) P.Y �T / D �GT
y Y

�T ;

and hence  is the solution of the differential equation

P D �GT
y .y ;u/ ; (3.45)

with final condition  .T / D a. Since the variation ıu is arbitrary in (3.44), the
term under the integral sign must vanish, and Pontryagin and his students obtained
the classical necessary conditions for an interior maximum

11In fact, since the endpoint is fixed as well, no variations are allowed at the endpoint either, but
then Pontryagin could not have obtained the solution (3.43) of the then overdetermined system of
ordinary differential equations (3.42), and thus he decided to first only fix the starting point [27,
p. 442]. This flaw was only later fixed by Boltyanski, see the end of this subsection.
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 T Gu.y;u/ D 0; (3.46)

P D �GT
y .y ;u/ ; (3.47)

Py D g.y ;u/; y.0/ D y0; y.T / D yT ; (3.48)

which is just a special case of (3.27–3.29),12 with playing the role of the Lagrange
multiplier �, and with an objective function f that depends neither on y nor on u.
Pontryagin, however, did not know of the relation between this and the Lagrangian
at the time of publication; according to Boltyanski [8], they only learned about this
several months later when reading the Russian translation of Bliss’ monograph [5]
from 1946.

Next, the authors note that the functions  can be multiplied by a convenient
constant in order to obtain  T g.y;u/jtD0 > 0 without causing any changes to
the necessary conditions for optimality (3.46–3.48), since this quantity is conserved
along optimal trajectories, see (3.32). This then implies  T g.y;u/ > 0 for all t .
Now if the control u is only allowed to vary in the closed set N�, the authors explain
that the first condition (3.46) needs to be replaced by

 T Gu.y ;u/ıu � 0 (3.49)

for all admissible variations u C ıu that remain in N�. With this modification, the
optimal control may now also be on the boundary. This remark could have led them
directly to the KKT system (3.16).

The second result in [9] is a sufficient condition for optimality, obtained
according to [8] by Gamkrelidze, and again only for points in the interior of the
control domain. The result is based on second variations of the function Tg.y ;u/,
whose first derivative with respect to u was in the necessary condition for optimality
in (3.46). With the change in sign such that  Tg.y ;u/ > 0, Gamkrelidze showed
that if, in addition to (3.46–3.48), the Hessian of  Tg.y ;u/ with respect to u is
negative definite at t D 0, then the control u.t/ and associated trajectory y.t/ are
optimal in a neighborhood of t D 0. This sufficient condition was not a new result
either, as it is a particular case of the sufficient condition of the Legendre type [5,
Chap. IX], which the authors did not know at that time. They then however note that
if the Hessian is indefinite, then there is no optimal control in the interior of �, so
any optimal control inside the closed set N� of admissible controls must occur on the
boundary.

12To solve the time optimal control problem correctly using Lagrange multipliers, we need to
introduce the time variable as a state variable, y0.t/ WD t , which implies Py0 D 1, y0.0/ D 0. The
correct Lagrangian then becomes L.y;�; u/ D y0.T /C

R T
0 �

T . Py�g.y; u//dt, where all vectors
are now one element longer. Computing the variational derivative with respect to y , we obtain now
in addition to the earlier equations P�0 D 0 and z0.T /C�0.T /z0.T / D 0 for arbitrary variation z0,
which implies �0.T / D �1 and hence �0.t/ D �1 to complete the time optimality system with
y0.t/ WD t .
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The authors then conclude, based on the necessary conditions (3.46–3.48) and
the fact that the Hessian of  T g.y;u/ with respect to u must be negative definite
for optimality, that the Hamiltonian H.y;u; / WD  Tg.y;u/ must attain a local
maximum in u.t/ for fixed y.t/ and .t/ satisfying (3.46–3.48): under the condition
that the variations ıu are admissible and small enough, the inequality

 Tg.y ;u/ �  Tg.y ;uC ıu/ (3.50)

must hold for all time whenever (3.46–3.48) are satisfied and the Hessian is negative
definite.

This was the historical moment of the invention of the maximum principle.
The Hamiltonian could also be used to define the important differential equations
involved, see Fig. 22 for the original paragraph in Russian, which translates as (we
use again the notation from our text in the translation):

This fact appears in many cases as a general principle, which we call the maximum principle
(we have only proved this principle so far for several special cases): Let H.y; u/ D
 T g.y; u/ have, for arbitrary but fixed y ,  a maximum as u varies within the closed
set N�. We denote this maximum by M.y; /. If the 2m-dimensional vector .y; / is a
solution of the Hamiltonian system

Py D g.y ; u/ D r H;P D �GT
y  D �ryH;

and a piecewise continuous vector u.t / satisfies for each point in time

H.y.t /; .t /; u.t // D M.y.t /; .t // > 0;

then u.t / is the optimal control and y.t / the corresponding (locally) optimal trajectory of
system (3.41).

Fig. 22 The historical moment when the maximum principle was invented
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This first publication only gave a criterion for the solution of the time optimal
control problem, and it was formulated as a sufficient condition. Pontryagin also
hoped that the criterion would give the global optimal control, and put the word
“locally” in parentheses [8], see also Fig. 22. The maximum principle allowed the
authors to immediately solve the Bushaw–Feldbaum problem we have seen earlier,

Ry D u; juj � 1;

as follows: we first transform the system to first order

Py1 D y2; Py2 D u;

and the Hamiltonian becomes

H D  1y2 C  2u:

For the auxiliary functions, we obtain the differential equations

P 1 D 0; P 2 D � 1:

These equations can be easily integrated to give  1.t/ D C1 and  2.t/ D C2�C1t ,
where C1 and C2 are constants. To maximize H under the condition that juj � 1,
the control must satisfy

u.t/ D sign. 2.t// D sign.C2 � C1t/;

and is therefore piecewise constant and can change at most once, since  2.t/ is
a linear function of t . We thus obtain precisely the bang–bang solution found by
Feldbaum for this problem, but in a very simple way with the maximum principle.
The maximum principle also worked very well for many similar problems that could
not be solved earlier, which explains the high hopes Pontryagin had for it.

After this first publication, the work was divided by Pontryagin as follows:
Gamkrelidze was asked to generalize the results obtained during the calculation
of examples, and he quickly found the work by Bellman, Glicksberg and Gross [2],
who had established a necessary and sufficient condition for the linear case

Py D Ay C Bu; juj j � 1;

and the time optimal control to get to y D 0. For constant matrices A and B ,
where the eigenvalues of A have negative real parts, the optimal control is uT .t/ D
sign.bT Y.t//, where Y.t/ D X�1.t/B and X solves the matrix equation PX D AX.
Here b is an appropriately chosen vector, and the result holds under a general
position condition, see [2]. Gamkrelidze managed to show that this necessary and
sufficient condition coincides with the maximum principle, and hence for linear
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problems, the maximum principle is indeed a necessary and sufficient condition for
optimality.

Boltyanski was supposed to work out in detail the results in the first paper
[9], and Pontryagin was supposed to find a general justification of the maximum
principle. Boltyanski started working on the first result in [9] and tried to formulate
it differently from the classical analysis textbook style in which the argument was
given, and searched for a geometrical proof. After a more careful study of the
second, sufficient condition in [9], Boltyanski finally arrived, “in a brilliant half
hour” [8], at the conclusion that the maximum principle was only a necessary
condition. He immediately called Pontryagin in his apartment and told him that the
maximum principle was only a necessary condition, but a global one. Pontryagin
was angry when he received the call because it had woken him up from his afternoon
nap, but he called back 5 min later to say that if Boltyanski had really found a proof,
this would be of great interest, so it had to be checked carefully. Gamkrelidze did
the careful checking, and the argument was correct, so Boltyanski asked Pontryagin
if he could publish the results [8]:

It was proposed to publish it, as a joint paper of four authors. I refused point-blank. Then it
was proposed (i) to name that theorem Pontryagin’s maximum principle, and (ii) to add at
the end of my paper a paragraph dictated by Pontryagin that pointed out his role in creation
of the principle. Pontryagin was the head of the laboratory in the Steklov Mathematical
Institute, and at that time could insist on his interests. I had to agree. After that, my paper
was presented to Doklady AN SSSR [7].

Boltyanski indeed named the maximum principle after Pontryagin in the single
authored paper [7]:

The maximum principle suggested by Pontryagin as a hypothesis. . .

and we also show in Fig. 23 the final paragraph dictated by Pontryagin to Boltyanski
from the end of the same paper. The literal translation of this paragraph is:

I got the results which are published in this paper working in the Pontryagin seminar
on the theory of oscillations and automatic regulation. Pontryagin pointed out to me one
simplification in the proof of the maximum principle, and because of that my proof became
applicable to arbitrary topological spaces U (the first variant of the proof contained an
unnecessary, actually nowhere used, construction that forced the restriction on the case,
when U is a closed domain in a vector space with piecewise-smooth boundary and convex
inner corners in breaking points).

As we have seen already in footnote 11, the initial argument of Pontryagin, which
allowed the end point to vary in a lower dimensional manifold, was not quite correct.
To remove this flaw, Boltyanski resorted in [7] to the tool of needle variations,
which already appeared in McShane in 1939 [40]; however, Boltyanski insists that
he was unaware of McShane’s work at the time and came up with the technique
independently [11]. We show in Fig. 24 the hand drawing of Boltyanski from [8].
One can clearly see that a cone appears, instead of the variations orthogonal to the
trajectory, and the role of the manifold is now played by � at the tip of the cone.
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Fig. 23 The last paragraph Boltyanski had to add in his single authored paper, dictated by
Pontryagin (see translation in the text)

Fig. 24 Original drawing by Boltyanski removing the initial flaw of variations at the endpoint in
the proof of the maximum principle

The complete original proof also relies on techniques from topology, the field of
origin of the group. It is quite long and technical; details can be found in the
historical book by the four authors from 1962 [48], which was quickly translated
into many languages and made Pontryagin and the Russian school of optimal control
famous with their maximum principle. However, from Boltyanski’s point of view, it
was he who formulated and proved the maximum principle correctly. Pontryagin’s
insistence on publishing the result as a joint paper led to a period of deep bitterness
for Boltyanski, during which he could not even do mathematics any more, as he tells
in [8].

3.5 General Formulation of the Maximum Principle

The times t0 and t1, in this statement of the problem, are not fixed. We only require that the
object should be in state x0 at the initial time, and at state x1 at the final time, and that the
functional should achieve a minimum [48].
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Pontryagin and his students then generalized the problem of minimizing travel
time to one of minimizing an arbitrary function [10]. The model for the technical
object is again the system of ordinary differential equations

dy

dt
D g.y ;u/; y.t0/ D y0 (3.51)

for the trajectory y W R ! R
m of the object, depending on the control functions

u W R! R
n�m. These controls are supposed to be chosen such that when the object

arrives at time t1 at a given location y.t1/ D y1, the general functional

J WD
Z t1

t0

g0.y.t/;u.t//dt (3.52)

is minimized. Here the scalar function g0 W Rm � R
n�m ! R was on purpose

denoted by the index zero, since a first step was then to define an additional ordinary
differential equation

dy0
dt
D g0.y;u/; y0.t0/ D 0:

Appending this equation to the system of ordinary differential equations for the
technical object as the zeroth coordinate, Qy WD .y0; y1; : : : ; ym/, and similarly Qg WD
.g0; g1; : : : ; gm/, the new system of ordinary differential equations

d Qy
dt
D Qg. Qy;u/; Qy.t0/ D .0;y0/ (3.53)

encodes, in addition to the trajectory, also the current value of the objective function
in its zeroth component:

y0.t/ D
Z t

t0

g0.y.t/;u.t//dt:

The authors now give a geometric interpretation of the optimal control problem
in this higher dimensional space: given an initial point y0 and a target y1 in R

m,
as shown in Fig. 25, among all the trajectories solution of (3.53) and ending at y1

(dashed line examples in Fig. 25), find the one that crosses the vertical line in the
y0 direction above with the lowest coordinate value y0.t1/ possible (see solid line in
Fig. 25). Next, they explain several properties of this optimal control problem: first,
the problem is time invariant, since the right hand side of the state equation and the
objective function do not depend on time. One can therefore do translations in time
without changing the problem, see Fig. 26 from their book [48]. Because of this, one
can also consider several points in phase space, and search for controls separately to
move from one to the next sequentially, and then concatenate the controls in order
to get a single control to go from the first to the last point in phase space. Doing this,
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Fig. 25 Interpretation of the optimal control problem in the higher dimensional space including
the objective function coordinate y0

Fig. 26 Graph to illustrate time translation invariance from [48]

Fig. 27 Graph to illustrate that the optimal controls are piecewise continuous, from [48]

one just has to sum the local objective function values to obtain the global value of
the objective function. Concatenating the controls this way, however, is not possible
in the space of continuous controls in general, and therefore one must expect the
optimal control to be piecewise continuous only, as illustrated in Fig. 27 from [48].
Finally, in preparation of their proof, they argue that the optimal trajectory must also
be locally optimal: if it were not optimal on a sub-interval, then one could simply
replace the control there by a better one, and since the objective functions are just
summed, the global objective function would decrease, see Fig. 28 from [48] for an
illustration of this.
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Fig. 28 Graph to illustrate
that the solution must be
locally optimal, from [48]

For the formal statement of the maximum principle, the authors introduce as
before the adjoint system (but now without explanation)

d Q i
dt
D �

mX
jD0

@gj .y ;u/

@yi
Q j ; i D 0; 1; : : : ; m (3.54)

and the Hamiltonian

H. Q ; Qy;u/ WD Q T Qg.y ;u/; (3.55)

but now the maximum principle is no longer stated as a sufficient condition: a
necessary condition for the control u and associated trajectory y to be optimal is
that there exist  such that the Hamiltonian system

dyi
dt
D @H

@ Q i
; i D 0; 1; : : : ; m (3.56)

d Q i
dt
D �@H

@yi
; i D 0; 1; : : : ; m (3.57)

holds and that for each admissible control v the inequality

H. Q ; Qy ; v/ � H. Q ; Qy;u/ (3.58)

be satisfied, i.e. the optimal control u is the value of v maximizing the Hamiltonian.
Suppose now that the optimum is in the interior of the domain. Then the

inequality (3.58) implies that we are at a stationary point, i.e. the derivative with
respect to u must vanish,

Q T QGu.y;u/ D 0 ”  0rug0.y;u/CGT
u .y ;u/ D 0:
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Since the Hamiltonian does not depend on y0,  0 is just a constant,  0 D �1
and we find naturally the condition (3.27) from the Lagrange multiplier approach.13

So the maximum principle stating that the Hamiltonian has to be maximized is
equivalent to stating explicitly that the Lagrangian has to be minimized, and not
just at a stationary point, and the reason why it is a maximum for the Hamiltonian
and a minimum for the Lagrangian comes just from the sign change in the definition
of the Hamiltonian (3.30).

3.6 Example of an ODE Control Problem

We illustrate the use of Pontryagin’s maximum principle on the following example.
Suppose we have a system with a state variable y D y.t/ 2 R and a control variable
u D u.t/ 2 R governed by

Py D u; y.0/ D 0;

subject to the box constraints ju.t/j � 1 for all t . We would like to find the control
u.t/ such that y.1/ D 1

2
and which minimizes the cost

J.y; u/ D 1

2

Z 1

0

y2 dt:

Without the constraint on the control, the optimality system (3.27–3.29) leads to
Py D u, P D y, 0 D 1 �  and thus  D 0, y D 0 and u D 0. Since we must
however have y.1/ D 1

2
, one can force the solution in the last moment with a very

large control to this value, and make the integral
R
y2dt arbitrarily small. With the

constraint on the control, the best one can do is use u D 1, and we need to use this
control over the second half of the interval to get Py D 1, in order to reach y.1/ D 1

2
,

which is the optimal solution, see Fig. 29.
Lets now see how Pontryagin’s maximum principle guides us to this solution: it

says that if u.t/ is the optimal control, then for every t 2 .0; 1/, we have

H.y.t/; u.t/;  .t// D max
j�j	1

H.y.t/; �;  .t//;

where y.t/ and  .t/ are the state and adjoint state of the optimal trajectory at time
t , andH is the Hamiltonian

H.y; u;  / D  u � 1
2
y2:

13See also Footnote 12.
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Fig. 29 Solution of the simple optimal control problem

Thus, by inspection, we have

u.t/ D
(

1; if  .t/ > 0,

�1 if  .t/ < 0:

If  .t/ D 0, then we get no information from the maximum principle. We now
deduce the optimal control and trajectory based on these properties.

1. We know that y.1/ D 1
2
, so by the adjoint equation P D y, we see that  has a

positive slope in a neighborhood of t D 1, so it cannot vanish identically there.
So if we assume that  .1/ � 0, then  .t/ < 0 in some interval t 2 .t1; 1/ with
t1 D 1 � ı, ı > 0, so u.t/ D �1 there. This yields

y.t/ D y.1/ �
Z 1

t

Py.�/d� D y.1/C 1 � t D 3

2
� t: (3.59)

Thus, y.t/ � 1
2

for all t 2 .t1; 1/, so  .t/ is a strictly increasing function with
 .1/ � 0, implying that  .t/ < 0 for all t 2 .t1; 1/. In particular,  .t1/ < 0,
so continuing this argument now over the interval .t1 � ı; t1/, etc. shows that
(3.59) in fact holds for the whole interval .0; 1/. This implies y.0/ D 3

2
, which

contradicts the initial condition y.0/ D 0. Hence  .1/ cannot be negative (or
zero).

2. Suppose now that  .1/ D  1 > 0. Then there exists a neighborhood around
t D 1 in which  .t/ > 0. Let t� 2 Œ0; 1/ be the smallest t such that  .t/ > 0

whenever t > t�. Then by the continuity of  , we have  .t�/ D 0. Moreover,
u D 1 on .t�; 1/, which implies

y.t/ D y.1/ �
Z 1

t

u.�/d� D y.1/ � 1C t D t � 1
2

(3.60)

whenever t 2 .t�; 1�.
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3. We show that y.t�/ D 0 by excluding both y.t�/ > 0 and y.t�/ < 0. If
y.t�/ > 0, then  .t� � ı/ < 0 for ı > 0 small enough, so u D �1 on
the interval .t� � ı; t�/. This means y.t� � ı/ > y.t�/ > 0; continuing this
argument backwards in time, we obtain y.0/ > y.t�/ > 0, a contradiction. On
the other hand, if we assume that y.t�/ < 0, then P .t�/ < 0 and  .t�/ D 0

together implies that  .t� C ı/ < 0 for ı > 0 small enough, which contradicts
the definition of t�. Thus, y.t�/ D 0. Since (3.60) is satisfied for all t 2 .t�; 1�,
we deduce that t� D 1

2
.

4. The optimal trajectory and control are now determined for the interval Œ 1
2
; 1�.

Since
R 1
1=2 y

2 dt is now fixed, we are left with the minimization problem

Z 1=2

0

y2 dt! min s.t. y.0/ D y.1
2
/ D 0;

where Py D u and ju.t/j � 1. The optimal solution is obviously

y.t/ � 0; u.t/ � 0 8t 2 .0; 1
2
/:

Note that the adjoint state must also vanish, since u would not be allowed to take
on values different from˙1 otherwise.

We thus obtain the same solution from Fig. 29. Note that unlike problems with a
pure bang–bang solution, our optimal control contains both an interior part (u D 0

on t 2 .0; 1
2
/) and a boundary part (u D 1 on t 2 . 1

2
; 1/). We also see that in

this case, the maximum principle is useful in the sense that it guides us towards the
optimal solution bit by bit, but it does not provide an algorithm for computing the
optimal control directly.

3.7 Caratheodory

Auf den folgenden Seiten soll auf das allgemeine Problem der Variationsrechnung in
einem .n C 1/-dimensionalen Raum mit p gewöhnlichen Differentialgleichungen als
Nebenbedingungen die Methode der geodätischen Äquidistanten angewandt werden14 [16]

Constantin Carthéodory had already worked in his Ph.D. thesis on discontinuous
solutions in the calculus of variations [15], and became one of the eminent
researchers in this field. In a paper published in 1926, see also the quote above,
he set out to solve precisely the same type of problem we have seen before, but 30
years earlier. He studied the minimization problem

I WD
Z t2

t1

L.t;x; Px/dt �! min

14On the following pages we will solve the general problem of variational calculus in an .nC1/
dimensional space with p ordinary differential equations as constraints, using the method of
geodesic equal distances.
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under the constraints given by implicit differential equations

G .t;x; Px/ D 0; (3.61)

where L W R � R
n � R

n ! R, and G W R � R
n � R

n ! R
p . Using geodesic

arguments, he was led to define the scalar quantity

M.t;x; Px;�/ WD L.t;x; Px/C �TG .t;x; Px/;

for some parameter functions �. He then applied the Legendre transform to M ,
which led him to the Hamiltonian

H.t;x;y/ WD �M.t;x;';�/C yT':

Here, ' represents the right hand side when the implicit differential equation (3.61)
is solved to obtain an explicit form Pxi D 'i.t;x/, and � D �, which gives

H.t;x;y/ D �L.t;x;'/� �TG .t;x;'/C yT':

Now along a solution satisfying the constraint, we have G .t;x;'/ D 0, and
Carathéodory obtains as the main result,15 as we have seen earlier, that the solution
candidates must satisfy the differential equations

Px D ryH; Py D �rxH; (3.62)

which he says play such a prominent role in mechanics, see also the original formu-
las in Fig. 30. In contrast to Pontryagin later, he does however only consider local
optima in open sets. For more explanations on the derivation of the Hamiltonian
formulation of Carathéodory, see [44], and also the very interesting description of
the history of the maximum principle and optimal control in [46], see also [43, 45].

Fig. 30 Formulation of necessary conditions using the Hamiltonian for optimal control problems
already found in the work by Carathéodory from 1926

15Das Hauptresultat besteht darin, dass unsere Gefällkurven mit den Cauchyschen Charakteristiken
zusammenfallen und Lösungen der kanonischen Differentialgleichungen (3.62) sind, die in der
Mechanik eine so bedeutende Rolle spielen.
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4 PDE Constrained Optimization

We have seen in the previous section how the desire to optimize the trajectory
of a system governed by ODEs gave birth to the field of optimal control. In
many applications, however, the system is not governed by ODEs, but by partial
differential equations (PDEs), and the desire to optimize certain outputs leads to
PDE constrained optimization problems. This field is nowadays an active research
area, as attested by the many conferences and papers in recent years. Here we
mention only three sample applications; other applications abound and new ones
arise every day, so it is impossible to mention them all.

• Oil reservoir management: the flow of fluids in an oil field satisfies a system
nonlinear PDEs that models the conservation of chemical species transported
by different fluid phases. Here, the only interaction with the subsurface oil field
is through wells, either by injecting fluid (water or gas) into the ground or by
controlling how much fluid (typically a mixture of oil, water and gas) can come
out of it. Thus, the goal could be, for instance, to optimize the oil output over
the lifetime of the reservoir by optimizing over the control variables, such as
the injection rate of water or gas at an injection well, or the fluid pressure
or production rate at the production wells. Here the control variables can be
functions of time, just like in the ODE case.

• Shape and topology optimization: consider the design of an airfoil. Depending
on the purpose of the airfoil, one can maximize the lift, minimize the drag, or
minimize the vortices created by the airfoil when air flows around it. Thus, the
objective function depends on the solution of the PDE governing the flow of air
around the airfoil, e.g., a Laplace-type potential flow equation, or the full Navier–
Stokes equation. Here, the control variable is the “shape” of the airfoil, i.e., the
function that defines the boundary of the domain, and the PDE constraint is the
Laplace or Navier–Stokes equation.

• Inverse problems: consider an underground rock formation, of which we would
like to understand its internal composition (types of rock, existence of layers and
faults, etc.) One way of obtaining information without drilling is to send seismic
or electromagnetic waves into the ground and install detectors on the surface to
measure the reflected waves. If the rock parameters were known ahead of time,
then the reflected waves can by calculated by solving a PDE (elasticity or wave
equation). However, since our goal is precisely to estimate these parameters, we
must solve an optimization problem by choosing the parameters that minimize the
discrepancy between the predicted and measured waves, subject to the constraint
that the waves satisfy a PDE.
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4.1 Early Work

The discovery of Pontryagin’s maximum principle and its ability to explain bang–
bang type solutions generated great interest in the optimal control community. In
particular, starting from the 1960s, there was a push to generalize both results
to systems described by PDE rather than ODE constraints. The earliest reference
appears to be a series of papers by Egorov [18, 19] starting in 1962, which contains
a detailed study of the minimal time problem for the parabolic control problem of
the type

@y

@t
C AyC b.u/y D f C u on � � .0; T /;

y D 0 on @� � .0; T /,
(4.1)

with initial condition y.t0I u/ D y0 and target y.t1I u/ D yT , but the arguments
therein are rather opaque.16

Stateside, a proof of the bang–bang property when b D 0 and u is restricted to
the set

Uad D fu W ju.t/j � 1 a.e.g

was given in 1964 by Fattorini [21], who wrote his Ph.D. thesis on the topic under
the supervision of P. D. Lax. The proof proceeds in two steps. First, Fattorini writes
y.� I u/ in terms of the Green’s function

y.� I u/ D G.�/y0 C
Z �

0

G.� � �/u.�/ d�:

Using this representation, he shows that if ju.t/j � 1 � � for some � > 0 almost
everywhere in the interval .0; �/, then one can produce another control v.t/ such
that jv.t/j � 1 and y.sI v/ D yT with s < � , so that � is not the optimal time.
He then shows that even in the case where ju.t/j � 1 � � only on a subset e �
.0; �/ of positive measure, u cannot optimal. To show this, let e be the subset in
which ju.t/j � 1 � �. Then using semi-group theory, Fattorini shows that there
exists a control Ng.t/ with bounded values and support in e such that y.� I Ng/ D
y.� I u/ D yT . By taking a weighted average of u and Ng, one obtains a new control
v D .1 � �/u C � Ng that satisfies jv.t/j � 1 � O� everywhere for some O� > 0, but
without changing the target yT , since y.�; v/ D .1 � �/y.� I u/ C �y.� I Ng/ D yT .
Thus, by the previous argument, � is not the shortest time necessary to arrive at yT ,

16According to J.-L. Lions: “Le travail de Yu. V. Egorov contient une étude détaillée de ce
problème, mais nous n’avons pas pu comprendre tous les points des démonstrations de cet auteur,
les résultats étant très probablement tous corrects.”
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so u is not time-optimal. This proof does not use any variant of the Pontryagin’s
maximum principle, so none was formulated in the paper.

Proofs of the bang–bang property for other systems, notably boundary control
problems, appeared subsequently, see for instance Friedman [26]. However, it was
a research monograph of Jacques-Louis Lions that launched the systematic study of
optimal control under PDE constraints and shaped the field as we know it today.

4.2 Lions

A new adventure began for Lions in the early 1960s, when he met (in spirit) another of
his intellectual mentors, John von Neumann. By then, using computers built from his early
designs, von Neumann was developing numerical methods for the solution of PDEs from
fluid mechanics and meteorology. At a time when the French mathematical school was
almost exclusively engaged in the development of the Bourbaki program, Lions — virtually
alone in France — dreamed of an important future for mathematics in these new directions;
he threw himself into this new work, while still continuing to produce high-level theoretical
work on PDEs. (R. M. Temam, Obituary of Jacques-Louis Lions (SIAM News, July 10,
2001)

Jacques-Louis Lions (1928–2001) was one of the most influential figures of
his time in applied mathematics in France and throughout the world. Under the
influence of his Ph.D. supervisor, the Fields medalist L. Schwartz, Lions’ early work
was of a theoretical nature, emphasizing the use of distributions and appropriate
function spaces in the study and solution of PDEs. During his time as scientific
director at IRIA,17 he discovered “systems theory”, which subsequently became a
new component of his research in the form of control theory. Given his expertise
in PDEs and variational formulations, it is no surprise that his theory of PDE
constrained optimization is heavily based on function (especially Sobolev) spaces
and variational arguments.

Lions’ first contribution in PDE constrained optimization was a research mono-
graph entitled “Contrôle optimal de systèmes gouvernés par des équations aux
dérivées partielles” [37]. It was published in 1968 and became the standard reference
of the subject. In this volume, Lions developed his theory systematically by first
considering the control of elliptic problems, and then moving on to time-dependent
problems of the parabolic and hyperbolic types. The stated goals of the volume,
which appear in the introduction, are as follows:

1. to obtain necessary (and maybe also sufficient) conditions for local extrema of
the PDE constrained optimization problems;

2. to study the structure and properties of equations expressing such conditions;
3. to obtain constructive algorithms that can be used to calculate the optimal

controls numerically.

17Institut de Recherche en Informatique et Automatique, the precursor of the modern INRIA.
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This last point was particularly groundbreaking at a time when PDE research
was mostly theoretical, see the quote above. It is especially fitting that variational
formulations and Hilbert spaces play a fundamental role in the monograph, giving
its results a natural algorithmic realization in the form of finite element methods,
cf. [28].

To illustrate his approach, let us consider the problem of minimizing the cost
functional

J.u/ D kCy.u/� zdk2H C .Nu; u/U :

Here, the desired state zd belongs to a Hilbert space H , where as the state variable
y D y.u/ belongs to a possibly different Hilbert space V . The state variable y.u/
depends on the control variable u via the PDE

Ay D f C Bu; (4.2)

whereA W V ! V 0 is generally taken to be a differential operator. The minimization
is done over all controls u lying in the admissible set Uad, a closed convex subset
of a Hilbert space U . The quadratic form .Nu; u/U , with N self-adjoint and semi-
positive definite, penalizes large control variables u. From the definition of J.u/, we
see that for all v 2 Uad, we have

J.v/ D .Cy.v/ � zd ;Cy.v/� zd /H C .Nv; v/U

D kCy.u/� zdk2H C 2.Cy.u/� zd ; C.y.v/ � y.u///H C kC.y.v/ � y.u//k2H
C .Nu; u/U C 2.Nu; v � u/U C .N.v� u/; v � u/U

D J.u/C 2.Cy.u/� zd ; C.y.v/� y.u///H C 2.Nu; v � u/U

C kC.y.v/ � y.u//kH C .N.v � u/; v � u/U :

Now since u is the minimizer, we must have J.v/ � J.u/ � 0, so that

2.Cy.u/� zd ; C.y.v/� y.u///H C 2.Nu; v � u/U

C kC.y.v/ � y.u//k2H C .N.v � u/; v � u/U � 0;

which must hold for all v 2 Uad. So if kv � uk D O.�/ and we let � tend to zero,
the two quadratic terms become negligible, so we obtain after division by 2 the
optimality condition

.Cy.u/� zd ; C.y.v/ � y.u///H C .Nu; v � u/U � 0 8v 2 Uad; (4.3)

which is analogous to (3.16) in the KKT conditions. The inequality (4.3) can be
rewritten as
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.C �ƒ.Cy.u/� zd /; y.v/� y.u//V C .Nu; v � u/U � 0 8v 2 Uad; (4.4)

where ƒ W H ! H 0 is the canonical isomorphism from H to its dual space H 0.
Lions then defines the adjoint state p.v/ 2 V implicitly via

A�p.v/ D C �ƒ.Cy.v/� zd /; (4.5)

where A� W V ! V 0 is the adjoint of A. Then substituting (4.5) into (4.4) yields

.C �ƒ.Cy.u/� zd /; y.v/ � y.u//V C .Nu; v � u/U

D .A�p.u/; y.v/� y.u//V C .Nu; v � u/U

D .p.u/; A.y.v/� y.u//V C .Nu; v � u/U

D .p.u/; B.v � u//V C .Nu; v � u/U

D .ƒ�1
U B

�p.u/C Nu; v � u/U � 0 8v 2 Uad; (4.6)

where B� W V ! U 0 is the adjoint of B , ƒU W U ! U 0 is the canonical
isomorphism from U to U 0, and we have used the fact that

A.y.v/� y.u// D f C Bv � .f C Bu/ D B.v � u/:

In other words, the definition of p.v/ in (4.5) can be seen as an intelligent guess that
allows one to eliminate the state y.u/ from the optimality condition (4.4), similar to
the way we chose the Lagrange multiplier � in Sect. 3.1 to eliminate the state y in
the finite-dimensional case. Inequality (4.6) can be reformulated as

.ƒ�1
U B

�p.u/C Nu; u/U D inf
v2Uad

.ƒ�1
U B

�p.u/C Nu; v/U ;

which then looks like an elliptic analogue of Pontryagin’s maximum principle.18

The advantage of the abstract Hilbert space approach is that the results are
immediately applicable to many different types of control problems. For instance,
consider a problem in which the control function is Neumann data on part of the
boundary �0 � � D @�, and we want the Dirichlet trace on another part of the
boundary �1 � @�, �0 \ �1 D ; to be as close as possible to some desired trace
zd . Then the analogue of (4.6) in the boundary control case states that the optimal
control u 2 Uad � L2.�/ must satisfy

Z

�

p.u/.v � u/ d� � 0 8v 2 Uad: (4.7)

18“La formulation (1.31) peut être considérée comme un analogue du «principe du maximum
de Pontryagin», pour lequel nous référons [. . . ] à PONTRYAGIN-BOLTYANSKI-GAMKRELIDZE-
MISCHENKO” [37].
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If the set of admissible controls is defined by pointwise box constraints, e.g., if

Uad D fv W Supp.v/ � �0 and jv.x/j � 1 a.e. on �0g;

then a standard argument allows one to convert the variational inequality (4.7) into
a pointwise one of the form

p.xI u/.� � u.x// � 0 8� 2 Œ�1; 1�: (4.8)

Under some smoothness assumptions on the domain boundary� and the coefficients
of the elliptic PDE, Lions shows that the optimal control u 2 Uad satisfies either
p.xI u/ � 0, in which case y.u/j�1 D zd , or p.xI u/ ¤ 0 almost everywhere. Then
(4.8) implies

p.xI u/ > 0 H) u.x/ D �1;
p.xI u/ < 0 H) u.x/ D 1:

Thus, we have a bang–bang property in the elliptic case, a result which, to Lions’
knowledge, had not been published at the time.

4.3 Derivation by Lagrange Multipliers

It was never explicitly mentioned what motivated Lions to define the adjoint state
p via (4.5). One possibility is that he was influenced by the work of Pontryagin;
another reason could simply be that he wanted to eliminate the state variables y.u/
and y.v/ algebraically, just as we did in Sect. 3.1. Here, we show that the same
variable p can be obtained using a formal Lagrange multiplier argument. Let the
Lagrangian be defined by

L.y; u; p/ D 1

2
kCy � zdk2H C

1

2
.Nu; u/U � .Ay � f � Bu; p/V ;

where p 2 V now acts as the Lagrange multiplier. Next, we take the variational
derivative with respect to y, i.e., we calculate

d

d�
L.y C �z; u; p/j�D0 D .Cz;Cy � zd /H � .Az; p/V

ŠD 0

for all z 2 V . We thus have

.Cz;Cy � zd /H � .Az; p/V D .z; C �ƒ.Cy � zd //V � .z; A�p/V D 0;
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which implies A�p D C �ƒ.Cy � zd /. So the adjoint state is nothing but the
Lagrange multiplier for the constrained problem! We check that this formulation
gives the same optimality condition for u: we want u to be a minimizer of L.y; u; p/,
i.e., for all v 2 Uad, we have

0 � L.y; v; p/�L.y; u; p/D.B.v � u/; p/VC.Nu; v � u/U C 1

2
.N.v� u/; v � u/U

D .v � u; ƒ�1
U B

�p C Nu/U C 1

2
.N.v � u/; v� u/U :

In particular, for v D uC �w 2 Uad, we have

�.w;NuCƒ�1
U B

�p/U C �2

2
.Nw;w/U � 0;

so by letting � ! 0, we obtain the same condition as (4.6). One can only
speculate whether Lions had this derivation in mind.19

4.4 Later Developments

Lions’ monograph only signaled the beginning of the rapid development of PDE
constrained optimization as a modern field of research. Fueled by practical needs in
industry and advances in other branches of applied mathematics, the field saw major
progress in terms of both theory and algorithms—this is in addition to the number of
application areas to which PDE constrained optimization is applied. The following
list is by no means exhaustive; the goal is to show a sample of achievements in the
intervening decades.

Theory. Much of the theory in Lions’ monograph, including the existence and
regularity of optimal controls and the maximum principle, has been extended to
more general problems. For instance, Pontryagin’s maximum principle for linear
parabolic problems has been generalized to semilinear parabolic problems by von
Wolfersdorf [52, 53]. It is also possible to include state constraints, i.e., constraints
on the state variables y rather than on the control u. For a comprehensive modern
introduction to the subject, see the recent book by Tröltzsch [50].

Another major theoretical development, related to the existence of optimal
controls, is the theory of controllability, where the goal is to determine whether
it is possible to find a control function that steers an object from any initial state y0
to a given target state yT . An important result, which appeared in [38] in 1988, was

19According to J. Blum, it was R. Glowinski, one of the former students of Lions, who once showed
Lions on the board that the adjoint state can simply be interpreted as a Lagrange multiplier. This
was confirmed by R. Glowinski (personal communication).



Constrained Optimization: From Lagrangian Mechanics to Optimal Control and. . . 199

proved by Lions himself: he introduced what is known as the Hilbert Uniqueness
Method. The method takes a linear time-reversible PDE (such as the wave equation),
an initial state y0 and a target state yT , and constructs a control u (belonging to some
specially chosen Hilbert space H ) that steers y0 to yT , provided that the system is
observable and the time horizon is long enough. For a more recent survey, see the
articles by Zuazua [54, 55].

Algorithms. There has also been significant development on the algorithmic
front: here, the goal is to discretize the infinite-dimensional PDE constrained
problem, e.g. using finite element methods, in order to obtain a finite dimensional
approximation, which can then be solved numerically. In principle, one can
discretize the KKT formulation (3.16)–(3.18) and then use standard optimization
routines, such as line search, trust region and interior point methods to solve the
finite dimensional problem; however, one must be careful to discretize the forward
and adjoint problems consistently to retain optimality in the discrete setting, see
[12]. Using such routines allows one to take advantage of advances in sparse matrix
factorizations and preconditioners that have been developed for general saddle-point
problems, see for instance [3].

Shooting methods, or more precisely multiple shooting methods, were originally
developed for solving two-point boundary value problems [32, 41, 42]. While the
finite element method has become the method of choice for most boundary value
problems (especially of the elliptic type), multiple shooting remained a viable
approach for optimal control problems, since they are able to integrate systems
that are highly unstable and very sensitive to changes in initial/final conditions, see
the Ph.D. thesis by Bock [6]. More recently, multiple shooting has been applied
successfully to problems with PDE constraints, see for example [29,30,49], and the
recent work by Rannacher et al. [17].

With the rapid increase in computing power in the form of multi-core processors
and parallel clusters, there is increasing interest in parallel algorithms for solving
PDE constrained optimization and optimal control problems. Methods such as
domain decomposition and multigrid, which have been developed and analyzed
extensively for discretized PDE problems, are particularly suited for this purpose.
For the use of domain decomposition in parabolic optimal control problems, see
Heinkenschloss [29] and references therein.
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Topology Design of Elastic Structures
for a Contact Model

S.M. Giusti, Jan Sokołowski, and Jan Stebel
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the correct interpretation of the physical phenomena, and its influence in this
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the topological derivative concept for optimum design problems in contact solid
mechanics. A nonlinear contact model governed by a variational inequality is
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1 Introduction

An asymptotic expansion of a given shape functional, when a geometrical domain
is singularly perturbed by the insertion of holes, can be obtained by performing a
topological asymptotic analysis. This analysis is applied in the mathematical model
that represents the physical phenomena under consideration. Asymptotic analysis
of linear and nonlinear models in solid mechanics is considered in details in the
recent monograph [23]. The related results can be also found in [5, 6, 10, 12, 13, 17,
22, 26, 27]. The main result of this analysis is the so-called topological derivative.
This derivative measures the sensitivity of the shape functional when a singularity
is introduced in an arbitrary point of the domain.

Classical shape optimization for contact problems is considered in [28] for the
variational inequalities of the first and the second kind. The shape and material
derivatives are determined in the framework of the conical differentiability of solu-
tions to variational inequalities. Another branch of applied models with unilateral
constraints are the crack models with nonlinear non-penetration conditions on the
crack faces (lips) [19–21]. For such models the elastic energy is differentiated with
respect to the crack length [9]. The stability of solutions to the evolution variational
inequalities is analyzed in [18]. A new class of variational inequalities arises when
a finite interpenetration is allowed in the potential contact region of the body with a
rigid foundation, as proposed in [7].

In this work we present a closed form for the topological derivative when a small
circular disc, with a material different than the surrounding medium, is introduced
in an arbitrary point of the elastic body. We consider the energy shape functional
associated to the frictionless contact problem allowing a finite interpenetration
between an elastic body and a rigid foundation [7].

In order to apply the theoretical results, we present a computational procedure for
topological optimization based on the topological derivative concept. The optimiza-
tion procedure consists in minimizing the structural compliance for a given amount
of material. This constraint in the volume of the optimized structure is introduced
in the formulation of the optimization problem by means of an exact quadratic
scheme. In this procedure, the topological derivative is used as a feasible descent
direction. The robustness of the topological optimization technique presented in
this work is demonstrated by a set of numerical examples, related to the topology
design of elastic structures under this particular nonlinear contact condition. On the
other hand, the formulation of the problem of topology optimization of structures
in unilateral contact, with computational approaches such as SIMP (Solid Isotropic
Microstructure with Penalization) and ESO (Evolutionary Structural Optimization),
can be found in [8, 15, 24, 29].

This paper is organized as follows. Section 2 describes the frictionless contact
model for finite interpenetration in two-dimensional elasticity. The topological
derivative associated to this problem is presented in Sect. 3, where a simple and
analytical formula is given. The compliance topology optimization procedure for
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elastic structures subjected to a volume constraint is outlined in Sect. 4. A set of
numerical experiments is presented in Sect. 5. The paper ends in Sect. 6 with some
concluding remarks.

2 Static Contact Model for Finite Interpenetration

We consider the problem of an elastic body having contact with a rigid foundation.
The domain of the body is denoted by � � R2. The boundary @� of the
body consists of three mutually disjoint parts with positive measures �D , �N
and �C , where different boundary conditions are prescribed. On the boundary
�D we prescribe Dirichlet boundary conditions (displacement), on �N Neumann
boundary conditions (traction) and, finally, on �C the contact condition with the
rigid foundation that admits an interpenetration, see Fig. 1a. For the contact model,
we consider only a normal compliance law of the type

Fig. 1 Contact problem
formulation. (a) Contact
problem. (b) Example of
function p.y/

a

b
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�n.u/ D �p.un � g/ ; (2.1)

where un WD u � n denotes the normal component of the displacement field u, n is
the unit outward normal vector to the boundary @� and g the gap on the potential
contact zone. Moreover, in (2.1), �n.u/ represents the normal component to the
boundary of the stress tensor �.u/, i.e. �n.u/ D �.u/n � n. The Cauchy stress tensor
�.u/ is defined as:

�.u/ WD C".u/ ; (2.2)

where ".u/ is the symmetric part of the gradient of the displacement field u, i.e.

".u/ WD 1

2
.ruC .ru/>/ ; (2.3)

and C denotes the fourth-order elastic tensor. For an isotropic elastic body, this
tensor is given by:

C D 2�IC �.I˝ I/; (2.4)

with � and � denoting the Lamé coefficients. In the above expression, we use I

and I to denote, respectively, the identities of fourth and second order. In terms of
the engineering constant E (Young’s modulus) and � (Poisson’s ratio) the above
constitutive response can be written as:

C D E

1 � �2 Œ.1 � �/IC �.I˝ I/� : (2.5)

The function p W R ! RC D Œ0;C1� in (2.1) is used to model the
interpenetration condition between the body and the foundation. This function p
is monotone with the following properties:

8
<̂
:̂

p.y/ = 0 for y � a, with a constant
lim
y!b�p.y/ = C1 for y > a, with b constant and b > a

p.y/ = C1 for y � b
: (2.6)

The parameter a indicates the initial contact and the value of b describes a limit
such that no further interpenetration is possible, see Fig. 1b.

The strong form of the equilibrium equation under this contact condition is given
by: find the displacement field u W �! R2 such that

8
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂:

� div �.u/ = 0 in �

u = u on �D
�.u/n = t on �N

�n.u/ = �p.un � g/ on �C
��.u/ = 0 on �C

: (2.7)
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The last condition in (2.7) indicates that the contact is without friction, where
��.u/ D �.u/n��n.u/n denotes the tangential component of the stress tensor �.u/.

The weak formulation of the problem stated in (2.7) is given by the following
variational equation: find u 2 U with .un � g/ 2 dom.p/, such that:

Z

�

�.u/ � .".v/� ".u//C
Z

�C

p.un � g/.vn � un/ D
Z

�N

Nt � .v � u/ 8v 2 U ;

(2.8)

where the set of admissible functions U is given by:

U WD f' 2 H1.�IR2/ W ' D Nu on �Dg; (2.9)

and the domain of definition of the function p, namely dom.p/, is:

dom.p/ WD (2.10)
�
' 2 L1.�C / W p.'/ 2 L1.�C /; 9C > 0 W

Z

�C

p.'/v � CkvkH1=2.�C /

�
:

For a detailed description of this model, we refer the reader to [7].

3 Topological Derivative

In this section we obtain an asymptotic expansion for the energy shape functional
when a small disc of radius �, with different constitutive property, is introduced in an
arbitrary point Ox of the domain�, far enough from the potential contact region �C ,
and denoted by B� WD fx 2 R2 W jx � Oxj < �g, see Fig. 2. Thus, introducing
a characteristic function  D 1�, associated to the unperturbed domain, it is
possible to define the characteristic function associated to the topological perturbed
domain �. Particularly, when the topological perturbation is an inclusion, we have
�. Ox/ D 1��.1��/1B�. Ox/, where � 2 RC is the contrast parameter in the material

property of the medium. Then we assume that a given shape functional  .�. Ox//,
associated to the topological perturbed domain��, admits the following topological
asymptotic expansion

 .�. Ox// D  ./C f .�/T  . Ox/C o.f .�// ; (3.1)

where  ./ it is the shape functional associated to the unperturbed domain, f .�/ it
is a function such that f .�/ ! 0, with � ! 0C. The function Ox 7! T  . Ox/ is the
so-called topological derivative of  in the point Ox. Thus, the topological derivative
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Fig. 2 Perturbed contact problem

can be seen as a first order correction factor over ./ to approximate .�. Ox//. In
fact, after rearranging (3.1), we have

 .�. Ox//�  ./
f .�/

D T  . Ox/C o.f .�//

f .�/
: (3.2)

Taking the limit � ! 0C in the above expression, we have the classical definition
of the topological derivative [25] given by

T  . Ox/ D lim
�!0C

 .�. Ox//�  ./
f .�/

: (3.3)

Note that, the shape functionals  .�. Ox// and  ./ are associated to domains
with different topologies. Then, to calculate the limit �! 0C in (3.3) it is necessary
to perform a asymptotic expansion of the functional  .�. Ox// with respect to the
parameter �.

In this work we are interested in the asymptotic expansion for the energy shape
functional associated to the contact problem (2.8), given by [7]:

J.u/ WD 1

2

Z

�

�.u/ � ".u/�
Z

�N

Nt � uC
Z

�C

P.un � g/; (3.4)

where the function P.y/ is given by:

P.y/ WD
Z y

�1
p.z/: (3.5)
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Considering the singular perturbation described above and denoted by B�, the
energy shape functional associated to the perturbed domain is given by:

J� .u�/ WD
1

2

Z

�

��.u�/ � ".u�/ �
Z

�N

Nt � u� C
Z

�C

P.u�n � g/; (3.6)

where u� is the solution of the problem in the singularly perturbed domain given by:
find the displacement field u� W �! R2 such that

8
ˆ̂̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂
ˆ̂:

� div ��.u�/ = 0 in �

u� = u on �D

�.u�/n = t on �N
�n.u�/ = �p.u�n � g/ on �C
��.u�/ = 0 on �C

�u�� = 0 on @B�
���.u�/�n = 0 on @B�

; (3.7)

since u�n WD u� �n is used to denote the normal component of the displacement field
u� on the boundary �C . The symbol �.�/� in (3.7) denotes the jump of function .�/
across the boundary @B� and the stress operator ��.�/ is defined as:

��.�/ WD ��C".�/; (3.8)

where the parameter �� is defined as:

�� WD
�
1 in � n B�
� in B�

: (3.9)

Note that the domain � is topologically perturbed by the introduction of an
inclusion B�. Ox/ of the same nature as the bulk material, but with contrast � . Finally,
the variational problem associated to (3.7) can be written as: find u� 2 U� with
.u�n � g/ 2 dom.p/, such that:
Z

�

��.u�/ � .".v/� ".u�//C
Z

�C

p.u�n � g/.vn � u�n/D
Z

�N

Nt � .v � u�/ 8v 2 U� ;
(3.10)

where the set of admissible functions U� is given by:

U� WD f' 2 U W �'� D 0 on @B�g: (3.11)

For an explicit and analytical formula for the topological derivative TJ . Ox/ of the
functional (3.4) associated to the problem (2.7), we introduce the following result:
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Theorem 1. The energy shape functional of an elastic solid with a disc of radius
�, centered at point Ox 2 � and with constitutive property characterized by the
parameter � , admits for �! 0C the following asymptotic expansion:

J� .u�/ D J.u/C �2�H��.u. Ox// � ".u. Ox//C o.�2/ 8 Ox 2 �; (3.12)

where u. Ox/ is the solution of the problem (2.7) evaluated at Ox and H� is the fourth-
order tensor defined as:

H� WD 1

4

.1 � �/2
1C ˇ�

�
2
1C ˇ
1 � � IC ˛ � ˇ

1C ˛� I˝ I

�
; (3.13)

where I and I are the identities tensors of second- and fourth-order, respectively,
and the parameters ˛ and ˇ depend exclusively on the Poisson’s ratio of the elastic
medium, given by

˛ WD 1C �
1 � � and ˇ WD 3� �

1C � : (3.14)

Proof. The reader interested in the proof of this result may refer to [14, 16, 23].

Corollary 2. From the asymptotic expansion presented in Theorem 1, we can
recognize the topological derivative of the functional J.u/ given by:

TJ . Ox/ WD H��.u. Ox// � ".u. Ox//: (3.15)

4 Topological Optimization Procedure

In order to illustrate the applicability of the topological asymptotic expansion (3.15),
here we present an optimization procedure for elastic structures under the contact
condition described in Sect. 2. The optimization procedure is based on the domain
representation in a bi-material fashion, whose constituents properties are character-
ized by the Young modulusE and the phase contrast ��. Thus, as in (3.8) and (3.9),
we have

E.x/ D
�

E 8x 2 �h,
��E 8x 2 �w,

(4.1)

where �h and �w denote the domains occupied by the two materials, the hard and
weak materials, respectively.

The optimization problem consists in minimizing the structural compliance for a
given amount of material. It can be written as
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�
Minimize  ./ = �J.u/,
Subjected to j�hj � V ,

(4.2)

where j�hj is the Lebesgue measure of the domain�h and V is the required volume
at the end of the optimization process. In order to solve the above problem, we use an
exact quadratic penalization scheme. Thus, problem (4.2) is re-written as following

Minimize
��R2

F�.u/ D �J.u/C �s2� ; (4.3)

where � is a positive parameter and the function s� is defined as

s� WD 1 � j�
hj
V

: (4.4)

By considering the linearity property of the topological derivative operator, the
topological derivative of the functional F� can be written as

TF . Ox/ D �TJ . Ox/� 2�
V
s� : (4.5)

From the definition of the Young modulus (4.1), we remark that (4.5) always
measures the sensitivity of TF when the two materials are interchanged within the
domain. Then, the computation of (4.5) is carried out using the expressions (3.15)
with � D �� if x 2 �h; and � D 1=�� if x 2 �w. Having made the previous
consideration and in order to solve the optimization problem (4.3), we use the
topology optimization algorithm proposed in [1]. This algorithm is based on the
concept of level-set domain representation and uses the topological derivative (4.5)
as a feasible descent direction to minimize the cost function. This class of
algorithms has been successfully applied in research areas related to topological
optimization such as: microstructure of materials [2], load bearing structures [1],
thermal conductors [11] and load bearing structures subjected to pointwise stress
constraint [3,4]. For a detailed development of the algorithm we refer to the previous
references.

5 Numerical Examples

Here we present five numerical examples associated to the topological optimization
procedure outlined in the previous section. In all examples we set the Young
modulus E D 2:1 GPa, Poisson’s ratio � D 0:3, the contrast parameter � D
1 � 10�3 and the force F D 1 � 19 N . In the figures, the topology is identified
by the strong material distribution (in black) and the inclusions of weak material
(in white) are used to mimic the holes. Furthermore, the thick lines that appear
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on the figures are used to denote clamped boundary conditions (uj�D D 0). The
volume constraint is imposed with an exact quadratic penalization scheme. The
function p.y/ used in the examples has the same behavior as presented in Fig. 1b.
The variational equation (2.8) was solved using standard finite element technique.
In particular, the three-node triangular elements are used to discretize the domain in
a structured fashion.

5.1 Example 1

In this first example we consider a unit square panel submitted to a force F applied
on its right upper corner, as shown in Fig. 3a. The volume constraint is of 50%
of the initial volume. In Fig. 3b we show the optimal topology without the contact
condition. Then, a contact condition is applied in the bottom side with a gap of
g D 0:10, see Fig. 3a where c D 0:20 and d D 0:20, and the parameter b is such

a b

c

Fig. 3 Example 1. Results. (a) Contact problem. (b) Without contact. (c) With contact
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a b

c

Fig. 4 Example 1. Results for different values of the gap. (a) g D 0:15. (b) g D 0:20. (c)
g D 0:25

that the function p reaches the value of p.y/ D 1� 1015. In Fig. 3c is presented the
obtained topology, where the effect of the contact condition is evident.

In Fig. 4, we present the obtained results for three different values for the gap,
i.e. g D f0:15; 0:20; 0:25g (the result for the gap g D 0:10 is shown in Fig. 3c).

In order to evaluate the effect of the function p.y/ in the optimal topology, in
Fig. 5 the obtained results for different values of function p.y/ are presented. For
this example, we set the gap in g D 0:10 and the parameter b, in each case, is such
that the function p reaches the values p D f8� 1012; 1 � 1013; 1 � 1020g (the result
for p D 1 � 1015 is shown in Fig. 3c).

For the volume fraction and set of parameters studied, the optimal topology
(without the contact condition) is characterized by the classical four bars structure
connecting the load F with the clamped boundary condition. When the contact
condition is applied, the optimal topology shows that only three bars are needed.
The influence of the value of the gap g and the function p.y/ is clear in all cases
and tends to modify the shape of the lower bar of the structure.
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a b

c

Fig. 5 Example 1. Results for different values of function p.y/. (a) p.y/ D 812. (b) p.y/ D 113.
(c) p.y/ D 120

5.2 Example 2

In this example we present the optimal topology design of a cantilever beam with
a load F applied in the middle right side of its rectangular domain. The domain of
the beam is a rectangular plane with dimensions of 2:00 � 1:00. The contact region
is located in the bottom of the plane with length c, as shown in Fig. 6a. The volume
constraint is of 40% of the initial volume, the gap is g D 0:1 and the parameter b
is such that the function p reaches the value of p D 1 � 1015. In this example, we
study the influence of the length of the contact region in the optimal topology. In
Fig. 6b, we present the result without considering the contact condition. In Fig. 6c–e
is shown the results for three different values of parameter c D f0:20; 0:50; 0:70g.

In this example, the optimal topology (without consider the contact condition) is
symmetric with respect to horizontal axis where the load is applied. However, when
the contact condition is considered, the obtained structure loses its symmetry and
became more complex. The influence of the length of the potential contact region is
obvious in all studied cases.



Topology Design of Elastic Structures for a Contact Model 215

Fig. 6 Example 2. Results
for different lengths of
contact region. (a) Contact
problem. (b) Without contact.
(c) c D 0:20. (d) c D 0:50.
(e) c D 0:70

a

b

c

d

e
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5.3 Example 3

Now we consider the same domain and boundary conditions as in the previous
example. Here we create a square hole of size 0:25�0:25 centered at the rectangular
panel and the contact region is located on the top side of the hole, see Fig. 7a. The
volume constraint is of 40% of the initial volume and the gap is g D 1� 10�5. The
result for the case without the contact condition is presented in Fig. 7b. In Fig. 7c,
we show the obtained topology considering the contact problem. Note the similarity
in the results, without the boundary condition in the contact region, between this
example and the previous (Fig. 6b). The conclusions and comments presented in the
previous example remain valid for this one.

Fig. 7 Example 3. Results.
(a) Contact problem. (b)
Without contact. (c) With
contact
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5.4 Example 4

In this example, the design of a unit square panel subjected to two forces F applied
at the corners of the top side with a volume constraint of 30% of the initial volume is
presented. The contact region is also in the top side of the panel, located a distance
d D 0:25 from the right side and length c D 0:50. The gap considered is g D
1 � 10�3 and the parameter b is such that the function p reaches the value of p D
1 � 1015. The aim of this example is show the influence of the contact condition
in the complexity of the final topology. The results with and without considering
the contact condition are presented in Fig. 8c and b, respectively. As can be seen,
topology changes from a very simple (two bars in the direction of the applied forces)

a b

c

Fig. 8 Example 4. Results. (a) Contact problem. (b) Without contact. (c) With contact
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to a more complex. The complexity is characterized by a structure of bars (similar
to a small bridge) connecting the two bars in the direction of the applied forces.

5.5 Example 5

In this last example, we consider the topology design of a rectangular panel with
height = 1.2 and width = 1.0, with a square hole in the right side of the domain. The
design domain, boundary condition and the system of applied forces are presented
in Fig. 9a, where c D 0:20 and d D 0:40. This example can be seen as the classical
case of topology design of a gripping mechanism [1]. On the potential contact region
the gap is g D 1� 1�5 and the function p reaches the value of 1 � 115. The volume
constraint imposed is of 50% of the initial volume. The results are presented in
Fig. 9c and b.

Again, in this example the effect of the contact model is manifested in the
complexity of the optimal topology.

a b

c

Fig. 9 Example 5. Results. (a) Contact problem. (b) Without contact. (c) With contact
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6 Final Remarks

An analytical expression for the topological derivative of the energy shape func-
tional associated to a frictionless contact model that allows a finite interpenetration
between a two-dimensional elastic body and a rigid foundation has been presented.
As topological perturbation, a disc with a different material has been considered in
the analysis. The final formula is a general simple analytical expression in terms
of the solution of the state equation and the constitutive parameters evaluated in
each point of the unperturbed domain. The associated topological sensitivity has
been used in a structural design algorithm based on the topological derivative
and a level-set domain representation method. The robustness of the optimization
procedure has been analyzed through some numerical experiments of compliance
topology optimization of elastic structures subjected to volume constraint. Finally,
we remark that the optimization procedure is conditioned by the contact model to
produce more complex topologies that obtained by considering a unilateral contact
condition and approaches such as SIMP-model.
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elastic solids with uncertain input data. J. Optim. Theory Appl. 141, 569–595 (2009)

[17] M. Iguernane, S.A. Nazarov, J.-R. Roche, J. Sokołowski, K. Szulc, Topological derivatives
for semilinear elliptic equations. Int. J. Appl. Math. Comput. Sci. 19, 191–205 (2009)

[18] J. Jarušsek, M. Krbec, M. Rao, J. Sokołowski, Conical differentiability for evolution
variational inequalities. J. Differ. Equat. 193, 131–146 (2003)

[19] A.M. Khludnev, J. Sokołowski, Modelling and Control in Solid Mechanics (Birkhäuser,
Basel/Boston/Berlin, 1997)

[20] A.M. Khludnev, J. Sokołowski, Griffith formulae for elasticity systems with unilateral
conditions in domains with cracks. Eur. J. Mech. A/Solids 19, 105–119 (2000)

[21] A.M. Khludnev, J. Sokołowski, On differentation of energy functionals in the crack theory
with possible contact between crack faces. J. Appl. Math. Mech. 64, 464–475 (2000)

[22] S.A. Nazarov, J. Sokołowski, Asymptotic analysis of shape functionals. J. de Mathématiques
Pures et Appliquées 82, 125–196 (2003)

[23] A.A. Novotny, J. Sokołowski, Topological Derivatives in Shape Optimization. Interaction of
mechanics and mathematics (Springer, Berlin/Heidelberg/New York, 2013)

[24] J. Petersson, M. Patriksson, Topology optimization of sheets in contact by a subgradient
method. Int. J. Numer. Methods Eng. 40, 1295–1321 (1997)
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Abstract This contribution presents an algorithm for constrained minimization
of strictly convex quadratic functions subject to simple bounds and separable
ellipsoidal constraints. The algorithm is used for numerical solution of discretized
3D contact problems with orthotropic friction. These problems have been solved by
a polygonal approximation of the friction cone. Our algorithm enables us to use the
original friction cone without any approximation. Results of model examples are
shown.
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Separable ellipsoidal constraints
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1 Introduction

Methods for numerical minimization of quadratic functions subject to convex con-
straints have been intensively developed in last decades [1–3,17] and nowadays they
are an inherent part of many packages. These methods, however, are integrated into
the packages in a fairly general setting. Therefore, they usually cannot be directly
used in large scale problems arising, e.g., from finite element approximations.
For this reason, the development of methods which take into account specifics of
problems to be solved is important. Potential features which may be beneficial are
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the following: a) the number of variables subject to constraints is much lower than
the total number of all variables; b) each variable appears in one constraint at most,
i.e., the constraints are separable. In [13, 14], the author introduced and analyzed a
new method for minimization of strictly convex quadratic functions with separable
convex constraints. The separable character of constraints simplified the analysis
that was based on the Karusch-Kuhn-Tucker (KKT) conditions. Their geometrical
interpretation enabled to generalize an idea of the reduced gradient introduced
originally for simple bound problems [4]. The resulting algorithm is closely related
to the Rosen method [16]. Clearly, the efficient implementation of the algorithm
strongly depends on the specific form of the constraint functions.

This study was motivated by necessity to solve numerically 3D contact problems
with friction [10]. So far such problems have been solved by a polygonal approxi-
mation of the Coulomb friction cone [18]. The presented algorithm enables us to use
the original Coulomb friction cone without any approximation. Since the number of
unilateral constraints describing contact conditions is much smaller in comparison
with the total number of all variables (hence a)), one of the efficient approaches
for solving such problems is based on an appropriate discretization of the dual
variational formulation, i.e., the formulation in terms of the Lagrange multipliers
which are defined on the contact boundary. There are two vectors of the Lagrange
multipliers in the discrete setting of frictional contact problems: one, denoted as N�� ,
releases the unilateral constraints and is subject only to a sign condition; the second
one, denoted as N�t WD . N�t1 ; N�t2 /, regularizes the non-smooth frictional term and is
subject to convex constraints imposed on disjoint pairs of its components (hence b)).
For an isotropic friction law, when frictional effects are the same in all directions,
the constraints reduce to simple circular (spherical) ones, i.e., the zero level sets of
the constraint functions are circles in R

2.
The aim of the contribution is to extend this method to the case of separable

ellipsoidal constraints. A simple change of variables permits to transform the
ellipsoidal constraints to the circular ones. In computations, however, it turns out
that the original setting (i.e., with the ellipsoidal constraints) is usually better for the
performance of the algorithm, especially, in the case of strongly eccentric ellipses.
Again, the minimization of functions with this type of constraints was motivated
by practical needs. Indeed, the dual variational formulation of 3D contact problems
with orthotropic friction (i.e., friction effects are now different in two à-priori given
perpendicular directions) leads to separable ellipsoidal constraints for pairs made of
the components of N�t .

The paper is organized as follows. In Sect. 2 we shortly recall results from [13,
14]. The main attention will be paid to the numerical computation of the projection
onto the ellipse which is an important ingredient of our algorithm. Unlike the
projection onto the circle, this one is far from to be so simple. Finally in Sect. 3,
we first derive the algebraic form of the dual formulation of 3D contact problems
with orthotropic Coulomb friction and then, in Sect. 4, we apply our algorithms to
several model examples.
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2 Minimization Subject to Separable Ellipsoidal Constraints

In this section, we consider the following problem:

find Nx� D arg minfq.Nx/ W Nx 2 ƒg; (2.1)

where q.Nx/ D 1
2
Nx>ANx�Nx> Nb with symmetric, positive definite A 2 R

n�n, Nb; Nx 2 R
n,

Nx D .x1; : : : ; xn/>, n D 3m, andƒ D ƒ1 � � � � �ƒ2m defined by

ƒi D fxi 2 R W xi � lig;

ƒiCm D f.xiCm; xiC2m/> 2 R
2 W

�
xiCm � ci

ai

�2
C
�
xiC2m � ciCm

aiCm

�2
� g2i g

with given li ; ci ; ciCm 2 R, gi ; ai ; aiCm 2 RC for i D 1; : : : ; m. As q is strictly
convex on the closed covex setƒ, there is a unique solution Nx� 2 ƒ to (2.1). Before
we give ideas of the active-set KPRGP algorithm (KKT Proportioning with Reduced
Gradient Projections) analyzed in [7, 14], we introduce notation.

Let N D f1; : : : ; ng be the set of all indices and let A.Nx/ � N be the subset of
indices of active constraints at Nx 2 ƒ:

A.Nx/ D fi W xi D li ; 1 � i � mg

[
fj W j D i Cm;

�
xiCm � ci

ai

�2
C
�
xiC2m � ciCm

aiCm

�2
D g2i ; 1 � i � mg

[
fj W j D i C 2m;

�
xiCm � ci

ai

�2
C
�
xiC2m � ciCm

aiCm

�2
D g2i ; 1 � i � mg:

Let Nr.Nx/ D ANx � Nb denote the gradient of q at Nx 2 R
n. The orthogonal projection

Pƒ ontoƒ at Nx 2 R
n is defined by

Pƒ.Nx/ D arg minNy2ƒ kNy � Nxk: (2.2)

As ƒ is separable, Pƒ may be split into single projections Pƒi onto ƒi . Let us
introduce the reduced gradient of q at Nx 2 ƒ for a fixed ˛ > 0 by:

Nr red.Nx/ D 1

˛
.Nx� Pƒ.Nx � ˛Nr.Nx///:

Note that the reduced gradient characterizes the optimality criterion to (2.1). Indeed,
Nx� is the solution to (2.1) iff Nrred.Nx�/ D 0. Moreover, if Nx 6D Nx� and ˛ > 0
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is sufficiently small, then the negative reduced gradient �Nr red.Nx/ is a decrease
direction at Nx 2 ƒ. To change appropriately the active set, we decompose Nr red WD
Nr red.Nx/ into the free reduced gradient N' WD N'.Nx/ and the chopped reduced gradient
N WD N .Nx/ as follows:

N'A D 0; N'NnA D Nr red
NnA;

N A D Nr red
A ; N MnA D 0;

where N'A and N'NnA denote the sub-vectors of N' with components determined by
the indices of A WD A.Nx/ and N nA, respectively (similarly for Nr red and N ).

We combine the following three steps to generate a sequence fNx.l/g that approxi-
mates the solution Nx�:

• the expansion step: Nx.lC1/ D Nx.l/ � ˛ N'.Nx.l//,
• the proportioning step: Nx.lC1/ D Nx.l/ � ˛ N .Nx.l//,
• the conjugate gradient step: Nx.lC1/ D Nx.l/�˛.l/cg Np.l/, where the step-length ˛.l/cg and

the conjugate gradient directions Np.l/ are computed recurrently [8]; the recurrence
starts from Nx.s/ generated by the last expansion or the proportioning step and
satisfies A.Nx.lC1// D A.Nx.s//.

The expansion step may add while the proportioning step may remove indices
to/from the current active set. The conjugate gradient steps are used to carry out
efficiently the minimization of q in the interior of the faceW.Nx.s// D fNx 2 ƒj NxA D
Nx.s/A ;A WD A.Nx.s//g. Moreover, the algorithm exploits a given constant � > 0 in the
proportioning criterion

N .Nx.l//>Nr.Nx.l// � � N'.Nx.l//>Nr.Nx.l// (2.3)

to decide which of the steps will be performed.
Algorithm KPRGP

Let Nx.0/ 2 ƒ, � > 0, ˛ 2 .0; 2kAk�1/, and " > 0 be given. For Nx.l/, Nx.s/ known,
0 � s � l , where Nx.s/ is computed by the last expansion or proportioning step,
choose Nx.lC1/ by the following rules:

(i). If kNr red.Nx.l//k � ", return Nx D Nx.l/.
(ii). If Nx.l/ fulfils (2.3), try to generate Nx.lC1/ by the conjugate gradient step. If

Nx.lC1/ 2 IntW.Nx.s//, accept it, otherwise generate Nx.lC1/ by the expansion
step.

(iii). If Nx.l/ does not fulfil (2.3), generate Nx.lC1/ by the proportioning step.

The convergence rate of this algorithm derived in [14] does not depend on the
type of convex constraints. However, the implementation requires to compute the
projection Pƒ via the single projections Pƒi and PƒiCm

, 1 � i � m. In the rest of
this section we show how to compute these projections.
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The set ƒi , i D 1; : : : ; m represents the simple bound for which the projection
is trivial:

Pƒi .xi / D
(
xi if xi � li ;
li otherwise.

The projection onto ƒiCm, i D 1; : : : ; m is more involved. To simplify our
presentation we denote xi D .xiCm; xiC2m/> 2 R

2 and ci D .ci ; ciCm/> 2 R
2.

The corresponding projection is given by

PƒiCm
.xi / D

8
<̂
:̂

xi if

�
xiCm � ci

ai

�2
C
�
xiC2m � ciCm

aiCm

�2
� g2i ;

yi otherwise,

where we will specify how to get yi 2 R
2. We distinguish two situations. If ai D

aiC1, thenƒiCm describes the circular constraint for which yi is given by the explicit
formula:

yi D ci C aigi

kxi � cik .xi � ci /: (2.4)

If ai 6D aiC1, then yi is the closest point to xi lying on the ellipse ei WD ei .t/ (in the
parametric representation):

ei .t/ D ci C gi
 
ai cos t

aiCm sin t

!
; t 2 Œ0; 2�/:

Let t� be the value of t such that yi D ei .t�/. Such t� satisfies the following
orthogonality condition:

.xi � ei .t//>e0
i .t/ D 0: (2.5)

Although (2.5) is the equation in R
1, its solution is not unique. The reason is

that (2.5) is equivalent to the fourth degree polynomial equation with either two or
four roots. Fortunately, one can recognize correct t� characterized by the fact that yi
belongs to the same quadrant as xi , provided that the local coordinate system (in R

2)
coincides with the half-axes of the ellipse. To perform efficiently computations of
t� via (2.5), we combine the Newton and bisection methods (in R

1). The resulting
algorithm may benefit from fast convergence of the Newton iterations while the
bisection steps ensure convergence to t�. A long sequence of bisection steps are
generated in situations when the root t� is close to an inflection point of the function
in (2.5) (that is not excluded in general).
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Remark 2.1. Another way how to solve (2.1) by ALGORITHM KPRGP consists in
transforming the ellipsoidal constraints to the circular ones using the substitution:

Ny D D�1 Nx;

where D D diag.1; : : : ; 1; a1; : : : ; a2m/ 2 R
n�n. This leads to the problem in terms

of the new variable Ny:

find Ny� D arg minfq.Ny/ W Ny 2 ƒg; (2.6)

where q.Ny/ D 1
2
Ny>DADNy� Ny>D Nb and ƒ D ƒ1 � � � � �ƒ2m is defined by

ƒi D fyi 2 R W yi � lig;

ƒiCm D f.yiCm; yiC2m/> 2 R
2 W .yiCm � di /2 C .yiC2m � diCm/2 � g2i g;

with di D ci=ai , diCm D ciCm=aiCm for i D 1; : : : ; m. Problem (2.6) is the special
case of (2.1) for which the projections can be computed by (2.4). On the other
hand, the condition number of DAD is usually greater than the one of A, especially,
when the ellipses in the original problem are strongly eccentric. In this case, the
convergence factor of ALGORITHM KPRGP derived in [14] is smaller for (2.1) that
may result in a better performance of computations.

3 Numerical Solution of 3D Contact Problems
with Orthotropic Coulomb Friction

The minimization algorithm from the previous section will be now used for the
numerical solution of 3D contact problems with orthotropic Coulomb friction.
Recall that contact mechanics is a branch of mechanics of solids which studies
the behavior of loaded systems of deformable bodies being in mutual contact.
Mathematical models of such problems are given by equations involving non-
smooth multivalued mappings due to non-penetration and friction conditions on
common parts of the boundary. In contrast to isotropic friction, effects of orthotropic
friction are different in directions of two orthogonal orthotropy axis. We first
present the weak formulation of such problems, then we give their finite element
discretization and the transformation of the resulting algebraic problem into a new
one having a structure required by the algorithm KPRGP.

Our system consists of two elastic bodies represented by polyhedral domains
�k � R

3 whose boundaries are split into three disjoint parts �ku , �kp , and �kc , k D
1; 2. Denote � D �1 [ �2, �u D �1u [ �2u , �p D �1p [ �2p , and �c D �1c [
�2c . The zero displacements will be prescribed on �u, while surface tractions of
density p 2 .L2.�p//3 act on �p . Both bodies are in contact along �1c and �2c in
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the undeformed state. In what follows we shall suppose that �ku 6D ;, k D 1; 2 and
�1c D �2c , i.e. there is no gap between �1 and �2. On �c unilateral and friction
conditions will be prescribed. Finally, � is subject to body forces of density f 2
.L2.�//3. Our aim is to find an equilibrium state of this system.

Before we give the weak formulation of this problem, we introduce several
notation and function sets which will be needed. Let u W � 7! R

3 be a deformation
field in� and uk WD uj�k its restriction to�k , k D 1; 2. By �.u/ D 1

2
.ruC.ru/>/

we denote the linearized strain tensor, while � .u/ is the stress tensor linked to �.u/
by means of a linear Hooke’s law whose coefficients satisfy the usual symmetry
and ellipticity conditions [15]. The outward unit normal vector to @�1 at a point
x 2 �c is denoted as �.x/. The orthotropy axis of friction at x 2 �c are given
by a pair of orthogonal vectors t1.x/ and t2.x/ lying in the tangent plane to �c
at x. The relative normal contact displacement at x 2 �c is defined by u�.x/ WD
.u1.x/ � u2.x//>�.x/ and ��.u.x// WD �>.x/� .u1.x//�.x/ is the normal contact
stress. Similarly, ut .x/ D .ut1.x/; ut2 .x//

>, � t .u.x// D .�t1.u.x//; �t2.u.x///
>

are the relative tangential contact displacement and the tangential contact stress at
x 2 �c , respectively, whose components are uti .x/ WD .u1.x/ � u2.x//>ti .x/ and
�ti .u.x// WD ti>.x/� .u1.x//�.x/, i D 1; 2. In addition to orthotropy axis, friction
will be characterized by two positive, bounded and continuous functions F1 and F2

whose values at x 2 �c define coefficients of friction in directions t1.x/ and t2.x/,
respectively. The diagonal .2�2/matrix diagfF1;F2gwill be denoted byF. Finally,
k � k stands for the Euclidean norm of vectors from R

2.
Now we introduce the following function sets:

V D fv D .v1; v2/ 2 .H1.�1//3 � .H1.�2//3j v D 0 on �ug;

K D fv 2 Vj v� � 0 on �cg;

X� D f' 2 L2.�c/j 9v 2 V W ' D v� on �cg;

X 0
� D dual of X�;

XC
� D f' 2 X�j ' � 0 on �cg:

The cone of all non-negative elements of X 0
� will be denoted by X 0

�C and h�; �i is a
duality pairing on X 0

� � X� . Next we shall suppose that kFvtk belongs to X�C for
any v 2 V.

We start with the following auxiliary problem: given g 2 X 0
�C, find u WD u.g/ 2

K satisfying

a.u; v � u/C hg; kFvtk � kFutki � L.v � u/ 8v 2 K; (3.1)
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where

a.u; v/ D
Z

�

� .u/ W �.v/ dx WD
Z

�

�ij .u/�ij .v/ dx;

L.v/ D
Z

�

f>v dxC
Z

�p

p>vds; u; v 2 V:

It is easy to show that (3.1) has a unique solution for any g 2 X 0
�C. In addition, (3.1)

is equivalent to the following minimization problem:

Find u 2 K such that

Jg.u/ � Jg.v/ 8v 2 K;

)
.P.g//

where Jg.v/ D 1
2
a.v; v/ � L.v/ C hg; kFvtki. Problem .P.g// is the variational

formulation of contact problems with orthotropic friction and a given slip bound g.
Let us suppose that ���.u.g// 2 X 0

�C for every g 2 X 0
�C. Then one can define the

mapping‰ W X 0
�C 7! X 0

�C by

‰ W g 7! ���.u.g// 8g 2 X 0
�C:

Definition 3.1. By a weak solution of 3D contact problems with orthotropic
Coulomb friction we mean any u 2 K such that ‰.���.u// D ���.u/, i.e., ���.u/
is a fixed point of ‰ in X 0

�C.

Remark 3.2. In the weak formulation of this problem, the following unilateral and
friction conditions are hidden:

(unilateral conditions)

u� � 0; ��.u/ � 0; u���.u/ D 0 on �c;

(friction conditions)

ut .x/ D 0 H) kF �1� t .u.x//k � ���.u.x//;

ut .x/ 6D 0 H) F �1� t .u.x// D ��.u.x// Fut .x/
kFut .x/k ; x 2 �c:

We use the method of successive approximation for finding fixed points of ‰ in
X 0
�C:

given g.0/ 2 X 0
�CI

set g.kC1/ D ‰.g.k//; k D 0; 1; : : : :

)
(3.2)

To get the new iteration g.kC1/ one has to solve problem .P.g.k///.
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Remark 3.3. Let us note that convergence of (3.2) in continuous setting of our
problem is not guaranteed. The situation is somewhat different in the discrete case
(for details see [9, 11]).

Since .P.g//, g 2 X 0
�C is the heart of (3.2), we focus in the subsequent part on its

efficient numerical solution. For a discretization of .P.g// we use a finite element
method. First we choose a finite dimensional space Vh � V, dimVh D n.h/ of

piecewise polynomial functions of the Lagrange type over partitions T k
h of �

k
,

which are compatible with the decomposition of @�k into �ku , �kp , and �c , k D 1; 2.
These partitions will be constructed in such a way that T 1

hj�c D T 2
hj�c . In particular

this means that if vh D .v1h; v
2
h/ 2 Vh, where vkh WD vhj�k , then the degrees of

freedom (function values in our case) of v1h and v2h on �c are prescribed at the same
nodes of T k

h on �c . Typically, Vh is made of P1 tetrahedral elements. Finally set
Th D T 1

h [ T 2
h which is the partition of the whole �. By C we denote the set of all

nodes a1; : : : ; am of Th which are located on �c . To simplify our presentation we

shall suppose that �
k

u \ �c D ;, k D 1; 2 and �c is a flat part of @�. Then the
discretization of K is defined by

Kh D fvh 2 Vhj vh�.ai / � 0 8i D 1; : : : ; mg;

where vh�.ai / WD .v1h.ai / � v2h.ai //
>�, i D 1; : : : ; m, i.e., the non-penetration

conditions in Kh are prescribed at the nodes of C only using the fact that � is constant
along �c . The approximation of .P.g// reads as follows:

Find uh WD uh.g/ 2 Kh such that

Jg.uh/ � Jg.vh/ 8vh 2 Kh:

)
.P.g//h

Next we rewrite .P.g//h into the algebraic form, i.e. the problem expressed by
means of the nodal displacement vectors Nv 2 R

n of vh 2 Vh, where n WD n.h/ D
dimVh. Since first two terms of Jg define the quadratic, coercive functional, its
algebraic form leads to a quadratic function with a positive definite, symmetric,
block diagonal matrix K. The frictional term will be evaluated using an appropriate
cubature formula. Suppose that the slip bound g is represented by a continuous
function. Then

hg; kF vhtki D
Z

�c

gkF vhtk ds 

mX
rD1

!rg.ar /kF.ar /vht.ar /k; (3.3)

where !r 2 R
1, r D 1; : : : ; m are weights of the used cubature formula. To

express (3.3) and the whole problem .P.g//h in the algebraic form, the following
notation will be used: by N we denote an .m � n/ matrix representing the linear
mapping vh 7! .vh�.a1/; : : : ; vh�.am// 2 R

m, vh 2 Vh. Similarly, Tj , j D 1; 2

are .m � n/ matrices of the linear mappings vh 7! .vhtj .a1/; : : : ; vhtj .am// 2 R
m,
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vh 2 Vh, where vhtj .ar / WD .v1h.ar / � v2h.ar //
>tj . Let Tjr be the r-th row of Tj .

Then Nvrt WD .T1r Nv;T2r Nv/> 2 R
2 is the vector of the tangential displacements at the

node ar . Finally set Fr WD F.ar /, gr WD g.ar /, and Ng D .g1; : : : ; gm/>. Using this
notation, .P.g//h can be written as follows:

Find Nu 2 K such that

JNg. Nu/ � JNg.Nv/ 8Nv 2 K;

)
.P.Ng//

where

JNg.Nv/ D 1

2
Nv>KNv � Nv>NfC

mX
rD1

!rgrkFr Nvrt k

and

K D fNv 2 R
nj NNv � 0g:

To release the constraints in K and to regularize the non-differentiable frictional
term we use the duality approach. Let

X.Ng/ D R
mC � Xt .Ng/

be the set of the Lagrange multipliers, where

Xt .Ng/ D f. N�t1 ; N�t2 / 2 R
m � R

mj kF�1
r N�rt k � !rgr ; r D 1; : : : ; mg

and N�rt D .�t1r ; �t2r /> 2 R
2 is the vector made of the r-th components of N�t1 and

N�t2 . It is easy to verify that

mX
rD1

!rgrkFr Nvrt /k D max
. N�t1 ; N�t2 /2Xt .Ng/

mX
rD1
. N�rt /> Nvrt :

Thus

minNv2K
JNg.Nv/ D minNv2Rn sup

N�2X.Ng/
L.Nv; N�/;

where L.Nv; N�/ D 1
2
Nv>KNv � Nv>NfC N�>BNv is the Lagrangian, N� D . N�>

� ; N�>
t1
; N�>

t2
/>

2 X.Ng/, and B D .N>;T>
1 ;T

>
2 /

> is the .3m�n/matrix. Instead of .P.Ng// we shall
use its saddle-point formulation:
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Find . Nu; N�/ 2 R
n �X.Ng/ such that

L. Nu; N�/ � L. Nu; N�/ � L.Nv; N�/ 8.Nv; N�/ 2 R
n � X.Ng/;

)

or, equivalently,

Find . Nu; N�/ 2 R
n �X.Ng/ satisfying

K Nu D Nf � B> N�;
. N�� N�/>B Nu � 0 8 N� 2 X.Ng/:

9>>=
>>;

.M.Ng//

One can easily show that .M.Ng// has a unique solution. Moreover its first
component Nu solves .P.Ng//. Now we eliminate Nu from the first equation: Nu D
K�1.Nf � B> N�/ and substitute it into the second inequality. The resulting problem
in terms of the Lagrange multipliers is equivalent to the following minimization
problem:

Find N� 2 X.Ng/ such that

S. N�/ � S. N�/ 8 N� 2 X.Ng/;

)
.D.Ng//

where S is the quadratic function with the symmetric, positive definite matrix
BK�1B> and the linear term Nh D BK�1Nf. Notice that .D.Ng// has already the
structure required by the algorithm KPRGP: the separated lower bounds for the
components of N�� and the ellipsoidal constraints for the components of . N�t1 ; N�t2 /
as it follows from the definition of X.Ng/. Having N� at our disposal we easily
obtain Nu.

Remark 3.4. Model examples are solved by MatSol library [12] which uses the
TFETI domain decomposition approach: each �k , k D 1; 2 is divided into a finite
number of subdomains involving “floating” blocks. To ensure continuity across
subdomain interfaces and to satisfy the Dirichlet boundary conditions at the nodes
of Th on �u, the additional Lagrange multipliers are introduced. Then the resulting
dual problem is given by the minimization of the quadratic function as in .D.Ng//
but the set X.Ng/ contains, in addition, linear equality constraints. This fact requires
an extension of the KPRGP algorithm called the SMALSE-M algorithm (for details
see [7]). For realization of the problem with orthotropic Coulomb friction, we use
an inexact implementation of the method of successive approximations (3.2) which
performs only one iteration of the SMALSE-M in each step. In other words, the
SAMLSE-M iterations and the successive approximations are performed by one
outer loop.
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Fig. 1 Geometry of the
problem

Fig. 2 Milled contact surface

4 Numerical Examples

Let us consider a 3D contact problem of two cantilever beams of sizes 2�1�1 [m] in
mutual contact with different coefficients of friction in two orthogonal directions to
describe specially milled contact surface. The geometry, the prescribed boundary
conditions, and material properties are specified in Fig. 1. The milled surface is
depicted in Fig. 2. Finally, the volume forces are neglected and the coefficients of
friction F1 and F2 on the contact interface are chosen in four different ways:

.a/ Frictionless case: friction is neglected (Example 1);

.b/ Isotropic case: F1 D F2 D 0:3 (Example 2);

.c/ Orthotropic case: F1 D 0:5 in the direction t1 D .1; 0; 0/> and F2 D 0:1 in
t2 D .0; 1; 0/> (Example 3);

.d/ Orthotropic case: F1 D 0:5 in the direction t1 D .
p
2=2;�p2=2; 0/> and

F2 D 0:1 in t2 D .
p
2=2;
p
2=2; 0/> (Example 4).

Case .d/ corresponds to the real measurements, case .c/ to incorrectly chosen
tangential directions, case .b/ to averaged coefficients which is a routinely used
approach in engineering practise, and case .a/ is for comparison purposes.
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Fig. 3 Domain
decomposition and the
discretization

Each beam is divided into the same number of cubic subdomains with the decom-
position stepH and each subdomain is then decomposed into hexahedrons with the
discretization step h; see Fig. 3. To demonstrate the behavior of our algorithms,
we resolved the problem with varying discretizations and decompositions keeping
H=h D 10.

The optimal choice of the parameters in the KPRGP is based on the analysis in
[14] and on numerical experiments: we use � D 1, ˛ 
 2kAk�1, adaptive values
of " depends on the precision achieved in the outer loop, and Nx.0/ is determined by
results from the previous outer iteration. The parameters of the SMALSE-M are
chosen in agreement with [7]. The final relative stopping tolerance terminating the
outer loop is 10�4 and the initial slip bound value in the discrete version of (3.2)
is Ng.0/ WD 0. The examples were computed by MatSol library [12] developed in
Matlab environment and parallelized by Matlab Distributed Computing Server. For
all computations we used 24CPUs of the HP Blade system, model BLc7000.

Example 1. We start with the frictionless case. The solution characteristics are
summarized on the top of Table 1. We observe that the number of matrix–vector
multiplications increases only moderately in agreement with the theory of [7].
The distribution of the normal contact stress Example 1 along the contact interface
is depicted in Fig. 4.

Example 2. Let us consider the isotropic case (b). This choice corresponds to the
averaged friction coefficients of the real measurements for the surface from Fig. 2.
The solution characteristics are summarized in the next part of Table 1. One can see
that the number of outer iterations increases modestly with the size of the problem
and the solution is more expensive compared with the previous example as follows
from a higher number of the Hessian multiplications. The distribution of the normal
contact stress along the contact interface is depicted in Fig. 5. In Figs. 6 and 7, we
show the distributions of the Euclidean norm of the tangential contact stress and of
displacements. The behavior of the contact stress inside the contact zone is seen in



234 J. Haslinger et al.

Table 1 Solution characteristics for all examples

Number of subdomains 4 32 108 256

Primal variables 15,972 127,776 431,244 1,022,208

Dual variables 2,145 24,519 90,957 225,291

Equality constraints 24 192 648 1,536

Frictionless problem (Example 1)

Bound constraints (active) 231 (11) 861 (15) 1,891 (20) 3,321 (35)

Outer iterations 11 11 9 9

Hessian multiplications 87 147 211 210

Isotropic case (Example 2)

Bound constraints (active) 231 (11) 861 (64) 1,891 (135) 3,321 (246)

Circular constraints (active) 231 (220) 861 (830) 1,891 (1,847) 3,321 (3,270)

Outer iterations 11 15 19 22

Hessian multiplications 121 222 415 721

Orthotropic case, circular constraints (Example 3)

Bound constraints (active) 231 (11) 861 (63) 1,891 (155) 3,321 (281)

Circular constraints (active) 231 (211) 861 (796) 1,891 (1,771) 3,321 (3,141)

Outer iterations 11 11 14 15

Hessian multiplications 149 262 487 665

Orthotropic case, ellipsoidal constraints (Example 3)

Bound constraints (active) 231 (11) 861 (63) 1,891 (156) 3,321 (284)

Ellipsoidal constraints (active) 231 (213) 861 (798) 1,891 (1,784) 3,321 (3,151)

Outer iterations 11 10 16 17

Hessian multiplications 121 221 363 469

Orthotropic case, circular constraints (Example 4)

Bound constraints (active) 231 (13) 861 (47) 1,891 (113) 3,321 (203)

Circular constraints (active) 231 (229) 861 (847) 1,891 (1,869) 3,321 (3,301)

Outer iterations 10 12 11 12

Hessian multiplications 126 315 332 344

Orthotropic case, ellipsoidal constraints (Example 4)

Bound constraints (active) 231 (8) 861 (41) 1,891 (102) 3,321 (188)

Ellipsoidal constraints (active) 231 (220) 861 (846) 1,891 (1,860) 3,321 (3,301)

Outer iterations 15 24 28 29

Hessian multiplications 208 376 617 738

Fig. 8. The radiuses of small circles are given by the slip bound values F1��;i , where
F1 D F2 D 0:3 and ��i is the component of N�� at the i -th contact node. The arrows
in the circles represent the tangential contact stress.

Example 3. In this example we consider the orthotropic case (c) with the coeffi-
cients of friction F1 D 0:5 and F2 D 0:1 in the incorrectly chosen tangential
directions t1 D .1; 0; 0/> and t2 D .0; 1; 0/>, respectively. The results in Table 1
show that the computations with the circular constraints are more expensive than
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Fig. 4 Normal contact stress
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Fig. 5 Normal contact stress
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Fig. 6 The norm of the tangential contact stress

the ones with the original ellipsoidal constraints. This may be due to worse spectral
properties of the Hessian matrix which increase the bound on the number of
iterations; see Remark 2.1. In Figs. 9, 10, and 11, we depict the distributions of the
normal contact stress and the standard and scaled Euclidean norms of the tangential
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Fig. 7 The norm of the relative tangential contact displacements
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Fig. 8 Contact zone

contact stresses, respectively. The value of the scaled norm at the i -th contact node

is defined as kF�1
i
N�itk, where N�it D .�t1i ; �t2i /> 2 R

2 is the vector made of the i -th
components of N�t1 and N�t2 . The Euclidean norm of the relative tangential contact
displacements is seen in Fig. 12. Finally, Figs. 13 and 14 show the behavior inside
the contact zone. The semi-axes of ellipses are oriented by the directions t1 and t2
and their lengths are F1��i and F2��i , respectively. Again, ��i are the components
of N�� and the arrows in the ellipses represent the tangential contact stress.

Example 4. Finally, let us consider the orthotropic case (d) with the coefficients of
friction F1 D 0:5 and F2 D 0:1 in the directions t1 D .

p
2=2;�p2=2; 0/> and

t2 D .
p
2=2;
p
2=2; 0/>, respectively. This setting corresponds to the milled surface

depicted in Fig. 2. From Table 1 we can see that the circular constraints require less
computations than the ellipsoidal ones. A heuristic argument explaining this fact is
that the spectral properties of the new matrix after transformation of the ellipsoidal
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Fig. 9 Normal contact stress
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Fig. 10 The norm of the
tangential contact stress
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Fig. 11 The scaled norm of
the tangential contact stress
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Fig. 12 The norm of the
relative tangential contact
displacements
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Fig. 13 Contact zone
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Fig. 14 Contact zone zoom
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Fig. 15 Normal contact stress

constraints into the circular ones are sensitive to the orientation of the ellipses. In
Figs. 15, 16, 17, 18, 19, and 20 we depict the same characteristics of the solution as
in Example 3.
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Fig. 16 The norm of the
tangential contact stress
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Fig. 17 The scaled norm of
the tangential contact stress
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Fig. 18 The norm of the
relative tangential contact
displacements
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Table 2 compares the computed displacements for different friction models. One
can see the significant dependence of the results on the used friction model. Using
the orthotropic friction law with correctly chosen tangential directions we get the
results which are closer to the reality. An industrial application for the isotropic
case may be found in [6].
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Fig. 19 Contact zone
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Fig. 20 Contact zone zoom

Table 2 Characteristic of the displacements for different friction models in the whole configura-
tion

Friction model max.ju1j/ max.ju2j/ max.ju3j/ max.kuk/
Case (a) 1:93765 0:13952 3:64374 4:12538

Case (b) 1:83178 0:12977 3:02874 3:53673

Case (c) 1:80919 0:12659 2:85510 3:37758

Case (d ) 1:89417 0:30280 3:29204 3:80103

5 Conclusions

The paper deals with the KPRGP algorithm [14] for constrained minimization
of strictly convex quadratic functions subject to simple bounds and separable
ellipsoidal constraints. Since the algorithm uses the reduced gradient defined by
the projection on the feasible set, the implementation requires to compute the
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projections on ellipses. These projections are computed by a combination of the
Newton and bisection methods.

Our study is motivated by the numerical solution of contact problems in
linear elasticity with orthotropic Coulomb friction. The presented approach uses
the method of successive approximations that requires to solve auxiliary contact
problems with orthotropic Tresca friction in each iterative step. The algebraic dual
formulation of the Tresca problem leads to the constrained minimization for which
the KPRGP may be used. As an alternative to KPRGP one can use MPGP algorithm
described in [5]. In order to increase the computational efficiency, we apply the finite
element discretization based on the TFETI domain decomposition method. Since the
TFETI introduces additional equality constraints in the algebraic problem, we apply
the SMALSE-M algorithm [7] in which the KPRGP is included as the inner loop.
The outer loop of the SMALSE-M is based on the augmented Lagrangian method.
The important property of the SMALSE-M is the fact that the number of iterations
needed to get a solution with a given accuracy is uniformly bounded (with respect
to the size of the problem) provided that the spectrum of the Hessian is confined
in a given interval (i.e., the algorithm is scalable). This assumption is satisfied, if
the ratio between the maximal diameter of the subdomains H and the norm of the
finite element partitions h is fixed and the Hessian is normalized in the spectral
norm [6]. Let us recall that the scalability can be proven only for the frictionless
case and Tresca friction but we observed it experimentally also for some examples
with Coulomb fiction.
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[11] J. Haslinger, R. Kučera, T. Ligurský, Qualitative analysis of 3D elastostatic contact problems
with orthotropic Coulomb friction and a solution dependent coefficients of friction. J. Comput.
Appl. Math. 235, 3464–3480 (2011)

[12] T. Kozubek, A. Markopoulos, T. Brzobohatý, R. Kučera, V. Vondrák, Z. Dostál, MatSol -
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[13] R. Kučera, Minimizing quadratic functions with separable quadratic constraints. Optim.
Meth. Soft. 22, 453–467 (2007)
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Shape-Topological Differentiability of Energy
Functionals for Unilateral Problems in Domains
with Cracks and Applications

Günter Leugering, Jan Sokołowski, and Antoni Żochowski

Abstract A review of results on first order shape-topological differentiability of
energy functionals for a class of variational inequalities of elliptic type is presented.

The velocity method in shape sensitivity analysis for solutions of elliptic
unilateral problems is established in the monograph (Sokołowski and Zolésio,
Introduction to Shape Optimization: Shape Sensitivity Analysis, Springer,
Berlin/Heidelberg/New York, 1992). The shape and material derivatives of
solutions to frictionless contact problems in solid mechanics are obtained. In
this way the shape gradients of the associated integral functionals are derived
within the framework of nonsmooth analysis. In the case of the energy type
functionals classical differentiability results can be obtained, because the shape
differentiability of solutions is not required to obtain the shape gradient of the shape
functional (Sokołowski and Zolésio, Introduction to Shape Optimization: Shape
Sensitivity Analysis, Springer, Berlin/Heidelberg/New York, 1992). Therefore, for
cracks the strong continuity of solutions with respect to boundary variations is
sufficient in order to obtain first order shape differentiability of the associated
energy functional. This simple observation which is used in Sokołowski and
Zolésio (Introduction to Shape Optimization: Shape Sensitivity Analysis, Springer,
Berlin/Heidelberg/New York, 1992) for the shape differentiability of multiple
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eigenvalues is further applied in Khludnev and Sokołowski (Eur. J. Appl. Math.
10:379–394, 1999; Eur. J. Mech. A Solids 19:105–120, 2000) to derive the first
order shape gradient of the energy functional with respect to perturbations of the
crack tip. A domain decomposition technique in shape-topology sensitivity analysis
for problems with unilateral constraints on the crack faces (lips) is presented for the
shape functionals.

We introduce the Griffith shape functional as the distributed shape derivative
of the elastic energy evaluated in a domain with a crack, with respect to the
crack length. We are interested in the dependence of this functional on domain
perturbations far from the crack. As a result, the directional shape and topological
derivatives of the nonsmooth Griffith shape functional are obtained with respect to
boundary variations of an inclusion.

Keywords Conical differential of metric projection • Dirichlet Sobolev space •
Griffith criterium for crack propagation • Hadamard shape differentiability •
Nonsmooth analysis • Shape gradient • Shape Hessian • Signorini variational
inequality

Mathematics Subject Classification (2010). Primary 35J86; Secondary 35R35,
49J40, 74R99.

1 Introduction

First order shape sensitivity analysis of the energy functional for an elliptic boundary
value problem with unilateral constraints defined in domains with cracks is of broad
interest and, therefore, it is named Griffith shape functional. In order to introduce
the Griffith shape functional we make use of

• the crack model within an elastic body, represented by an elliptic variational
inequality with the unilateral constraints representing the first order linear
approximation of the non-penetration condition;

• the energy shape functional defined for the solutions of the variational inequality
depending on the shape of the crack;

• an abstract result on the directional differentiability of the optimal value for
constrained optimization problems over convex sets with respect to a parameter
t ! 0,

t ! j.t; v�.t// WD inf
v2K j.t; v/

which requires only the strong convergence of the minimizers v�.t/ ! v�.0/
with respect to the parameter as well as the existence of the partial derivative of
the mapping R 3 t ! j.t; v/ 2 R;

• a technical result on linear transformations of the displacement field in the
elasticity model obtained in [25] which provides the convex cone K , invariant
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under the change of variables of the velocity method; it means that in order to
apply the abstract sensitivity result for optimal values, we have in hand the linear
transformation of the unknown solution to the variational inequality such that
we could analyze the variational inequality transformed to the fixed geometrical
domain with the parameter independent convex coneK .

Therefore, the Griffith shape functional is the first order shape derivative of the
elastic energy with respect to the perturbation of the crack tip for a given direction
of the velocity vector field. In addition, the second order shape derivative of the
energy functional, whenever it does exist, becomes the first order shape derivative
of the Griffith shape functional. But it is not our primary concern, since we are more
interested in the influence of elastic inclusions far from the crack on the behaviour of
the Griffith shape functional. We believe that such an influence is possible and can be
used for the control of crack propagation in elastic media. Indeed, the dependence of
the Griffith functional with respect to shape changes of an elastic or rigid inclusion
has been considered in [8,17]. This research has been triggered by numerical studies
on optimization an control of crack growth also for the case of cohesive crack
theories in [18, 21, 22]. See also [7, 19].

We recall also that the second order shape differentiability of the energy
functional with respect to the perturbations of the crack tip is known for the
Signorini type variational inequalities which governs frictionless contact problems
[6]. This result can be extended to the crack problems with non-penetration contact
conditions on the crack faces (lips), but this is a subject of the forthcoming paper.

1.1 Interface Problems in Lipschitz Domains

In this paper a class of models with defects in solids is introduced. The defect takes
the form of a cut in the geometrical domain. The cut is a part of a curve in two
spatial dimensions, and the unilateral boundary conditions for displacements and
the tractions are prescribed for the jumps from both sides of the cut. The variational
formulation of the model include the unilateral conditions for the displacements
imposed in the convex cone constraints for admissible displacements. The vari-
ational inequality for displacements is obtained for the minimization problem of
the energy functional over a convex cone. In the specific case of our setting, the
solution operator is Lipschitz continuous with respect to the right-hand side of the
variational inequality. This property leads usually to the Lipschitz continuity of the
solution with respect to the regular boundary variations in the framework of the
velocity method of shape sensitivity analysis. On the other hand, the asymptotic
analysis of solutions to singular perturbations of the geometrical domain can be
performed for linear problems or a restricted class of nonlinear problems. Since
the technique of compound asymptotic expansions cannot be directly applied to the
variational inequalities under considerations, a domain decomposition technique is
used in order to obtain the first order asymptotic expansion of the energy functional
and to obtain the topological derivatives of the energy functionals for the variational
inequalities.
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In this section the framework is introduced for the crack problem in the bounded
domain� in two spatial dimensions. It is assumed [8–17] that a crack in� is a part
†l of the Lipschitz interface †. By an interface we mean a Lipschitz, closed curve
without intersections† b � such that the jumps Œu� of values for traces of Sobolev
functions u from both sides of the interface are allowed.

In addition, in our model the interface, thus, also the crack are supposed to
be sufficiently smooth, say † is a C1;1 closed curves without intersections. This
regularity assumption is added in order to use the standard properties of traces of
Sobolev functions on the interface.

However, the shape sensitivity analysis is performed in our framework by the
bi-Lipschitz changes of variables, we refer to [25] for all details necessary for such
a construction.

Let us consider the Lipschitz domain� with the boundary� D @� decomposed
into two Lipschitz subdomains �0; �00 and the interface † � �, i.e., � WD �0 [
† [�00. For the decomposition of functions in v 2 H1

0 .�/, we use the notation for
restrictions to subdomains v0 2 H1

0 .�
0/ and v00 2 H1

0 .�
00/. Thus, the traces on †

are well defined

vj† WD v0j† D v00j† 2 H1=2.†/ :

Now, we define a broader space H1
0 .�/ � H1

�.�†/ � L2.�/ of functions which
admit the jump

Œv� WD v0j† � v00j† 2 H1=2.†/

over the interface †. This leads also to the boundary value problems in � with
the prescribed jump over the interface, which is not our primary interest. We are
interested in the cracks †l � † modeled by closed subsets of the interface, with
�l WD � n†l , thus, in solutions of the boundary value problems in the convex set

K.�l/ WD fv 2 H1
�.�†/ W Œv� > 0 on †l ; Œv� D 0 on † n†lg :

The primary interest of such a function space setting for the crack problems with
unilateral non-penetration conditions on the crack faces (lips) is the so-called
polyhedricity of the set K.�l/. In other words, polyhedral convex sets admit the
Hadamard differential of the metric projection [6, 25]. This property is inherited
from the polyhedricity of the positive cone in the fractional Sobolev spaceH1=2.†/,
since the space H1=2.†/ is the so-called Dirichlet space with respect to the natural
order. Let us recall the known facts [6].

Proposition 1.1. The scalar product .�; �/† in the Dirichlet spaceH1=2.†/ satisfies
the condition

.vC; v�/† 6 0 8v 2 H1=2.†/;
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therefore, the metric projection in H1=2.†/ onto the positive cone of H1=2.†/ is
conically differentiable.

This implies

Corollary 1.2. The metric projection in H1
�.�†/ onto the closed, convex cone

K.�l/ is conically differentiable.

The above results lead to the first order shape derivatives of the Griffith shape
functional for the cracks with the nonlinear non-penetration conditions prescribed
on the crack lips (or faces in three spatial dimensions).

Remark 1.3. The Griffith shape functional of the crack†l WD f.x1; 0/ 2 R
2; 0 <

x1 < lg at the tip Pl WD .l; 0/ is defined by the shape derivative which is denoted by

J.�l/ WD d….�l I ul /
d l

of the energy functional

l ! ….�l I ul / D inf
v2K.�l/

Z

�l

�
1

2
jrvj2 � f v

�

where ul 2 K.�l/ is the minimizer for a given length l > 0 of the crack, and
f 2 L2.�/ is a given element.

We are going to extend such results to elastic bodies �l with cracks †l
and unilateral conditions on the crack lips (faces) †l̇ . Then, we consider the
differentiability properties of the Griffith functional

• evaluation of the first order shape derivative with respect to the perturbations of
the crack;

• asymptotic analysis of the Griffith functional with respect to singular perturba-
tions of the geometrical domain far from the crack;

2 Modeling of Cracks in Elastic Bodies

2.1 Non-Penetration Conditions on the Crack Faces

It is well known that classical crack theory in elasticity is characterized by linear
boundary conditions which leads to linear boundary value problems. This approach
has a clear shortcoming from a mechanical standpoint, since opposite crack faces
can penetrate each other. We consider nonlinear boundary conditions on crack faces,
the so-called non-penetration conditions, written in terms of inequalities. From
the standpoint of applications, these boundary conditions are preferable since they
provide a mutual non-penetration between crack faces. As a result, a free boundary
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problem is obtained which means that a concrete boundary condition at a given point
can be found provided that we have a solution of the problem.

The main attention in this paper is paid to dependence of solutions of the problem
on domain perturbations, and in particular, on the crack shape.

Let � � R
2 be a bounded domain with smooth boundary � , and �c � � be a

smooth curve without self-intersections,�c D � n �c .
It is assumed that �c can be extended in such a way that this extension crosses

� at two points, and �c is divided into two subdomainsD1 and D2 with Lipschitz
boundaries @D1, @D2, meas.� \ @Di / > 0, i D 1; 2. Denote by � D .�1; �2/ a
unit normal vector to �c . We assume that �c does not contain its tip points, i.e.
�c D �c n @�c .

The equilibrium problem for a linear elastic body occupying�c is as follows. In
the domain �c we have to find a displacement field u D .u1; u2/ and stress tensor
components � D f�ijg, i; j D 1; 2, such that

�div� D f in �c; (1)

� D A".u/ in �c; (2)

u D 0 on �; (3)

Œu�� > 0; Œ�� � D 0; �� � Œu�� D 0 on �c; (4)

�� 6 0; �� D 0 on �ċ : (5)

Here Œv� D vC � v� is a jump of v on �c , and signs ˙ correspond to positive and
negative crack faces with respect to �, f D .f1; f2/ 2 L2.�c/ is a given function,

�� D �ij�j �i ; �� D �� � �� � �; �� D .�1� ; �2� /;
�� D .�1j �j ; �2j �j /;

the strain tensor components are denoted by "ij.u/,

"ij.u/ D 1

2
.ui;j C uj;i /; ".u/ D f"ij.u/g; i; j D 1; 2:

Elasticity tensor A D faijklg, i; j; k; l D 1; 2, is given and satisfies the usual
properties of symmetry and positive definiteness

aijkl�kl �ij > c0j�j2; 8 �ij; �ij D �ji; c0 D const;

aijkl D aklij D aj ikl , aijkl 2 L1.�/.
Relations (1) are equilibrium equations, and (2) is Hooke’s law, ui;j D @ui

@uj
,

.x1; x2/ 2 �c . All functions with two below indices are symmetric in those
indices, i.e. �ij D �ji etc. Summation convention is assumed over repeated indices
throughout the paper.
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The first condition in (4) is called the non-penetration condition. It provides a
mutual non-penetration between the crack faces �ċ . The second condition of (5)
provides zero friction on �c . For simplicity we assume a clamping condition (3) at
the external boundary � .

Note that a priori we do not know points on �c where strict inequalities in (4), (5)
are fulfilled. Due to this, the problem (1)–(5) is a free boundary value problem. If we
have �� D 0 then, together with �� D 0, the classical boundary condition �� D 0

follows which is used in linear crack theory. On the other hand, due to (4), the
condition �� < 0 implies Œu�� D 0, i.e. we have a contact between the crack faces
at a given point. The strict inequality Œu�� > 0 at a given point means that we have
no contact between the crack faces.

Hence, the first difficulty in studying the problem (1)–(5) is concerned with
boundary conditions (4)–(5). The second one is related to the general crack problem
difficulty—a presence of nonsmooth boundaries. We refer the reader to [6] for
related results on boundary value problems defined in domains with cracks.

2.2 Existence of Solutions

First of all we note that problem (1)–(5) admits several equivalent formulations. In
particular, it corresponds to the minimization of the energy functional. To check
this, introduce the Sobolev space

H1
�.�c/ D fv D .v1; v2/ j vi 2 H1.�c/; vi D 0 on �; i D 1; 2g

and the closed convex set of admissible displacements

K D fv 2 H1
�.�c/ j Œv�� > 0 a:e: on �cg: (6)

In this case, due to the Weierstrass theorem, the problem

min
v2K

8
<
:
1

2

Z

�c

�ij.v/"ij.v/ �
Z

�c

fivi

9
=
;

has (a unique) solution u satisfying the variational inequality

u 2 K; (7)
Z

�c

�ij.u/"ij.v � u/ >
Z

�c

fi .vi � ui /; 8v 2 K; (8)

where �ij.u/ D �ij are defined from (2).
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Problem formulations (1)–(5) and (7)–(8) are equivalent. We shall use in Sect. 47
the abstract form (144) of the variational inequality (7)–(8).

Remark 2.1. It follows from the coercivity on the energy space H1
�.�c/ of the

symmetric bilinear form

H1
�.�c/ �H1

�.�c/ 3 .u; v/! a.u; v/ WD
Z

�c

�ij.u/"ij.v/ 2 R

that the solution u to (7)–(8) is Lipschitz continuous in the energy space with respect
to the right-hand side f in the dual space

�
H1
�.�c/

��
.

Any smooth solution of (1)–(5) satisfies (7)–(8) and, conversely, from (7)–(8) it
follows (1)–(5).

Below we provide two more equivalent formulations for the problem (1)–(5), the
so-called mixed and smooth domain formulations. To this end, we first discuss in
what sense boundary conditions (4)–(5) are fulfilled. Denote by † a closed curve
without self-intersections of the class C1;1, which is an extension of �c such that
† � �, and the domain � is divided into two subdomains�1 and �2. In this case
† is the boundary of the domain�1, and the boundary of �2 is † [ � .

Introduce the space H
1
2 .†/ with the norm

kvk2
H

1
2 .†/
D kvk2

L2.†/
C
Z

†

Z

†

jv.x/� v.y/j2
jx � yj2 dxdy (9)

and denote byH� 1
2 .†/ a space dual of H

1
2 .†/. Also, consider the space

H
1=2
00 .�c/ D

�
v 2 H 1

2 .�c/ j vp
�
2 L2.�c/

�

with the norm

kvk21=2;00 D kvk21=2 C
Z

�c

��1v2;

where �.x/ D dist.xI @�c/ and kvk1=2 is the norm in the spaceH1=2.�c/. It is known

that functions from H
1=2
00 .�c/ can be extended to † by zero values, and moreover

this extension belongs to H1=2.†/. More precisely, let v be defined at �c , and v be
the extension of v by zero, i.e.

v.x/ D
�

v.x/; x 2 �c
0; x 2 † n �c:
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Then

v 2 H1=2
00 .�c/ if and only if v 2 H1=2.†/:

With the above notations, it is possible to describe in what sense boundary
conditions (4)–(5) are fulfilled. Namely, the condition �� 6 0 in (5) means that

h��; �i1=2;00 6 0; 8 � 2 H1=2
00 .�c/; � > 0 a:e: on �c;

where h�; �i1=2;00 is a duality pairing between H
�1=2
00 .�c/ and H

1=2
00 .�c/. The

condition �� D 0 in (5) means that

h��; �i1=2;00 D 0; 8 � D .�1; �2/ 2 H1=2
00 .�c/:

The last condition of (4) holds in the following sense

h��; Œu��i1=2;00 D 0:

2.3 Mixed Formulation of the Problem

Now we are interested to give a mixed formulation of the problem (1)–(5). Introduce
the space for stresses

H.div/ D ˚� D f�ijg j � 2 L2.�c/; div� 2 L2.�c/
�

with the norm

k�k2H.div/ D k�k2L2.�c/ C kdiv�k2
L2.�c/

and the set of admissible stresses

H.divI�c/ D
˚
� 2 H.div/ j Œ��� D 0 on �cI �� 6 0; �� D 0 on �ċ

�
:

We should note at this step that for � 2 H.div/ the traces .��/˙ are correctly
defined on †˙ as elements of H�1=2.†/. The first condition in the definition of
H.divI�c/ is fulfilled in the following sense

.��/C D .��/� on †

for any curve† with the prescribed properties. Relations � 6 0, �� D 0 on �ċ also
make sense. The values �� , �� are defined as elements of the space H�1=2

00 .�c/.
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The mixed formulation of the problem (1)–(5) is as follows. We have to find a
displacement field u D .u1; u2/ and stress tensor components � D f�ijg, i; j D 1; 2,
such that

u 2 L2.�c/; � 2 H.divI�c/; (10)

�div� D f in �c; (11)
Z

�c

C�.� � �/C
Z

�c

u.div� � div�/ > 0 8� 2 H.divI�c/: (12)

The tensor C is obtained by inverting the Hooke’s law (2), i.e.

C� D ".u/:

It is possible to establish the existence of a solution to the problem (10)–(12)
and check that (10)–(12) is formally equivalent to (1)–(5) (see [16]). Existence of
solutions to (10)–(12) can be proved independently of (1)–(5). On the other hand,
the solution exists due to the equivalence, and we already have the solution to the
problem (1)–(5).

2.4 Smooth Domain Formulation

Along with the mixed formulation (10)–(12), the so-called smooth domain formula-
tion of the problem (1)–(5) can be provided. In this case the solution of the problem
is defined in the smooth domain�. To do this, we should notice that the solution of
the problem (1)–(5) satisfies (7)–(8), thus, the condition

Œ��� D 0 on �c

holds, and, therefore, it can be proved that in the distributional sense

�div� D f in �:

Hence, the equilibrium equations (1) hold in the smooth domain�.
Introduce the space for stresses defined in �,

H.div/ D f� D f�ijg j �; div� 2 L2.�/g

and the set of admissible stresses

H.divI�c/ D f� 2 H.div/ j �� D 0; �� 6 0 on �cg:
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The norm in the space H.div/ is defined as follows

k�k2H.div/ D k�k2L2.�/ C kdiv�k2
L2.�/

:

We see that for � 2 H.div/, the boundary condition �� D 0, �� 6 0 on �c are
correctly defined in the sense H�1=2

00 .�c/. Thus, we can provide the smooth domain
formulation for the problem (1)–(5). It is necessary to find a displacement field
u D .u1; u2/ and stress tensor components � D f�ijg, i; j D 1; 2, such that

u 2 L2.�/; � 2 H.divI�c/; (13)

�div� D f in �; (14)
Z

�

C�.� � �/C
Z

�

u.div� � div�/ > 0 8� 2 H.divI�c/: (15)

It is possible to prove existence of a solution to the problem (13)–(15) (see
[14]). Moreover, any smooth solution of (1)–(5) satisfies (13)–(15) and, conversely,
from (13)–(15) it follows (1)–(5). Advantage of the formulation (13)–(15) is that it
is given in the smooth domain. This formulation reminds contact problems with thin
obstacle when restrictions are imposed on sets of small dimensions.

Numerical aspects for the problems like (1)–(5) can be found, for example, in
[2, 3].

2.5 Fictitious Domain Method

In this section we provide a connection between the problem (1)–(5) and the
Signorini contact problem. It turns out that the Signorini problem is a limit problem
for a family of problems like (1)–(5). First we give a formulation of the Signorini
problem. Let �1 � R

2 be a bounded domain with smooth boundary �1, �1 D
�c [ �0, �c \ �0 D ;, meas�0 > 0.

For simplicity, we assume that �c is a smooth curve (without its tip points).
Denote by � D .�1; �2/ a unit normal inward vector to �c . We have to find a
displacement field u D .u1; u2/ and stress tensor components � D f�ijg, i; j D 1; 2,
such that

�div� D f in �1; (16)

� D A".u/ in �1; (17)

u D 0 on �0; (18)

u� > 0; �� 6 0; �� D 0; u� � �� D 0 on �c: (19)
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Here f D .f1; f2/ 2 L2loc.R2/ is a given function, A D faijklg, i; j; k; l D 1; 2 is a
given elasticity tensor, aijkl 2 L1

loc.R
2/, with the usual properties of symmetry and

positive definiteness.
It is well known (see [4, 5]) that the problem (16)–(19) has a variational

formulation providing a solution existence. Namely, denote

H1
�0
.�1/ D fv D .v1; v2/ 2 H1.�1/ j vi D 0 on �0; i D 1; 2g

and introduce the set of admissible displacements

Kc D fv D .v1; v2/ 2 H1
�0
.�1/ j v� > 0 a:e: on �cg:

In this case the problem (16)–(19) is equivalent to minimization of the functional

1

2

Z

�1

�ij.v/"ij.v/�
Z

�1

fivi

over the set Kc and can be written in the form of the variational inequality

u 2 Kc; (20)
Z

�1

�ij.u/"ij.v � u/ >
Z

�1

fi .vi � ui / 8v 2 Kc: (21)

Here �ij.u/ D �ij are defined from the Hooke’s law (17). Variational inequality (20)–
(21) is equivalent to (16)–(19) and, conversely, i.e., any smooth solution of (16)–(19)
satisfies (20)–(21) and from (20)–(21) it follows (16)–(19). Along with variational
formulation (20)–(21), the problem (16)–(19) admits a mixed formulation which is
omitted here.

The aim of this section is to prove that the problem (16)–(19) is a limit problem
for a family of problems like (1)–(5). In what follows we provide explanation of this
statement.

First of all we extend the domain �1 by adding a domain �2 with smooth
boundary �2. An extended domain is denoted by �c , and it has a crack (cut) �c .
Boundary of �c is � [ �ċ . Denote †0 D �1 \ �2, † D †0 n � , thus † does not
contain its tip points.

We introduce a family of elasticity tensors with a positive parameter �,

a�ijkl D
�

aijkl in �1

��1aijkl in �2:

Denote A� D fa�ijklg, and in the extended domain�c , consider a family of the crack

problems. Find a displacement field u� D .u�1; u
�
2/, and stress tensor components
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�� D f��ij g, i; j D 1; 2, such that

�div�� D f in �c; (22)

�� D A�".u�/ in �c; (23)

u� D 0 on �; (24)

Œu��� > 0; Œ��� � D 0; ��� � Œu�� D 0 on �c; (25)

��� 6 0; ��� D 0 on �ċ : (26)

As before, Œv� D vC � v� is the jump of v through �c , where ˙ fit positive and
negative crack faces �ċ . All the remaining notations correspond to those of Sect. 1.
We see that for any fixed � > 0 the problem (22)–(26) describes an equilibrium
state of linear elastic body with the crack �c where non-penetration conditions are
prescribed. Hence, the problem (22)–(26) is exactly the problem like (1)–(5), and
we are interested in passage to the limit as � ! 0. In particular, the problem (22)–
(26) admits a variational formulation. Boundary conditions (25)–(26) are fulfilled in
the form as it is explained in Sect. 1. It can be shown that the following convergence
takes place as �! 0

u�! u0 strongly in H1
�.�c/; (27)

u�p
�
! 0 strongly in H1.�2/; (28)

where u0 D u on�1, i.e. a restriction of the limit function from (27) to�1 coincides
with the unique solution of the Signorini problem (16)–(19). From (27)–(28) it
is seen that the limit function u0 is zero in �2. On the other hand, there is no
limit passage for �� in �2 as � ! 0. Thus, the domain �2 can be understood
as undeformable body, and the stresses are not defined in �2. This means that
the Signorini problem is, in fact, a crack problem with non-penetration condition
between crack faces, where the crack �c is located between the elastic body�1 and
non-deformable (rigid) body �2. It is worth noting that, in fact, we can write the
problem (22)–(26) in the equivalent form in the smooth domain �c [ �c by using
the smooth domain formulation of Sect. 2.4.

3 Griffith Functionals Evaluation by the Shape Sensitivity
Analysis of Energy Functionals

The velocity method [6, 25] is used in the shape sensitivity analysis of the energy
functionals with respect to perturbations of a crack tip in two spatial dimensions. In
Frémiot et al. [6] the Hadamard structure [25] theorem for the first and the second
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order shape derivatives of differentiable shape functionals in domains with cracks
is given with full proof. We use the distributed form of the shape gradient for the
energy functional with respect to the crack tip perturbations in order to define the
Griffith shape functional which is further considered in Sect. 47. In applications, the
Griffith functional can be used, it seems, to control the crack propagation in elastic
body with elastic and/or rigid inclusions.

In the crack theory, the Griffith criterion can be used for the prediction of crack
propagation. This criterion says that a crack propagates provided that the derivative
of the energy functional with respect to the crack length reaches a critical value. In
this section we discuss the Griffith criterion and the associated Griffith functional
for the model (1)–(5).

The general point of view is that we should consider a perturbed problem with
respect to (1)–(5). In particular, a crack length may be perturbed. Perturbation will
be characterized by a small parameter t , and t D 0 corresponds to the unperturbed
problem, i.e. to the problem (1)–(5). To describe properly a perturbation of the
problem, we should define a perturbation of the domain�c . This can be done in the
framework of the sensitivity analysis by the so-called velocity method (see [25]).
We briefly recall this method in a way useful for our purposes.

Let us consider a given velocity field V defined in R
2 and describe a perturbation

of �c by solving a Cauchy problem for a system of ODE. Namely, let V 2
W 1;1.R2/2 be a given field, V D .V1; V2/. Consider a Cauchy problem for finding
a function ˆ D .ˆ1;ˆ2/, with x the spatial variable,

dˆ

dt
.t; x/ D V.ˆ.t; x// for t ¤ 0; ˆ.0; x/ D x: (29)

There exists a unique solution ˆ to (29) such that

ˆ D .ˆ1;ˆ2/.t; x/ 2 C1.Œ0; t0�IW 1;1
loc .R

2/2/; jt0j > 0: (30)

Simultaneously, we can find a solution ‰ D .‰1;‰2/ to the following Cauchy
problem

d‰

dt
.t; y/ D �V.‰.t; y// for t ¤ 0; ‰.0; y/ D y (31)

with the some regularity

‰ D .‰1;‰2/.t; y/ 2 C1.Œ0; t0�IW 1;1
loc .R

2/2/; jt0j > 0: (32)

It can be proved that for any fixed t , the inverse function of ˆ.t; �/ is the function
‰.t; �/, thus

y D ˆ.t;‰.t; y//; x D ‰.t;ˆ.t; x//; x; y 2 R
2:
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Due to this, we have a one-to-one mapping between the domain�c and a perturbed
domain�t

c , namely

y D ˆ.t; x/ W �c ! �t
c;

x D ‰.t; y/ W �t
c ! �c:

Moreover, by (30), (32), we have the following asymptotic expansions (I denotes
the identity operator)

ˆ.t; x/ D x C tV .x/C r1.t/; (33)

‰.t; y/ D y � tV .y/C r2.t/; (34)

@ˆ.t/

@x
D I C t @V

@x
C r3.t/; (35)

@‰.t/

@y
D I � t @V

@y
C r4.t/; (36)

kri .t/kW 1;1
loc .R2/2

D o.t/; i D 1; 2;
kri .t/kL1

loc .R
2/2�2 D o.t/; i D 3; 4:

Hence, in the domain �t
c it is possible to consider the following boundary value

problem (perturbed with respect to (1)–(5)). Find a displacement field ut D .ut1; ut2/,
and stress tensor components �t D f�tijg, i; j D 1; 2, such that

�div�t D f in �t
c; (37)

�t D A".ut / in �t
c; (38)

ut D 0 on �t ; (39)

Œut ��t > 0; Œ�t�t � D 0; �t�t � Œut ��t D 0 on �tc; (40)

�t�t 6 0; �t�t D 0 on �t˙c : (41)

Here,

y D ˆ.t; x/ W � ! �t ; �c ! �tc;

and we assume in this section that f D .f1; f2/ 2 C1.R2/ and that aijkl D const,
i; j; k; l D 1; 2. All the rest notations in (37)–(41) remind those of (1)–(5), in
particular, �t D .�t1; �t2/ is a unit normal vector to �tc .

We can provide a variational formulation of the problem (37)–(41). Indeed,
introduce the Sobolev space

H1
�t .�

t
c/ D fv D .v1; v2/ j vi 2 H1.�t

c/; vi D 0 on �t ; i D 1; 2g
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and the set of admissible displacements

Kt D fv 2 H1
�t .�

t
c/ j Œv��t > 0 a:e: on �tcg:

Consider the functional

….�t
cI v/ D

1

2

Z

�tc

�tij.v/"ij.v/�
Z

�tc

fivi

and the minimization problem

min
v2Kt

….�t
cI v/: (42)

Here, �tij.v/ are defined from Hooke’s law similar to (38). Solution of the prob-
lem (42) exists and it satisfies the variational inequality

ut 2 Kt ; (43)
Z

�tc

�tij.u
t /"ij.v � ut / >

Z

�tc

fi .vi � uti / 8v 2 Kt: (44)

Having found a solution of the problem (43)–(44) we can define the energy
functional

….�t
cI ut / D

1

2

Z

�tc

�tij.u
t /"ij.u

t /�
Z

�tc

fiu
t
i :

Note that for t D 0, we have �0
c D �c and u0 D u, where u is the solution of

the unperturbed problem (7), (8). The question arises whether the functional t !
….�t

cI ut / is differentiable at t D 0. Thus, we consider the existence of The question
whether

d

dt
….�t

c I ut /jtD0 D lim
t!0

….�t
cI ut /�….�cI u/

t
:

The answer is positive in many practical situations. We consider two cases, where
the derivative

I D d

dt
….�t

cI ut /jtD0 (45)

can be evaluated.
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3.1 Griffith Functionals for Rectilinear Cracks

Assume for simplicity that the normal vector � to �c keeps its value under the
mapping x ! ˆ.t; x/, i.e. �t D �. In this case,

I D 1

2

Z

�c

˚
divV � "ij.u/� 2Eij.V I u/

�
�ij.u/�

Z

�c

div.Vfi/ui ; (46)

where

Eij.U I v/ D 1

2
.vi;kUk;j C vj;kUk;i /; U D fUijg; i; j D 1; 2:

Note that the assumption concerning the normal vector � holds for rectilinear cracks
�c and vector fields V tangential to �c . In this situation, (46) provides a formula
for the derivative of the energy functional with respect to the crack length what is
practically needed for using the Griffith criterion.

• It will be the case when V D 1 in a vicinity of the right crack tip and the support
denoted by suppV belongs to a small neighborhood of this tip.

• Formula (46) for the shape derivative of the energy functional with respect to
the crack length is called the distributed shape gradient. More precisely, by the
shape gradient we understand the mapping

V ! 1

2

Z

�c

˚
divV � "ij.u/� 2Eij.V I u/

�
�ij.u/�

Z

�c

div.Vfi/ui : (47)

• In Sect. 7 the expression of the distributed gradient (47) is shown to be differen-
tiable with respect to the perturbations of the linear boundary conditions for the
displacement field. In this way the shape derivative of the Griffith functional
with respect to the boundary variations of an inclusion far from the crack is
determined.

3.2 Griffith Functionals for Curvilinear Cracks

The formula for the derivative (45) can be derived for curvilinear cracks if the
simplified assumption on the normal vector � is not fulfilled by using an appropriate
transformation of unknown functions i.e., of the displacement field [25]. We provide
here the formula (45) for the crack �c which is defined by a graph of a smooth
function.
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Let  2 H3.0; l1/ be a given function, l1 > 0, and

† D f.x1; x2/ j x2 D  .x1/; 0 < x1 < l1g:

Consider a crack �l , �l � †, as a graph of the function  ,

�l D f.x1; x2/ j x2 D  .x1/; 0 < x1 < lg; 0 < l < l1:

Here, l is a parameter that characterizes the length of the projection of the crack �l
onto x1 axis. Consider a smooth cut-off function � with a support in a vicinity of
the crack tip .l;  .l//, moreover, we assume that � D 1 in a small neighborhood
of .l;  .l//. We can consider a perturbation of the crack �l along † via a small
parameter t . Denote �l D � n �l . Perturbed crack �tl has a tip .l C t;  .l C t//,
and we consider a perturbed domain �t

l D � n �tl . It is possible to establish a
one-to-one correspondence between�l and �t

l by formulas

y1 D x1 C t�.x/;
y2 D x2 C  .x1 C t�.x// �  .x1/; .x1; x2/ 2 �l; .y1; y2/ 2 �t

l : (48)

Transformation (48) is equivalent to the following (cf. (33))

y D x C tV .x/C r.t; x/

with the velocity field

V.x/ D .�.x/;  0.x1/�.x//: (49)

In the domain �t
l , we can consider a perturbed problem formulation. Namely, it is

necessary to find a displacement field ut D .ut1; ut2/ and the stress tensor components
�t D f�tijg, i; j D 1; 2, such that

�div�t D f in �t
l ; (50)

�t D A".ut / in �t
l ; (51)

ut D 0 on �; (52)

Œut ��t > 0; Œ�t�t � D 0; �t�t � Œut ��t D 0 on �tl ; (53)

�t�t 6 0; �t�t D 0 on �t˙l : (54)

Here, �t D .�t1; �t2/ is a unit normal vector to �tl . For a solution ut of (50)–(54) it is
possible to define the energy functional

….�t
l I ut / D

1

2

Z

�tl

� tij.u
t /"ij.u

t /�
Z

�tl

fiu
t
i
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and to find the derivative

…0.l/ D d….�t
l I ut /

dt
jtD0

with the formula

…0.l/ D 1

2

Z

�l

fdivV � "ij.u/� 2Eij.V I u/g�ij.u/

�
Z

�l

div.Vfi/ui C
Z

�l

�ij.u/"ij.w/ �
Z

�l

fiwi ;
(55)

where the vector field V is defined in (49) and w D .0; � 00u1/ is a given function.
Note that the formula (55) contains the function � , but in fact there is no dependence
of the right-hand side of (55) on � . In particular, if  00 D 0, the formula (55)
reduces to (46) with �c D �l . In this case we have a rectilinear crack and �t D �.
Formula (55) defines a derivative of the energy functional with respect to the length
of the projection of the crack �l onto the x1 axis. Hence, the derivative of the energy
functional with respect to the length of the curvilinear crack is as follows

…0.s/ D …0.l/. 0.l/2 C 1/�1=2;

where

s D
lZ

0

p
 0.t/2 C 1

is the length of the crack �l .
To conclude this section we briefly discuss the existence of so-called invariant

integrals in crack theory. It is turned out that the formula (46) for the derivative of
the energy functional can be rewritten as an integral over closed curve surrounding
the crack tip.

Consider the most simple case of a rectilinear crack �c D .0; 1/ � f0g assuming
that �c � �. Let � be a smooth cut-off function equal to 1 near the point .1; 0/,
and supp� belong to a small neighborhood of the point .1; 0/. Then we can take the
vector field

V D .�; 0/

in (29), (31) which, according to (33), corresponds to the following change of
independent variables

y1 D x1 C t�.x/C r11.t/;
y2 D x2:
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In this case the formula (46) (or the formula (55) in a particular case  D 0)
provides a derivative of the energy functional with respect to the crack length. This
formula can be rewritten [13] as an integral over curve L surrounding the crack tip
.1; 0/,

I D
Z

L

�
1

2
�1�ij.u/"ij.u/� �ij.u/ui;1�j

�
(56)

provided that f is equal to zero in a neighborhood of the point .1; 0/. We should
underline two important points. First, the formula (56) is independent of L, and
second, the right-hand side of (56) is equal to the derivative of the energy functional
with respect to the crack length.

In fact, invariant integrals like (56) can be obtained in more complex situations.
For example, we can assume that the crack �c is situated on the interface between
two media which means that the elasticity tensor A D faijklg is as follows

aijkl D
(
a1ijkl for x2 > 0
a2ijkl for x2 < 0:

Here, a1ijkl D const, a2ijkl D const, i; j; k; l D 1; 2, and fa1ijklg, fa2ijklg satisfy the usual
properties of symmetry and positive definiteness. In this case, formula (46) for the
derivative of the energy functional holds true provided that V is tangential to �c .
This formula provides an existence of invariant integral of the form (56). We should
remark at this point that while the integral (56) is calculated, the values �ij.u/ui;1�j
can be taken at �C

c or at ��
c . It gives the same value of the integral (56) due to the

equality

Œ�ij.u/ui;1�j � D 0 on �c:

On the other hand, we can analyze the case when a rigidity of the elastic body part
�c \ fx2 < 0g goes to infinity. Indeed, consider the following elasticity tensor for a
positive parameter � > 0,

a�ijkl D
(

a1ijkl for x2 > 0
��1a2ijkl for x2 < 0:

Then for any fixed � > 0, the solution of the equilibrium problem like (1)–(5) exists,
and a passage to the limit as �! 0 can be fulfilled. As we already noted in Sect. 3,
in the limit the following contact Signorini problem is obtained. Find a displacement
field u D .u1; u2/ and stress tensor components � D f�ijg, i; j D 1; 2, such that

�div� D f in �c \ fx2 > 0g; (57)
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� D A".u/ in �c \ fx2 > 0g; (58)

u D 0 on @.�c \ fx2 > 0g/ n �c; (59)

u� > 0; �� 6 0; �� D 0; �� � u� D 0 on �c: (60)

For the problem (57)–(60) it is possible to differentiate the energy functional in the
direction of the vector field V D .�; 0/, where the properties of � are described
above. The formula for the derivative has the following form (cf. (46))

I D 1

2

Z

�1

fdivV � �ij.u/� 2Eij.V; u/g�ij.u/�
Z

�1

div.Vfi /ui : (61)

Assume that f D 0 in a neighborhood of the point .1; 0/. In this case, formula (61)
can be rewritten in the form of invariant integral

I D
Z

L1

�
1

2
�1�ij.u/"ij.u/� �ij.u/ui;1�j

�
; (62)

where L1 is a smooth curve “covering” the point .1; 0/. Like for invariant integrals
in the crack problems, formula (62) is independent of a choice of L1.

4 Domain Decomposition Technique for Singularly
Perturbed Elliptic Boundary Value Problems

Our primary concern is the domain decomposition technique [20, 23, 24] in appli-
cation to the shape sensitivity analysis of the Griffith shape functional. However,
the precise results on the shape sensitivity analysis of the Griffith shape functional
are given in a forthcoming paper. In this paper we collect all the results recently
obtained for shape-topological sensitivity analysis of the broad class of variational
inequalities for elastic bodies with cracks. The asymptotic analysis in singularly
perturbed geometrical domain is performed by domain decomposition technique.
The boundary variations are used far from the defect, and the influence of the
domain perturbations is imposed on the variational inequality by means of the
Steklov–Poincaré operator defined within the domain decomposition technique. In
this way the conical differentiability of solutions to the variational inequality with
respect to the regular perturbations of the boundary conditions can be employed
for shape-topological sensitivity analysis of the specific functional defined in
the subdomain which contains the crack. This is the case of the Griffith shape
functional evaluated for a crack with nonlinear boundary conditions prescribed on
the crack lips.
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The reference domain� n �c of the elastic body under considerations is divided
into two subdomains �c with a crack �c inside and �i with an elastic inclusion
! inside. The domains are coupled within the nonlinear elasticity boundary value
problem with the nonlocal boundary conditions defined on the interface �sp WD
�i \�c by an appropriate Steklov–Poincaré operator. In this section, however, we
introduce the domain decomposition technique for the evaluation of the topological
derivatives [20, 23, 24].

Let us consider the linear elliptic boundary value problems, and describe the
domain decomposition technique for asymptotic analysis of the energy functional
in singularly perturbed geometrical domains. The method is presented for simplicity
for circular holes and for the Laplacian with Neumann conditions on the hole, and
the Dirichlet condition on the outer boundary. In such a case the function f ."/ D "2
is used in asymptotic analysis. The shape functional is defined by the associated
energy functional to the boundary value problem.

The domain decomposition technique and the Steklov–Poincaré nonlocal bound-
ary operators are used in the topological sensitivity analysis of nonlinear variational
problems. We start with a scalar linear boundary value problem in order to present
the outline of the method. Therefore, given domains� and �". Ox/ D � n B". Ox/ �
R2, where B". Ox/ is a ball of radius "! 0 and center at a point Ox 2 � far from the
boundary � D @�, with B" b �. By u" we denote a unique classical solution of
the Poisson equation in singularly perturbed domain:

8̂
<̂
ˆ̂:

Find u" such that
��u" D b in �" ;

u" D 0 on @� ;

@nu" D 0 on @B" ;

(63)

where b 2 C0;˛.�/, with ˛ 2 .0; 1/, is a given element which vanishes in the
vicinity of the point Ox 2 �. The solution u" of the boundary value problem (63) is
variational, since u" 2 V" � H1.�"/ minimizes the quadratic functional

I".'/ D 1

2

Z

�"

kr'k2 �
Z

�"

b' (64)

over the linear subspace V" � H1.�"/, where V" is defined as

V" WD f' 2 H1.�"/ W 'j� D 0g : (65)

The shape functional

J .�"/ WD J .�"I u"/1
2

Z

�"

kru"k2 �
Z

�"

bu" D �1
2

Z

�"

bu" (66)



Shape-Topological Differentiability of Energy Functionals for Unilateral. . . 265

defined by the equality

J .�"I u"/ WD I".u"/ (67)

is the energy functional evaluated for the solution of the boundary value prob-
lem (63) posed in the singularly perturbed domain�".

Proposition 4.1. The energy admits the expansion with respect to the small param-
eter "! 0 of the following form:

J .�"/ D J�.u/� �"2kru. Ox/k2 C o."2/ ; (68)

where kru. Ox/k2 is the bulk energy density at the point Ox 2 � and u is a solution
to (63) for " D 0.

Remark 4.2. The bulk energy density functional H1.�/ 3 ' 7! kr'. Ox/k2 2 R,
in general, is not continuous at a point Ox 2 �. Therefore, the bulk energy density
is replaced by a continuous bilinear form H1.�/ 3 ' 7! hB.'/; 'i�R 2 R. For
the Laplacian in two spatial dimensions and the solution of unperturbed problem u
which is harmonic in a neighborhood of Ox, the appropriate continuous bilinear form
with respect to H1.�/ norm, such that there is equality for u,

kru. Ox/k2 D hB.u/; ui�R
is given by (72) or (74). This replacement of kr'. Ox/k2 by hB.'/; 'i�R in the
energy functional for problem (63) has been introduced in [23, 24] for the purposes
of topological derivatives evaluation in the framework of domain decomposition
method.

Note 4.1. If we combine (64) with (68), we arrive at the conclusion that the
modified energy functional

H1.�/ 3 ' ! 1

2

Z

�

kr'k2 �
Z

�

b' � �"2hB.'/; 'i�R 2 R

is an approximation of (64) which furnishes the topological derivative (68) but with
the minimization over unperturbed spaceH1.�/. This observation is in fact used in
the domain decomposition method for unilateral problems.

4.1 Domain Decomposition Technique

Now, we are going to decompose the linear elliptic problem (63) into two parts,
defined in two disjoint domains �R and C.R; "/ WD BR n B" � �, R > " > 0.
Two non-overlapping subdomains�R;C.R; "/ of�" are selected�" D �R[�R[
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C.R; "/, where we assume that R > "0, " 2 .0; "0� and �R stands for the exterior
boundary @BR of C.R; "/. Since the gradient of Sobolev functions is not continuous
for test functions inH1.�/, but it is the case for harmonic functions, we replace the
pointwise values of the gradient of test functions by a representation formula valid
only for the pointwise values of the gradient of a harmonic function.

Proposition 4.3. If the function u is harmonic in a ball BR � R2, of radius R > 0

and center at Ox 2 �, then the gradient of u evaluated at Ox is given by

ru. Ox/ D 1

�R3

Z

�R

.x � Ox/u.x/ : (69)

Proof. The proof of this result we leave as an exercise. ut
In view of (69), since b � 0 in BR for sufficiently small R > "0, expansion (68)

can be rewritten in the equivalent form

J .�"/ D J .�/� "2

�R6

"�Z

�R

u x1

�2
C
�Z

�R

u x2

�2#
C o."2/ ; (70)

where x � Ox D .x1; x2/. As observed in [23, 24], it is interesting to note that (70)
can be rewritten as follows

J .�"/ D J .�/� "2hB.u/; ui�R C o."2/ : (71)

with the nonlocal, positive and self-adjoint boundary operator B uniquely deter-
mined by its bilinear form

hB.u/; ui�R D
1

�R6

"�Z

�R

u x1

�2
C
�Z

�R

u x2

�2#
: (72)

From the above representation, since the line integrals on �R are well defined
for functions in L1.�R/, it follows that the operator B can be extended e.g., to a
bounded operator on L2.�R/, namely

B 2 L.L2.�R/IL2.�R// ; (73)

with the same symmetric bilinear form

hB.'/; �i�R D
1

�R6

�Z

�R

' x1

Z

�R

� x1 C
Z

�R

' x2

Z

�R

� x2


; (74)

which is continuous for all '; � 2 L2.�R/. We observe that the bilinear form

L2.�R/ � L2.�R/ 3 .'; �/ 7! hB.'/; �i�R 2 R (75)



Shape-Topological Differentiability of Energy Functionals for Unilateral. . . 267

is continuous with respect to the weak convergence since it has the simple structure

hB.'/; �i�R D L1.'/L1.�/C L2.'/L2.�/ '; � 2 L1.�R/ (76)

with two linear forms ' 7! L1.'/ and � 7! L2.�/, given by the line integrals
on �R.

4.2 Steklov–Poincaré Pseudodifferential Boundary Operators

Note 4.2. We determine the family Steklov–Poincaré boundary operators on the
outer boundary �R of the domain C.R; "/, if there is a hole B" inside of C.R; "/.

We select R > 0 such that the circle (or the ball for d D 3) BR contains the
hole B" and introduce the truncated domain �R. For the boundary value problem
defined in �", we introduce its approximation in �R. The singular perturbation�"

of the geometrical domain � is replaced by a regular perturbation of the Steklov–
Poincaré boundary operator living on the interface, which coincides with the interior
boundary �R of �R.

Definition 4.4. The Steklov–Poincaré boundary operator

A" W H1=2.�R/! H�1=2.�R/ (77)

is defined for the Poisson equation in the domain C.R; "/. For a fixed parameter
" > 0 and a given element v 2 H1=2.�R/, the corresponding element in the range of
the operator A" is given by the Neumann trace of a unique solution to the boundary
value problem

8
ˆ̂<
ˆ̂:

Find w" such that
��w" D 0 in C.R; "/ ;

w" D v on �R ;
@nw" D 0 on @B" :

(78)

Then we set

A".v/ D @nw" on �R ; (79)

where n is the unit exterior normal vector on @C.R; "/.

Remark 4.5. Let us note that, in absence of the source term b, the energy shape
functional in C.R; "/ evaluated for the harmonic function w" coincides with the
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boundary energy of the Steklov–Poincaré operator on �R evaluated for the Dirichlet
trace of the solution w", namely

Z

C.R;"/

krw"k2 D hA".v/; vi�R : (80)

Therefore, the asymptotics of the energy shape functional in C.R; "/ for " ! 0,
gives rise to the regular expansion of the Steklov–Poincaré operator:

A" D A � 2"2B CR" ; (81)

where the remainder denoted by R" in the above expansion is of order o."2/ in the
operator norm L.H1=2.�R/IH�1=2.�R//.

By Remark 4.5 we obtain the strong convergence of solutions in the truncated
domain. In fact, let us state the following important result:

Proposition 4.6. The sequence of solutions u" converges as "! 0 in the following
sense. For any R > 0,

uR" ! uR strongly in H1.�R/ ; (82)

where �R WD � n BR, " 2 .0; "0�, and R > "0 > 0, where BR is a ball of radius R
and center at Ox 2 �.

Proof. Let uR" be the restriction to �R of the solution u" to (63), namely

uR" 2 H1
�.�R/ W

Z

�R

ruR" � r	C
Z

�R

A".u
R
" /	 D

Z

�R

b	 8	 2 H1
�.�R/ : (83)

In the same way, for " D 0 we have

uR 2 H1
�.�R/ W

Z

�R

ruR � r	C
Z

�R

A.uR/	 D
Z

�R

b	 8	 2 H1
�.�R/ ; (84)

where uR is the restriction to �R of the solution to (63) for " D 0. In addition,
H1
�.�R/ is a subset of H1.�R/, which is defined as

H1
�.�R/ WD f' 2 H1.�R/ W 'j� D 0g : (85)

By taking 	 D uR" � uR and after subtracting the second equation from the first one
we get

Z

�R

kr.uR" � uR/k2 C
Z

�R

.A".u
R
" /�A.uR//.uR" � uR/ D 0 : (86)
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By taking into account the expansion (81) we observe that

Z

�R

kr.uR" � uR/k2 D
Z

�R

.2"2B.uR/�R".u
R//.uR" � uR/ : (87)

From the Cauchy–Schwarz inequality we obtain

Z

�R

kr.uR" � uR/k2 6 2"2kB.uR/kH�1=2.�R/
kuR" � uRkH1=2.�R/

C kR".u
R/kH�1=2.�R/

kuR" � uRkH1=2.�R/
: (88)

Taking into account the trace theorem and the compactness of the remainder R", we
have

Z

�R

kr.uR" � uR/k2 6 "2C1kuR" � uRkH1.�R/ : (89)

Finally, from the coercivity of the bilinear form on the left hand side of the above
inequality, namely,

ckuR" � uRk2
H1.�R/

6
Z

�R

kr.uR" � uR/k2 ; (90)

we obtain

kuR" � uRkH1.�R/ 6 C"2 ; (91)

which leads to the result, with C D C1=c. ut
Now, we make use of the Steklov–Poincaré operator defined above for the

annulus C.R; "/ in order to rewrite the energy shape functional in �" as a sum
of integrals over�R and of the boundary bilinear form on �R,

J .�"/ D 1

2

Z

�R

kru"k2 �
Z

�R

bu" C 1

2
hA".u"/; u"i�R ; (92)

which is possible since the source term b vanishes in the small ball BR around the
point Ox 2 �.

In conclusion, another method of evaluation of the topological derivative for the
energy shape functional is now available. We have the energy shape functional in
the form

J .�"/ D inf
'2H1

�.�R/

�
1

2

Z

�R

kr'k2 �
Z

�R

b' C 1

2
hA".'/; 'i�R

�
; (93)
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where H1
�.�R/ is defined trough (85). Taking into account expansion (81),

from (93) it follows by an elementary argument that

J .�"/ D inf
'2H1

� .�R/

�
1

2

Z

�R

kr'k2 �
Z

�R

b' C 1

2
hA.'/; 'i�R

�

� "2hB.u/; ui�R C o."2/ ; (94)

where (94) coincides with (71). The range of applications of the presented method
is not limited to linear problems only. In fact, this is the only available method
without any strict complementarity type assumptions on the unknown solution of
the variational inequality, for evaluation of topological derivatives of the energy
shape functional for unilateral problems.

5 Domain Decomposition Technique for Topological
Derivatives Evaluation

The method of compound asymptotic expansions is usually used for the purposes
of asymptotic analysis of elliptic boundary value problems in singularly perturbed
geometrical domains. The application of this method requires the linearization of
the boundary value problem under considerations which becomes quite involved
in the case of variational inequalities [1]. Therefore, the domain decomposition
technique was proposed and used in [23, 24], as well as used in [20] for the
purposes of topological derivation for variational inequalities which describe the
static frictionless contact between an elastic body and a rigid foundation as well as
for cracks with the unilateral non-penetration condition.

We recall that the Sobolev space H1.�/ is the Dirichlet space for the natural
order, we refer the reader e.g. to Frémiot et al. [6] for further details in the case of
contact problems in linear elasticity. By the Dirichlet-Sobolev space we mean the
ordered Sobolev spaces e.g., H1.�/ or H1=2.@�/ with the following property for
the natural order. If the function x 7! u.x/ is in the Sobolev space, then the function
x 7! uC.x/ WD maxfu.x/; 0g belongs to the Sobolev space.

5.1 Problem Formulation

Let us consider the new boundary value problem, with nonlinear boundary condi-
tions on �c � �. For the domain with a hole B". Ox/, where Ox 2 �, the boundary
value problem takes the following form:
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8
ˆ̂̂
ˆ̂̂
ˆ̂̂<
ˆ̂̂̂
ˆ̂̂
ˆ̂:

Find u" such that
��u" D b in �" ;

u" D 0 on � ;
@nu" D 0 on @B" ;

u"
@nu"

u" @nu"

>
6
D

0

0

0

9
=
; on �c ;

(95)

where the source term b 2 C0;˛.�/ vanishes in the neighborhood of the point
Ox 2 �. A weak solution u" of problem (95) minimizes the energy functional (64)
over a cone in the Sobolev space, and the shape energy functional takes the form

J .�"/ D inf
'2fV"W'j�c

>0g

�
1

2

Z

�"

kr'k2 �
Z

�"

b'

�
; (96)

where the liner space V" is defined by (65).
Now, let us consider the domain decomposition method for (95), assuming

that �c � �R. In particular, this means that the linear space H1
�.�R/ defined

through (85) is replaced in (93) by the convex and closed subset

K WD f' 2 H1
�.�R/ W 'j�c > 0g ; (97)

and the functional including the Steklov–Poincaré operator is as follows

IR" .uR" / D inf
'2K

�
1

2

Z

�R

kr'k2 �
Z

�R

b' C 1

2
hA".'/; 'i�R

�
: (98)

In order to establish the equality

IR" .uR" / � J .�"/ ; (99)

it is sufficient to show that the minimizer uR" in (98) coincides with the restriction
to �R of the minimizer u" of the corresponding quadratic functional defined in the
whole singularly perturbed domain �", which is left as an exercise. In this way we
obtain

J .�"/ D 1

2

Z

�"

kru"k2 �
Z

�"

bu"

D 1

2

Z

�R

kru"k2 �
Z

�R

bu" C 1

2
hA".u"/; u"i�R

D IR" .uR" /

D inf
'2K

�
1

2

Z

�R

kr'k2 �
Z

�R

b' C 1

2
hA".'/; 'i�R

�
; (100)
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thus, the topological derivative of J .�/ can be evaluated by using the expansion of
IR" .uR" /. The assumption required for the derivation of IR" .uR" / with respect to the
parameter " at " D 0C is only the strong convergence as " ! 0 for fixed R > 0,
namely uR" ! uR strongly in H1.�R/, i.e., there is no need for differentiability
properties of the minimizer uR" 2 H1.�R/ with respect to " (see the proof of
Proposition 4.6).

5.2 Hadamard Differentiability of Minimizer for Parametric
Programming in Function Spaces

The existence of the conical differential for the mapping

Œ0; "0/ 3 " 7! uR" 2 H1.�R/ (101)

is established.
We introduce:

• The quadratic functional

GR.'/ WD 1

2
aR.'; '/ � lR.'/C 1

2
hA.'/; 'i�R � "2hB.'/; 'i�R ; (102)

where

aR.'; '/ D
Z

�R

kr'k2 and lR.'/ D
Z

�R

b' : (103)

• The coincidence set

„ WD fx 2 �c W uR D 0g : (104)

• The linear form (non-negative measure)

h�c; 'i WD aR.uR; '/� lR.'/C hA.uR/; 'i�R : (105)

• The convex cone

SK.uR/ D f' 2 H1
�.�R/ W ' > 0 q.e. on „; h�c; 'i D 0g : (106)

We recall that the symbol q.e. reads “quasi everywhere” and it means, everywhere,
with possible exception on a set of null capacity.
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Theorem 5.1. For fixed R > 0 we have

kuR" � uRkH1
� .�R/

6 CR"
2 : (107)

Furthermore, there is an expansion with respect to "! 0C,

uR" D uR C "2vR C oR."2/ in H1.�R/ : (108)

The element vR 2 H1.�R/ is uniquely determined by a solution to the following
quadratic minimization problem

GR.vR/ D inf
'2SK.uR/

GR.'/ : (109)

Remark 5.2. The result established in Theorem 5.1 can be obtained as well for a
class of contact problems by an application of general results given in [6, 25].

5.3 Topological Derivatives

In this section the outline of the domain decomposition method for variational
inequalities is given. The topological derivative can be evaluated for the energy
shape functional. The scalar elliptic equation as well as the linear elasticity system
in two spatial dimensions with the unilateral conditions far from the hole are
considered. The case of three spatial dimensions can be described in the same
manner. The unilateral conditions are imposed for the weak solutions of elliptic
boundary value problems by a cone constraint for the minimization of the quadratic
energy functional. We recall that the cone of admissible displacements in contact
problems of linear elasticity is defined by the non-penetration condition. The uni-
lateral condition is only an approximation of the real condition and it is prescribed
for normal displacements in the contact zone. Thus the normal displacements in the
contact zone belong to a positive cone in the space of traces.

In this part we restrict ourselves to the circular holes. Let us recall the notation
for the domain decomposition technique. Given a domain �" D � n B" � R2,
with a small hole B" � BR of radius " ! 0 and center at Ox 2 �, we denote by
�R D � n BR the domain without the hole B", and by C.R; "/ D BR n B" the
ring with the small hole B" inside. It means that the domain�" is decomposed into
two subdomains, the truncated one �R and the ring C.R; "/. The main idea which
is employed here is to perform the asymptotic analysis for a linear problem and
then apply the result to the nonlinear problem in a smaller domain called truncated
domain. This is possible for unilateral conditions prescribed on �c � �R, where
the set �c is far from the hole B", and therefore far from the ball BR.

Under this geometrical assumption it is possible to restrict the asymptotic
analysis to the ring C.R; "/. Then the obtained result on the asymptotic behavior of
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the associated solution to the boundary value problem defined in the ring is applied
to the variational inequality considered in the truncated domain �R. In this way
the singular domain perturbation in the ring influences, by a regular perturbation,
the boundary conditions on the interface for variational inequality. The regular
perturbation is governed by a nonlocal, pseudodifferential, self-adjoint boundary
operator of Steklov–Poincaré type. The nonlocal Steklov–Poincaré operator is
introduced on the interface between two subdomains, it is the exterior boundary
�R of the ring, which is exactly the interior boundary of the truncated domain �R.
The subproblem to be solved in the truncated domain is a variational inequality
associated to the constrained minimization problem over a closed convex cone
K � H1.�R/:

Find a unique minimizer u" 2 K of the quadratic energy functional

IR" .'/ D
1

2
aR.'; '/ � lR.'/C 1

2
hA".'/; 'i�R ; (110)

where A" stands for the Steklov–Poincaré operator for the ringC.R; "/ and h�; �i�R is
the duality pairing defined for the fractional Sobolev spacesH�1=2.�R/�H1=2.�R/

on the interface �R, associated with the corresponding Steklov–Poincaré operator
A" W H1=2.�R/ 7! H�1=2.�R/. We need an assumption on its asymptotic behavior,
which is:

Condition 5.3 The Steklov–Poincaré operator for the ring C.R; "/ admits the
expansion for " > 0, " small enough,

A" D A � 2f ."/BCR" ; (111)

with an appropriate function f ."/ ! 0, when " ! 0, depending on the boundary
conditions on the hole, where the remainder R" is of order o.f ."// in the operator
norm L.H1=2.�R/IH�1=2.�R//.

Remark 5.4. In the scalar case the operator B is defined by the bilinear form (74).
From (81) it follows that f ."/ D "2 for the Neumann boundary conditions on the
hole B". For our specific applications, expansion (111) results from the asymptotics
of the shape energy functional in the ring C.R; "/, as it is for the scalar problem.
If the form of operator B in (111) is known, in order to apply the general scheme
the only assumption to check is the compactness condition for the remainder in the
operator norm L.H1=2.�R/IH�1=2.�R//.

Therefore, the original variational inequality defined in the domain�" is replaced
by the variational inequality defined in the truncated domain �R. In this way, for
the purposes of asymptotic analysis the original quadratic functional defined in the
domain of integration �", namely J .�"I'/, is replaced by the functional IR" .'/
defined in the truncated domain without any hole. Two problems are equivalent
under the following assumption on the minimizers u" and uR" of J .�"I'/ and
IR" .'/, respectively.
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Condition 5.5 For " > 0, with " small enough, the minimizer uR" in the truncated
domain coincides with the restriction to the truncated domain �R of the minimizer
u" in the singularly perturbed domain�".

If Conditions 5.3 and 5.5 are fulfilled, then the topological asymptotic expansion of
the energy functional

J .�"I u"/ D 1

2

Z

�"

kru"k2 �
Z

�"

bu" (112)

can be determined from the expansion of the energy functional in the truncated
domain, namely

IR" .uR" / D
1

2
aR.uR" ; u

R
" /� lR.uR" /C

1

2
hA".u

R
" /; u

R
" i�R ; (113)

where uR" is the restriction to the truncated domain �R of the solution u" to the
variational inequality in the perturbed domain �". Under our assumptions, the
solution u" coincides with the solution obtained by the domain decomposition
method.

The evaluation of the topological asymptotic expansion for the energy func-
tional (112) is based on the equality (99), so we have J .�"I u"/ D IR" .uR" /,
combined with the following characterization of the energy functional

IR" .uR" / D inf
'2K

�
1

2
aR.'; '/� lR.'/C 1

2
hA".'/; 'i�R

�
: (114)

The quadratic term ' 7! 1
2
hA".'/; 'i�R of the functional IR" .'/ is, in view

of assumption (111) or of Condition 5.3, the regular perturbation of the bilinear
form in the quadratic functional IR" .'/. Therefore, we obtain the result on the
differentiability of the optimal value in (113) with respect to the parameter ".

Proposition 5.6. Assume that:

• The Condition 5.3 given by (111) holds in the operator norm.
• The strong convergence takes place uR" ! uR in the norm of the space H1.�R/,

which also defines the energy norm for the functional (114).

Then, the energy in the truncated domain �R has the following topological
asymptotic expansion

IR" .uR" / D IR.uR/� f ."/hB.uR/; uRi�R C o.f ."// ; (115)

where uR is the restriction to the truncated domain �R of the solution u to
the original variational inequality in the unperturbed domain �. Therefore, the
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topological derivative of the energy shape functional is obtained from the asymptotic
expansion

J .�"I u"/ D J .�I u/� f ."/hB.u/; ui�R C o.f ."// : (116)

Proof. There are inequalities

IR" .uR" /� IR.uR" /
f ."/

6 IR" .uR" /� IR.uR/
f ."/

6 IR" .uR/� IR.uR/
f ."/

; (117)

which imply the existence of the limit

lim sup
f ."/!0

IR" .uR" /� IR.uR" /
f ."/

D

lim
f ."/!0

IR" .uR" /� IR.uR/
f ."/

D

lim inf
f ."/!0

IR" .uR/� IR.uR/
f ."/

D hB.uR/; uRi�R : (118)

From (115), in view of (99), it follows (116). ut
We can conclude the analysis for the Signorini problem, and confirm that the

topological derivative of the energy shape functional is given by the same formula
as it is in the linear case.

Theorem 5.7. The energy functional for the Signorini problem admits the expan-
sion

J .�"I u"/ D J .�I u/� �"2kruk2 C o."2/ ; (119)

where the topological derivative T . Ox/ D �kru. Ox/k2 is the negative bulk energy
density at the point Ox 2 �. Since the solution of the Signorini problem is harmonic
in a vicinity of Ox, the expansion is well defined. Therefore, the topological derivative
of the energy shape functional is given by the same expression as it is in the case of
linear problem.

6 Conical Differentiability of Metric Projections in Dirichlet
Spaces onto Positive Cones and Applications to the Shape
Sensitivity Analysis of Variational Inequalities

The conical differentiability of the metric projection onto the positive cone in the
Dirichlet space is considered in [6, 25] with applications to the sensitivity analysis
of variational inequalities. There are numerous applications of such results for
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the shape sensitivity analysis of the Signorini problem and frictionless contact
problems in elasticity [25], crack models with unilateral non-penetration condition
[6]. We recall that the shape differentiability of the energy functional for cracks
with unilateral non-penetration condition which is established in [12], does require
only the appropriate strong shape continuity of solutions to variational inequalities
and can be obtained under mild regularity assumptions on the governing variational
inequality [6]. In Sect. 6.3 the topological derivative of the energy functional is given
for the elastic body with a rigid inclusion, weakened by a crack on the boundary of
the inclusion. It is assumed that on the crack the unilateral non-penetration condition
is prescribed which makes the analysis more involved [20] compared to the linear
case.

For the convenience of the reader we recall here the abstract result [25] which is
a generalization of the implicit function theorem for variational inequalities. We use
the result on the Hadamard differentiability of the metric projection on polyhedral
convex sets in Hilbert spaces due to Mignot and Haraux, we refer the reader to [6]
for a simple proof of such a result.

6.1 Generalization of Implicit Function Theorem
for Variational Inequalities. Hadamard Differentiability
of Solutions to Variational Inequalities.

Let K � V be a convex and closed subset of a Hilbert space V , and let h�; �i denote
the duality pairing between V 0 and V , where V 0 denotes the dual of V . We shall
consider the following family of variational inequalities depending on a parameter
t 2 Œ0; t0/, t0 > 0,

ut 2 K W at .ut ; ' � ut / � hbt ; ' � uti 8' 2 K : (120)

Moreover, let ut D Pt .bt / be a solution to (120). For t D 0 we denote

u 2 K W a.u; ' � u/ � hb; ' � ui 8' 2 K ; (121)

with u D P.b/ solution to (121).

Theorem 6.1. Let us assume that:

• The bilinear form at .�; �/ W V�V ! R is coercive and continuous uniformly with
respect to t 2 Œ0; t0/. Let Qt 2 L.V IV 0/ be the linear operator defined as follows
at .�; '/ D hQt .�/; 'i 8�; ' 2 V; it is supposed that there exists Q0 2 L.V IV 0/
such that

Qt D QC tQ0 C o.t/ in L.V IV 0/ : (122)
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• For t > 0, t small enough, the following equality holds

bt D b C tb0 C o.t/ in V 0 ; (123)

where bt ; b; b0 2 V 0.
• The set K � V is convex and closed, and for the solutions to the variational

inequality

…b D P.b/ 2 K W a.…b; ' �…b/ � hb; ' �…bi 8' 2 K (124)

the following differential stability result holds

8h 2 V 0 W ….b C sh/ D …b C s…0hC o.s/ in V (125)

for s > 0, s small enough, where the mapping …0 W V 0 ! V is continuous and
positively homogeneous and o.s/ is uniform, with respect to h 2 V 0, on compact
subsets of V 0.

Then, the solutions to the variational inequality (120) are right-differentiable with
respect to t at t D 0, i.e. for t > 0, t small enough,

ut D uC tu0 C o.t/ in V ; (126)

where

u0 D …0.b0 �Q0u/ : (127)

Let us note, that for bt D 0 and ut D Pt .0/ we obtain u0 D …0.�Q0u/.

6.2 Applications to Unilateral Contact Problems

We recall a result on the topological derivatives of the energy functional for elastic
bodies with rigid inclusions with cracks on the interfaces. We refer to [20] for the
proof.

Let us introduce the description of the convex cone SK.u/,

SK.u/ D
�
' 2 H1;!

� .�‡/ W �'� � n > 0 on ‡0I
Z

�n!
�.u/ � r's D

Z

�‡

b � '
�

(128)

where ‡0 D fx 2 ‡ W .u � �0/ � n D 0g, where �0 WD uj! . We have the following
result:

Theorem 6.2. Let there be given the right hand side bt D bC th of the variational
inequality which governs the unilateral contact problem under investigations, then
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the unique solution ut 2 K! is Lipschitz continuous

kut � ukH1.�‡ IR2/ 6 C t (129)

and conically differentiable in H1.�‡ IR2/, that is, for t > 0, t small enough,

ut D uC tvC o.t/ ; (130)

where the conical differential solves the variational inequality

v 2 SK.u/ W
Z

�n!
�.v/ � r.	 � v/s >

Z

�‡

h � .	 � v/ 8	 2 SK.u/ : (131)

The remainder converges to zero

1

t
ko.t/kH1.�‡ IR2/ !

t!0
0 (132)

uniformly with respect to the direction h on the compact sets of the dual space
.H

1;!
� .�‡//

0. Thus, v is the Hadamard directional derivative of the solution to the
variational inequality with respect to the right hand side.

6.3 Example: Topological Derivative of Energy Functional
for the Crack on Boundaries of Rigid Inclusions

We present an example of shape-topological sensitivity analysis for a crack located
on the boundary of a rigid inclusion. The rigid inclusion can be considered as the
limit case of elastic inclusions. In this particular case the general theory applies and
we are able to present the topological derivative of the energy functional following
[20].

Let us now consider a singularly perturbed domain �". Ox/ D � n B". Ox/, where
B". Ox/ is a ball of radius " > 0, "! 0, and center at Ox 2 � n!. We assume that the
hole B" do not touch the rigid inclusion !, namely B" b � n !.

We are interested in the topological asymptotic expansion of the energy shape
functional of the form

J .�"I'/ D 1

2

Z

�"n!
�.'/ � r's �

Z

�‡

b � ' ; (133)

with ' D u" solution to the following nonlinear system:
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8
ˆ̂̂
ˆ̂̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂̂
<
ˆ̂̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂̂
ˆ̂̂
:

Find u" such that
�div�.u"/ D b in �" n ! ;

�.u"/ D Crus" ;
u" D 0 on � ;

�.u"/n D 0 on @B" ;
.u" � �0/ � n

�� .u"/
�nn.u"/

�nn.u"/.u" � �0/ � n

>
D
6
D

0

0

0

0

9>>=
>>;

on ‡C ;

�
Z

@!

�.u"/n � � D
Z

!

b � � 8 � 2 R.!/ :

(134)

Since the problem is nonlinear, let us introduce two disjoint domains �R and
C.R; "/, with�R D �nBR. Ox/ and C.R; "/ D BR nB" b �n!, where BR. Ox/ is a
ball of radiusR > " and center at Ox 2 � n !. For the sake of simplicity, we assume
that b D 0 in BR. Ox/, that is, the source term b vanishes in the neighborhood of the
point Ox 2 � n!. Thus, we have the following linear elasticity system defined in the
ring C.R; "/:

8
ˆ̂̂̂
<̂
ˆ̂̂̂
:̂

Find w" such that
�div�.w"/ D 0 in C.R; "/ ;

�.w"/ D Crws" ;
w" D v on �R ;

�.u"/n D 0 on @B" ;

(135)

where �R is used to denote the exterior boundary @BR of the ring C.R; "/. We are
interested in the Steklov–Poincaré operator on �R, that is

A" W v 2 H1=2.�RIR2/! �.w"/n 2 H�1=2.�RIR2/ : (136)

Then we have �.uR" /n D A".uR" / on �R, where uR" is solution of the variational
inequality in �R, that is

uR" 2 K! W
Z

�R

�.uR" / � r.	� uR" /C
Z

�R

A".u
R
" / � .	 � uR" /

>
Z

�‡nBR
b � .	� uR" / 8	 2 K! : (137)

Finally, in the ring C.R; "/ we have

Z

C.R;"/

�.w"/ � rws" D
Z

�R

A".w"/ � w" ; (138)
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where w" is the solution of the elasticity system in the ring (135). Therefore the
solutions uR" and w" are defined as restriction of u" to the truncated domain �R and
to the ring C.R; "/, respectively.

In particular, in the neighborhood of Ox 2 � n !, the energy in the ring C.R; "/
admits the following topological asymptotic expansion

Z

C.R;"/

�.w"/ �rws" D
Z

BR

�.w/ �rws�2�"2P�.w. Ox// �rws. Ox/Co."2/ : (139)

where w is solution to (135) for " D 0 and P is the polarization tensor. It means that
w is the restriction to the diskBR of the solution u to the nonlinear system defined in
the unperturbed domain�‡ . Therefore, we have that the Steklov–Poincaré operator
defined by (136) admits the expansion for " > 0, with " small enough,

A" D A � 2"2B C o."2/ ; (140)

where the operator B is determined by its bilinear form

hB.w/;wi�R D �P�.w. Ox// � rws. Ox/ : (141)

From the above results, we have that the energy shape functional associated to
the cracks on boundaries of rigid inclusions embedded in elastic bodies has the
following topological asymptotic expansion

J .�"/ D J .�/� �"2P�.u. Ox// � rus. Ox/C o."2/ ; (142)

with the topological derivative T . Ox/ given by

T . Ox/ D �P�.u. Ox// � rus. Ox/ ; (143)

where u is solution of the variational inequality in the unperturbed domain �‡ and
P is the Pólya–Szegö polarization tensor.

Remark 6.3. From equality (138) we observe that the bilinear form (141) represents
the topological derivative of the Steklov–Poincaré operator (136). In addition, since
solution u 2 K! of the variational inequality is a H1.�‡ IR2/ function, then it is
convenient to compute the topological derivative from quantities evaluated on the
boundary �R in similar way as for the scalar case.

7 Shape Sensitivity Analysis of the Griffith Functional

In a forthcoming paper the first order shape-topological sensitivity analysis of
energy functionals is used to establish the shape differentiability of the so-called
Griffith shape functional. We are going to describe briefly a result of this sort.
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Example 7.1. Let � WD �c [ � [�i be an elastic body with the rectilinear crack
�c � † � �c , thus @� WD �c [ @�. We consider the shape functional defined
by (46) which is called the Griffith functional

J.�/ WD 1

2

Z

�c

˚
divV � "ij.u/� 2Eij.V I u/

�
�ij.u/�

Z

�c

div.Vfi/ui ;

where the displacement field u is given by the unique solution of the variational
inequality

u 2 K W a.u; v � u/ > .f; v � u/ 8u 2 K ; (144)

and the velocity vector field V is compactly supported in �c . We need the
decomposition of � into �c and �i for the purposes of the domain decomposition
technique to our problem. Let ! � �i be an elastic inclusion.

Proposition 7.2. Assume that the energy shape functional E.�i / is shape differen-
tiable in the direction of the velocity fieldW compactly supported in a neighborhood
of the inclusion ! � �i , then the Griffith functional is directionally differentiable
in the direction of the velocity field W .

The result is proved by the domain decomposition technique with a linear problem in
�i which is used to determine the expansion of the energy functional with respect
to the boundary variations of an inclusion and the nonlinear problem in cracked
subdomain �c which is used to obtain the conical differentiability of the solution
with respect to the variations of the Steklov–Poincaré operator:

• the differentiability of the energy functional in the subdomain �i implies the
differentiability of the associated Steklov–Poincaré operator defined on the
Lipschitz curve given by the interface �i \ �c with respect to the scalar
parameter t ! 0 which governs the boundary variations of the inclusion !;

• the expansion of the Steklov–Poincaré nonlocal boundary pseudodifferential
operator obtained in the subdomain �i is used in the boundary conditions for
the variational inequality defined in the cracked subdomain �c and leads to the
conical differential of the solution to the unilateral problem in the subdomain;

• the one term expansion of the solution to the unilateral problem is used in the
Griffith functional in order to obtain the directional derivative with respect to the
boundary variations of the inclusion.
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Boundary Stabilization of Numerical
Approximations of the 1-D Variable Coefficients
Wave Equation: A Numerical Viscosity
Approach

Aurora Marica and Enrique Zuazua

Abstract In this paper, we consider the boundary stabilization problem associated
to the 1 � d wave equation with both variable density and diffusion coefficients
and to its finite difference semi-discretizations. It is well-known that, for the finite
difference semi-discretization of the constant coefficients wave equation on uniform
meshes (Tébou and Zuazua, Adv. Comput. Math. 26:337–365, 2007) or on some
non-uniform meshes (Marica and Zuazua, BCAM, 2013, preprint), the discrete
decay rate fails to be uniform with respect to the mesh-size parameter. We prove
that, under suitable regularity assumptions on the coefficients and after adding an
appropriate artificial viscosity to the numerical scheme, the decay rate is uniform
as the mesh-size tends to zero. This extends previous results in Tébou and Zuazua
(Adv. Comput. Math. 26:337–365, 2007) on the constant coefficient wave equation.
The methodology of proof consists in applying the classical multiplier technique at
the discrete level, with a multiplier adapted to the variable coefficients.
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1 Preliminaries

Let us consider the following initial boundary value problem associated to the 1�d
wave equation with variable coefficients and with a damping mechanism acting on
the right endpoint of the space interval:

8<
:
�.x/vtt � .�.x/vx/x D 0; x 2 .0; 1/; t 2 .0; T �
v.0; t/ D �.1/vx.1; t/C vt .1; t/ D 0; t 2 Œ0; T �
v.x; 0/ D v0.x/; vt .x; 0/ D v1.x/; x 2 .0; 1/;

(1.1)

where .v0; v1/ 2 H1
l �L2.0; 1/ andH1

l .0; 1/ D ff 2 H1.0; 1/; f .0/ D 0g.
Here we have taken the dissipative boundary condition

�.1/vx.1; t/C vt .1; t/ D 0;

but similar results can be proved for more general feedback terms as, for instance,

�.1/vx.1; t/C kvt .1; t/ D 0;

with k > 0 and k ¤ 1. In fact, problem (1.1) with the second dissipative condition
can be reduced to (1.1) by scaling the time variable.

The energy corresponding to the solution of (1.1),

E�;� .v.�; t/; vt .�; t// WD 1

2
.jjp�vt .�; t/jj2L2 C jj

p
�vx.�; t/jj2L2/;

obeys the following dissipation law:

d

dt
E�;� .v.�; t/; vt .�; t// D �jvt .1; t/j2 or (1.2)

E�;� .v0; v1/ � E�;� .v.�; t/; vt .�; t// D
tZ

0

jvt .1; t 0/j2 dt0:

When the variable coefficients � and � belong to the BV.0; 1/ class of functions
with bounded variation, the following stabilization property holds, ensuring the
exponential decay of the energy E�;� .v.�; t/; vt .�; t// of the solutions of (1.1), i.e.,
the existence of two constantsM; ! > 0 such that the following estimate holds for
any solution v of (1.1) corresponding to the initial data .v0; v1/ 2 H1

l �L2.0; 1/ and
any t > 0:

E�;� .v.�; t/; vt .�; t// �M exp.�t!/E�;� .v0; v1/: (1.3)



Boundary Stabilization of Variable Coefficients Numerical Waves 287

There is an extensive literature on the exponential decay of solutions of damped
wave equations. In the 1 � d case under consideration, a careful spectral analysis
allows showing that, most often, the eigenfunctions of the associated generator of
the semigroup constitute a Riesz basis. This allows characterizing the decay rate in
terms of the spectral abscissa. In the case � D � D 1, the solutions of (1.1) vanish in
finite time for all t > 2. But this only occurs in this very exceptional case as pointed
out in [5].

For multi-dimensional problems, the analysis of the exponential decay rate
cannot be performed by spectral analysis methods and it requires of tools such
as microlocal analysis (see the Appendix 2 of [20] by Bardos–Lebeau–Rauch and
[1] where the exponential decay is proved by microlocal tools under the so-called
Geometric Control Condition), multiplier techniques [18, 29, 30], and Carleman
inequalities [25].

For one-dimensional problems as the one we are considering here, the exponen-
tial decay can also be proved by means of the so-called sidewise energy estimates
or Liouville transformations [13, 27, 28].

In this paper, we are mainly interested in the exponential decay of the finite
difference approximations and the multiplier technique seems to be the one that is
better adapted to this goal. In [4], in the continuous setting, the variable coefficients
case was analyzed and multipliers adapted to the two variable coefficients � and
� in (1.1) were introduced. Note that the multiplier technique requires some
minimal regularity of the coefficients, say, one derivative. This is not just a technical
requirement, but rather a necessary condition. Indeed,BV is the minimal regularity
assumption on � and � to ensure that stabilization holds since, as proved in [3] and
[12], the observability property may fail at infinite order when � D 1 for some
pathological � 2 C0;˛.0; 1/ for any ˛ 2 .0; 1/ or at finite order for some � in the
log-Lipschitz or log-Zygmund class.

Consequently, one can say that the exponential decay of solutions of the
dissipative wave equation with variable coefficients can be handled in a satisfactory
manner using multiplier techniques. But this is far from being the case for numerical
approximation schemes and this is the subject we address here. Indeed, the
propagation, controllability, and observability properties of the numerical schemes
for the wave equation are usually much more delicate to be analyzed due to
the existence of fictitious numerical solutions concentrated on the high-frequency
modes. These solutions do not affect the convergence of the numerical solutions in
the classical sense of the numerical analysis since they are highly oscillatory and
weakly converge to zero, but they become important from a stabilization point of
view since the standard feedback mechanisms are not capable of dissipating their
energy efficiently. Roughly, one can say that boundary feedbacks are inefficient
with waves that do not reach the boundary. For the numerical schemes of the
constant coefficients wave equations on uniform meshes, the theory is almost
complete. Indeed, by now the full panorama of the numerical pathologies and the
corresponding remedies to get uniform observability estimates as the mesh size
parameter tends to zero are well-understood (see the survey paper [31] or the more
recent one [10]).
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The paper [26] deals with the finite difference discrete version of the expo-
nential decay estimate (1.3) under the assumptions that the coefficients �; � in
the continuous model (1.1) are constant and the grid is uniform. In particular, an
uniform exponential decay rate is proved to be recovered uniformly as the mesh size
parameter goes to zero by adding an artificial damping in the form of a numerical
viscosity. This artificial viscosity method is similar to the Tychonoff regularization
one introduced by Glowinski–Li–Lions in [15] and proved to be efficient for
computing convergent numerical controls for the wave equation. The efficiency
of the vanishing viscosity method was proved in some other contexts as well. For
example, to recover the uniform controllability properties of a semi-discrete finite
difference scheme for the 1 � d wave equation by means of moment theory tools
(fine biorthogonal estimates) in [23]; to obtain uniform stabilization properties of
the finite difference semi-discretizations for the perfectly matched layer (PML)
approximation of the wave equation in [7] or of some time discretizations of
a general class of exponentially stable systems by using the so-called resolvent
estimates method in [8] and [9].

The aim of the present paper is to extend the results in [26] to the three-point finite
difference semi-discretizations of the wave equation (1.1) with variable and smooth
coefficients �; � on uniform meshes. We will also see that a numerical scheme on a
non-uniform mesh obtained as a diffeomorphic transformation of a uniform one can
be written as a numerical scheme for a different variable coefficients wave equation
on a uniform mesh.

Let us also highlight some recent literature on the behaviour of the numerical
waves on quasi-uniform meshes or on non-uniform ones obtained by diffeomorphic
transformations. In [6], uniform observability properties are obtained for mixed
finite element approximations of the constant coefficients wave equation on quasi-
uniform meshes. This analysis uses the particular structure of the numerical scheme
allowing a full description of the spectrum, even in the non-uniform mesh case.
In [2], the spectral distribution of the eigenvalues of sequences of locally Toeplitz
matrices arising in numerical approximations of elliptic operators with variable
coefficients on non-uniform meshes obtained by diffeomorphic transformations is
analyzed. In [22], using pseudo-differential calculus tools, we rigorously define the
Fourier symbol and analyze fine geometric properties of the bi-characteristic rays
for the finite difference approximations of the variable coefficient wave equation on
non-uniform meshes obtained by regular transformations. The spectral distribution
in [2] turns out to be the integral on the phase-space domain of the Fourier symbol
in [22].

This paper is organized as follows. In Sect. 2, we recall the stabilization
properties of the continuous model. In Sect. 3.1, we state our main result concerning
the uniform stabilization of the viscous finite difference approximations of (1.1) and
we discuss the analogy between the numerical schemes for the wave equation on
non-uniform meshes and those for variable coefficients wave equations on uniform
meshes. In Sect. 3.2, we prove the main result in Sect. 3, Theorem 1, and in Sect. 3.3,
we test numerically our theoretical result in Sect. 3.1. Finally, in Sect. 4 we provide
some final comments on our results and related open problems. Additionally, for
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the sake of completeness, we have included Appendix A. containing the proof of
the main result in Sect. 2 concerning the continuous model.

2 Stabilization of the Continuous Model

The exact statement of the exponential decay property (1.3) is the following one:

Theorem 2.1 (Appendix in [5]). For any strictly positive coefficients �; � 2
BV.0; 1/ and any initial data .v0; v1/ 2 H1

l �L2.0; 1/, the solution v of the damped
wave equation (1.1) satisfies the estimate (1.3).

By density arguments, it is enough to prove the decay property (1.3) for dense
subsets of coefficients and initial data, with constants M and ! depending on the
total variation of the coefficients � and � . We will consider here the dense subclasses
given by strictly positive coefficients �; � 2 C1.0; 1/ and initial data .v0; v1/ 2 V ,
where

V WD f.f 0; f 1/ 2 H1
l � L2.0; 1/; .@2�;�f 0; @2�;�f

1/ 2 H1
l �L2.0; 1/g:

We denote by @2�;�f WD .�fx/x=� the weighted Laplace operator involved in the
wave equation (1.1). Indeed, set v� to be the solution of (1.1) corresponding to the
strictly positive coefficients ��; �� 2 C1.0; 1/ and to the initial data .v0� ; v

1
�/ 2 V

and assume that �� �! �, �� �! � strongly in BV.0; 1/ and .v0� ; v
1
�/ �! .v0; v1/

strongly in H1
l � L2.0; 1/ as � ! 0. Taking into account the dissipation law of the

energy (1.2) and the uniform positivity of the coefficients .��; ��/, we see that v� is
uniformly bounded in L1.0;1IH1

l .0; 1// \ W 1;1.0;1IL2.0; 1// as � ! 0 so
that

v� * v weakly star in L1.0;1IH1
l .0; 1//\W 1;1.0;1IL2.0; 1//:

For any � 2 L1.0; T IH1
l .0; 1// \ W 1;1.0; T IL2.0; 1//, with a finite T > 0, v�

satisfies the weak formulation

1Z

0

��v�;t � dx
ˇ̌
ˇ
T

0
�

TZ

0

1Z

0

��v�;t ��;t dx dt

C
TZ

0

v�;t .1; t/�.1; t/ dtC
TZ

0

1Z

0

��v�;x��;t dx dt D 0: (2.1)

Since BV.0; 1/ � L1.0; 1/ continuously, from the strong convergences in BV ,
we get strong convergence �� �! � and �� �! � in L1.0; 1/. On the other hand,
from the dissipation law (1.2) for v� , we see that v�;t .1; t/ is bounded inL2.0; T / and
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then, after extracting subsequences, there exists a function f 2 L2.0; T / such that
v�;t .1; �/ * f weakly in L2.0; T /. To identify f as vt .1; �/, observe that v�.1; t/ DR 1
0

v�;x.x; t/ dx, so that v�.1; �/ * v.1; �/ weakly in L2.0; T /, v�;t .1; �/ * vt .1; �/
in H�1.0; T / and then f D vt .1; �/ 2 L2.0; T /. We can now rigorously pass to
the limit into the weak formulation (2.1) and we obtain that the limit v satisfies
the wave equation (1.1) with coefficients �; � and initial data .v0; v1/. Taking into
account the weak star convergence of v� to v, we obtain E�;� .v.�; t/; vt .�; t// �
lim inf� E��;�� .v�.�; t/; v�;t .�; t//, which, combined with the passing to the limit in
the exponential decay property (1.3) for the regular coefficients ��; �� and data
.v0� ; v

1
�/, concludes the exponential decay property (1.3) for all �; � 2 BV.0; 1/

and .v0; v1/ 2 H1
l �L2.0; 1/.

Taking into account the above observation, in what follows, we will focus only
on the decay property (1.3) for strictly positive coefficients �; � 2 C1.0; 1/ and
.v0; v1/ 2 V . As we will see, the exponential decay property (1.3) is equivalent to
the existence of a time T > 0 and a positive constant C > 0 such that the following
observability inequality holds for any .v0; v1/ 2 V and v the corresponding solution
of (1.1):

E�;� .v0; v1/ � C
TZ

0

jvt .1; t/j2 dt: (2.2)

Also (2.2) is equivalent to a similar observability property for the corresponding
conservative system with initial data .u0; u1/ 2 V :

8
<
:
�.x/utt � .�.x/ux/x D 0; x 2 .0; 1/; t 2 .0; T �
u.0; t/ D ux.1; t/ D 0; t 2 Œ0; T �
u.x; 0/ D u0.x/; ut .x; 0/ D u1.x/; x 2 .0; 1/;

(2.3)

namely,

E�;� .u0; u1/ � C 0
TZ

0

jut .1; t/j2 dt: (2.4)

We obtain the following result for which we will give two proofs in Appendix A.:

Theorem 2.2. a) For all initial data .u0; u1/ 2 V and all strictly positive coeffi-
cients �; � 2 C1.0; 1/, the observability inequality (2.4) for the solution of (2.3)
holds for any time T satisfying

T > QT? WD 2`; with ` WD
1Z

0

s
�.x/

�.x/
dx: (2.5)
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b) For all initial data .u0; u1/ 2 V in (2.3), all strictly positive coefficients �; � 2
C1.0; 1/ and all T > 0 the following direct inequality for the solution of (2.3)
holds:

TZ

0

jut .1; t/j2 dt � C 00E�;� .u0; u1/: (2.6)

c) Equivalently, the observability inequality (2.2) and the exponential decay esti-
mate (1.3) also hold.

Remark 1. The optimal time QT? WD 2` in (2.5) can be obtained by using the
Liouville transformation Qx D L.x/ WD R x

0

p
�=�.x0/ dx0 as in [19], [21] or [27].

In this way, (2.3) is transformed into the wave equation Qutt � Qu Qx Qx � f1.L�1. Qx//Qu Qx �
f0.L

�1. Qx//Qu D 0 on the space interval Qx 2 .0; `/. Here, the unknown is
Qu. Qx; t/ WD u.x; t/=f .x/ and f can be any strictly positive function such that
f1 WD ..f

p
��/0 C p��f 0/=.f�/ and f0 WD .�f 0/0=.f�/ belong to L1.0; 1/.

The principal part of this new equation being the d’Alembert operator, the optimal
observability time is indeed QT? WD 2`.

In this paper, the optimal time QT? in (2.5) is rigorously obtained by the method
of sidewise energy estimates in Appendix A.. However, since this method does not
seem to be adaptable at the discrete level, we will present a second proof using a
multiplier technique, that can be adapted to the discrete case. Note however that the
multiplier technique provides the observability property (2.4) in a non-optimal time
T > T?,

T? WD 2jj'
p
�=� jjL1 : (2.7)

In order to define the function ' in (2.7), we first introduce some notations
and results concerning the BV.0; 1/ class. For strictly positive coefficients �; � 2
L1.0; 1/, we denote by �?; �? and �?; �? the four constants with the following
properties:

0 < a? WD inf
Qx2Œ0;1�

a. Qx/ � a.x/ � a? WD sup
Qx2Œ0;1�

a. Qx/ <1 (2.8)

for all x 2 Œ0; 1� and a 2 f�; �g. Since �; � 2 BV.0; 1/, they admit the Jordan
decomposition a.x/ WD a.0/C aC.x/ � a�.x/ for all a 2 f�; �g (cf. [14]), where

aC.x/ WD T V.a; 0; x/ and a�.x/ WD �a.x/C a.0/C T V.a; 0; x/: (2.9)

By T V.a; ˛; ˇ/, we denote the total variation of the function a on the interval
.˛; ˇ/ � .0; 1/. Moreover, �C; �C � 0 and ��; �� � 0 are increasing functions. If
a 2 W 1;1.0; 1/ � BV.0; 1/, then T V.a; ˛; ˇ/ D R ˇ

˛ ja0. Qx/j d Qx. Here, 0 denotes the
derivative of a function depending on one variable.
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As indicated above, one of the techniques used here to prove the observability
inequality (2.4) with observability time given by (2.7) is the multiplier one (cf. [20]).
For �?; �? and �˙; �˙ as in (2.8) and (2.9) and inspired by [4], let us define the
adapted multiplier '.x/ux , where ' is given as follows:

'.x/ WD exp. .x//; with  .x/ WD x C �C.x/
�?

C ��.x/
�?

: (2.10)

Remark 2. Note that the classical multiplier xux used to prove observability for
the constant coefficient wave equation in [20] is not appropriate for the variable
coefficients case. Indeed, by multiplying (2.3) by xux and integrating in .x; t/ 2
.0; 1/� .0; T /, we obtain the following multiplier identity:

T E�;� .u0; u1/ D �.1/

2

TZ

0

jut .1; t/j2 dt � Xx�.t/
ˇ̌
ˇ
T

0

C 1

2

TZ

0

1Z

0

.x� 0.x/jux.x; t/j2�x�0.x/jut .x; t/j2/ dx dt; (2.11)

where

X˛.t/ WD
1Z

0

˛.x/ut .x; t/ux.x; t/ dx: (2.12)

Using the Cauchy–Schwarz inequality, we get

jXx�.t/j � jjx
p
�=� jjL1E�;� .u0; u1/;

so that

jXx�.t/jT0 j � 2jjx
p
�=� jjL1E�;� .u0; u1/: (2.13)

We also easily obtain

1

2

TZ

0

1Z

0

x.� 0.x/jux.x; t/j2��0.x/jut .x; t/j2/ dx dt � m�;�T E�;� .u0; u1/; (2.14)

where

• m�;� WD 0, if � 0 � 0 and �0 � 0,
• m�;� WD maxfjjx�0=�jjL1 ; jjx� 0=� jjL1g, if � 0 � 0 and �0 � 0,
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• m�;� WD jjx�0=�jjL1 , if � 0; �0 � 0,
• m�;� WD jjx� 0=� jjL1 , if � 0; �0 � 0.

Combining identity (2.11) with inequalities (2.13) and (2.14), we get

�
T .1 �m�;� / � 2jjx

p
�=� jjL1

	
E�;� .u0; u1/ � �.1/

2

TZ

0

jut .1; t/j2 dt; (2.15)

so that observability holds under the requirementm�;� < 1 on the coefficients. But
this artificially reduces the class of admissible coefficients in Theorem 2.2.

3 Stabilization of the Numerical Approximation Scheme:
A Vanishing Viscosity Method

3.1 Main Result

Consider N 2 N, h WD 1=.N C 1/ > 0 to be the mesh size parameter and Gh WD
fxj D jh; 0 � j � N C 1g an uniform grid of size h of the interval Œ0; 1�. For � as
in (1.1), set �jC1=2 WD �.xjC1=2/, with 0 � j � N , and �j WD �.xj /, with 0 � j �
N C1. We denote by fh the column vector of components fj , 0 � j � N C1. Also
define the forward, backward and centered first-order finite differences @hC, @h� and
@h as @h;˙fj WD ˙.fj˙1�fj /=h and @hfj WD .fjC1�fj�1/=.2h/. Let @h;2� be the
three-points finite difference approximation of the weighted second-order derivative
@2� WD @x.�@x/ defined as follows:

@h;2� fj WD
�jC1=2@hCfj � �j�1=2@h�fj

h
: (3.1)

We also set @h;2 WD @
h;2
1 to be the classical centered three-point finite difference

operator approximating the Laplacian @xx.
Let us now consider the following viscous finite difference semi-discretization of

the damped wave equation (1.1) on the uniform grid Gh:

8
<
:
�j v00

j .t/ � @h;2� vj .t/ D h2@h;2v0
j .t/; 1 � j � N; t 2 .0; T �

v0.t/ D �NC1=2@hCvN .t/C v0
NC1.t/ D 0; t 2 Œ0; T �

vh.0/ D vh;0; .vh/0.0/ D vh;1:
(3.2)

In this section, 0 denotes the time derivative. The energy associated to the damped
wave equation (3.2),



294 A. Marica and E. Zuazua

QEh�;� .vh.t/; vht .t//WD
h

2

NX
jD1

�j jv0
j .t/j2C

h

2

NX
jD0

�jC1=2j@hCvj .t/j2C h2

2�NC1=2
jv0
NC1.t/j2;

is decreasing in time and satisfies the following dissipation law:

d

dt
QEh�;� .vh.t/; vht .t// D �jv0

NC1.t/j2 � h3
NX
jD0
j@hCv0

j .t/j2 (3.3)

or

QEh�;� .vh.0/; vht .0//� QEh�;� .vh.t/; vht .t//D
tZ

0

jv0
NC1.t 0/j2 dt0Ch3

NX
jD0

tZ

0

j@hCv0
j .t

0/j2dt0:

As in the continuous case, we are interested in the exponential decay property
of the discrete wave equation (3.2), i.e., in the existence of two positive constants
QM; Q! > 0 independent of h such that the following energy estimate holds for all
t > 0 and for all initial data .vh;0; vh;1/ in (3.2):

QEh�;� .vh.t/; vht .t// � QM exp.�t Q!/ QEh�;� .vh;0; vh;1/: (3.4)

Also, as for the continuous model, the decay property (3.4) is equivalent to the
existence of a finite time T > 0 and of a constant C > 0 such that the following
observability estimate holds for any solution vh.t/ of the damped system (3.2),
uniformly as h! 0:

QEh�;� .vh.0/; vht .0// � C
0
@

TZ

0

jv0
NC1.t/j2 dtC h3

NX
jD0

TZ

0

j@hCv0
j .t/j2 dt

1
A : (3.5)

Consider the following finite difference approximation of (2.3):

8<
:
�j u00

j .t/ � @h;2� uj .t/ D 0; 1 � j � N; t 2 .0; T �
u0.t/ D @hCuN .t/ D 0; t 2 Œ0; T �
uh.0/ D uh;0; .uh/0.0/ D uh;1;

(3.6)

for which the total energy of the solutions given below is time conservative

Eh�;� .uh.t/;uht .t// WD
h

2

NX
jD1

�j ju0
j .t/j2 C

h

2

NX
jD0

�jC1=2j@hCuj .t/j2:

At the same time, the decay property (3.4) is equivalent to the fact that the
following observability inequality holds for any solution uh.t/ of the conservative
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system (3.6):

Eh�;� .uh.0/;uht .0// � C 0
0
@

TZ

0

ju0
NC1.t/j2 dtC h3

N�1X
jD0

TZ

0

j@hCu0
j .t/j2 dt

1
A : (3.7)

Let us now state the main result of this paper:

Theorem 1. a) For all strictly positive coefficients �; � 2 C2.0; 1/ and all initial
data .uh;0;uh;1/ 2 R

N �RNC1 in (3.6) such that their total energy Eh�;� .uh;0;uh;1/
is finite, the discrete observability inequality (3.7) holds uniformly in a finite time
T h? that tends to T? in (2.7) as h! 0.

b) Equivalently, (3.5) and (3.4) also hold true, uniformly with respect to h > 0.

Remark 3. Consider g W Œ0; 1� ! Œ0; 1� to be an increasing C3.0; 1/ function such
that g0.x/ > g? > 0 for all x 2 Œ0; 1�, a non-uniform grid Ghg of the interval
Œ0; 1� constituted by the nodes gj WD g.xj / and the following viscous numerical
approximation of the constant coefficients wave equation vtt � vyy D 0 on the non-
uniform mesh Ghg :

8
ˆ̂̂̂
<
ˆ̂̂̂
:

v00
j .t/ �

@h
C

vj .t/

@h
C
gj

� @h
�

vj .t/

@h
�
gj

@hgj
D h2@h2v0

j .t/

@hgj
; 1 � j � N; t 2 .0; T �

v0.t/ D @h
C

vN .t/

@h
C
gN
C v0

NC1.t/ D 0; t 2 Œ0; T �
vh.0/ D vh;0; .vh/0.0/ D vh;1:

(3.8)

Observe that (3.8) can be also seen as a semi-discretization of the variable
coefficients wave equation (1.1) with @hg � g0 DW � and 1=@hCg � 1=g0 DW �
on the uniform mesh Gh, so that our result in Theorem 1 also applies to system (3.8)
and to its conservative version in which the two damping mechanisms represented
by the right hand side in the first equation and the second term v0

NC1.t/ in the second
equation on the boundary are eliminated.

3.2 Proof of the Main Result, Theorem 1

a) Set 'j WD '.xj /, with ' as in (2.10). Let us multiply (3.6) by 'j @huj .t/, add in
1 � j � N and integrate in t 2 .0; T /. Then

h

NX
jD1

TZ

0

�j u00
j .t/'j @

huj .t/ dt � h
NX
jD1

TZ

0

@h;2� uj .t/'j @
huj .t/ dt D 0: (3.9)
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Step 1. Processing of the first term in the left hand side of (3.9). After
integration by parts in time, taking real parts and using the identity 2ab D jaj2 C
jbj2 � ja � bj2 for all a; b 2 R, we obtain

h

NX
jD1

TZ

0

�j u00
j .t/'j @

huj .t/ dt D X h
'�.t/

ˇ̌
ˇ
T

0
� 1
4

NX
jD1

TZ

0

.'�/j .wjC1.t/ � wj .t// dt;

(3.10)
where wj .t/ WD ju0

j .t/j2 C ju0
j�1.t/j2 � ju0

j .t/ � u0
j�1.t/j2 and

X h
˛ .t/ WD h

NX
jD1

˛j u0
j .t/@

huj .t/:

In what follows, we will often apply the Abel summation by parts formula:

ˇX
jD˛

.ajC1 � aj /bj D aˇC1bˇC1 � a˛b˛�1 �
ˇX

jD˛�1
ajC1.bjC1 � bj / (3.11)

for all ˛ � ˇ 2 Z. We first apply formula (3.11) for the last term in the right hand
side of (3.10) in the particular case of ˛ D 1, ˇ D N , aj D wj .t/ and bj D .'�/j .
Taking into account the boundary conditions in (3.6), we get wNC1 D 2ju0

NC1j2
(since u0

NC1 D u0
N ) and w1 D 0 (since u0

0 D 0). In this way,

NX
jD1

.'�/j .wjC1�wj / D 2.'�/NC1ju0
NC1j2�

NX
jD0

..'�/jC1�.'�/j /.ju0
jC1j2Cju0

j j2/

C
N�1X
jD0

..'�/jC1 � .'�/j /ju0
jC1 � u0

j j2: (3.12)

Due to the boundary condition u0
0 D 0, the second term in the right hand side of

(3.12) verifies the identity

NX
jD0

..'�/jC1 � .'�/j /.ju0
jC1j2 C ju0

j j2/ D ..'�/NC1 � .'�/N /ju0
NC1j2

C
NX
jD1

..'�/jC1 � .'�/j�1/ju0
j j2;

so that we get the following expression for the first term in the left hand side of
(3.9):
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h

NX
jD1

TZ

0

�ju00
j .t/'j @

huj .t/ dt D X h
'�.t/

ˇ̌
ˇ
T

0
� .'�/NC1 C .'�/N

4

TZ

0

ju0
NC1.t/j2 dt

C h

2

NX
jD1

TZ

0

@h.'�/j ju0
j .t/j2 dt � R1; R1 D h3

4

N�1X
jD0

TZ

0

@hC.'�/j j@hCu0
j .t/j2 dt:

(3.13)

Step 2. Processing of the second term in the left hand side of (3.9). First, by
simply taking into account that 2@huj D @hCuj C @hCuj�1, we obtain

� h
NX
jD1

TZ

0

@h;2� uj .t/'j @
huj .t/ dt

D �1
2

NX
jD1

TZ

0

'j .�jC1=2j@hCuj .t/j2 � �j�1=2j@hCuj�1.t/j2/ dt

� 1
2

NX
jD1

TZ

0

'j .�jC1=2 � �j�1=2/@hCuj .t/@
h�uj .t/ dt: (3.14)

For the first term in the right hand side of (3.14), we use the Abel formula (3.11)
with ˛ D 1, ˇ D N , aj D �j�1=2j@hCuj�1j2 and bj D 'j . Taking into account that
aNC1 D 0 (since @hCuN D 0), we get

NX
jD1

'j .�jC1=2j@hCuj j2 � �j�1=2j@hCuj�1j2/ D

� '0�1=2j@hCu0j2 �
N�1X
jD0

�jC1=2.'jC1 � 'j /j@hCuj j2: (3.15)

On the other hand, using the identity 2ab D jaj2 C jbj2 � ja � bj2, holding for
all a; b 2 R, in the particular case a D �jC1=2@hCuj and b D �j�1=2@h�uj , we can
transform the second term in the right hand side of (3.14) as follows:

NX
jD1

'j .�jC1=2 � �j�1=2/@hCuj @
h�uj D 1

2

NX
jD1

�j .�
2
jC1=2j@hCuj j2 C �2j�1=2j@h�uj j2/

� h
2

2

NX
jD1

�j j@h;2� uj j2; with �j WD 'j �jC1=2 � �j�1=2
�jC1=2�j�1=2

81 � j � N: (3.16)
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Since @h�uj D @hCuj�1 and @hCuN D 0, we get

NX
jD1

�j .�
2
jC1=2j@hCuj j2 C �2j�1=2j@h�uj j2/ D

�1�
2
1=2j@hCu0j2 C

N�1X
jD1

.�jC1 C �j /�2jC1=2j@hCuj j2: (3.17)

Finally, inserting (3.15)–(3.17) into (3.14), we obtain

� h
NX
jD1

TZ

0

@h;2� uj .t/'j @
huj .t/ dt D '1�

2
1=2

4

�
1

�1=2
C 1

�3=2

� TZ

0

j@hCu0.t/j2 dt

C h

2

N�1X
jD1

TZ

0

�2jC1=2@hC
�
'j

2

�
1

�jC1=2
C 1

�j�1=2

�
j@hCuj .t/j2 dt

C h2

4

NX
jD1

TZ

0

�j j@h;2� uj .t/j2 dt: (3.18)

Step 3. Equipartition of energy. Note that the last terms in the right hand sides
of (3.13) and (3.18) are reminder terms with respect to formulas (A.4) and (A.5)
(in Appendix A.) corresponding to the continuous case. The last term in (3.13) is
a discrete version of �h2 R T

0

R 1
0
.'�/0.x/jutx.x; t/j2 dx dt=4, while the last one in

(3.18) is of the form

�h2
Z T

0

Z 1

0

'.x/.1=�/0.x/j.�ux/x.x; t/j2 dx dt=4:

However, in the right hand side of the discrete observability inequality (3.7) only
the discrete version of the term h2

R T
0

R 1
0
jutx.x; t/j2 dx dt appears, so that firstly we

have to express the last terms in (3.13) and (3.18) in terms of the last one in (3.7),
modulo eventually some additive reminders. To obtain an equivalent expression of
the last term in (3.18), we multiply (3.6) by �j @h;2� uj .t/, add in 1 � j � N and
integrate in t 2 .0; T /. After integration by parts in time, we get

h2
NX
jD1

TZ

0

�j j@h;2� uj .t/j2 dt D h2
NX
jD1

TZ

0

�j �ju00
j .t/@

h;2
� uj .t/ dt
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D h2
NX
jD1

�j �j u0
j .t/@

h;2
� uj .t/

ˇ̌
ˇ
T

0
� h2

NX
jD1

TZ

0

�j �ju0
j .t/@

h;2
� u0

j .t/ dt: (3.19)

If aj is defined only for values of j between 1 and N , then, by applying the Abel
formula (3.11) for ˛ D 2, ˇ D N � 1, aj D �j�1=2@hCgj�1 and bj D fj , we get:

h2
NX
jD1

fj @
h;2
� gj D h

NX
jD1

fj .�jC1=2@hCgj � �j�1=2@hCgj�1/

D hfN .�NC1=2@hCgN � �N�1=2@hCgN�1/C hf1.�3=2@hCg1 � �1=2@hCg0/

C h
N�1X
jD2

fj .�jC1=2@hCgj � �j�1=2@hCgj�1/

D hfN .�NC1=2@hCgN � �N�1=2@hCgN�1/C hf1.�3=2@hCg1 � �1=2@hCg0/

C hfN �N�1=2@hCgN�1 � hf1�3=2@hCg1 � h
N�1X
jD1

.fjC1 � fj /�jC1=2@hCgj

and, finally,

h2
NX
jD1

fj @
h;2
� gj D

hfN�NC1=2@hCgN � hf1�1=2@hCg0 � h
N�1X
jD1

.fjC1 � fj /�jC1=2@hCgj : (3.20)

Apply (3.20) for fj D �j �ju0
j and gj D uj . Taking into account that @hCuN D 0,

we transform the first term in the right hand side of (3.19) as follows:

h2
NX
jD1

�j �j u0
j @
h;2
� uj D �Yh

�;� ; (3.21)

with

Yh
�;� .t/ W D h�1�1u0

1.t/�1=2@
hCu0.t/C h

N�1X
jD1

.�jC1�jC1u0
jC1.t/

� �j �j u0
j .t//�jC1=2@hCuj .t/:
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Also apply (3.20) for fj D �j �j u0
j and gj D u0

j . Taking into account that @hCu0
N D

0, from the second term in the right hand side of (3.19) we get:

h2
NX
jD1

�j �j u0
j @
h;2
� u0

j D �h2�1�1�1=2j@hCu0
0j2

� h
N�1X
jD1

.�jC1�jC1u0
jC1 � �j �ju0

j /�jC1=2@hCu0
j

D �h2�1�1�1=2j@hCu0
0j2 �

h2

2

N�1X
jD1

.�jC1�jC1 C �j �j /�jC1=2j@hCu0
j j2

� 1
2

N�1X
jD1

.�jC1�jC1 � �j �j /�jC1=2.ju0
jC1j2 � ju0

j j2/: (3.22)

In the last term in the right hand side of (3.22), for the terms of indices from j D 2
to j D N �2, we apply the Abel formula (3.11) for ˛ D 2, ˇ D N �2, aj D ju0

j j2,
bj D .�jC1�jC1��j �j /�jC1=2 and, taking into account that u0

N D u0
NC1, we obtain

N�1X
jD1

..��/jC1 � .��/j /�jC1=2.ju0
jC1j2 � ju0

j j2/

D ..��/N � .��/N�1/�N�1=2ju0
NC1j2 � ..��/2 � .��/1/�3=2ju0

1j2

�
N�1X
jD2

Œ
�
.��/jC1 � .��/j

�
�jC1=2 �

�
.��/j � .��/j�1

�
�j�1=2�ju0

j j2: (3.23)

Finally, by inserting (3.20)–(3.23) into (3.19), we get the following equipartition of
energy identity:

h2
NX
jD1

TZ

0

�j j@h;2� uj .t/j2 dt D �Yh
�;� .t/jT0 CR2 CR3 CR4; (3.24)

where

R2WDh2�1�1�1=2
TZ

0

j@hCu0
0.t/j2dtCh

2

2

N�1X
jD1

TZ

0

.�jC1�jC1C�j �j /�jC1=2j@hCu0
j .t/j2dt;

R3 WD h2

2

@hC.��/N�1�N�1=2
h

TZ

0

ju0
NC1.t/j2 dt
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and

R4 WD �h
2

2

@hC.��/1�3=2
h

TZ

0

ju0
1.t/j2 dt � h

2

2

N�1X
jD2

TZ

0

@h;2� .��/j ju0
j .t/j2 dt:

Step 4. The discrete multiplier identity. By putting together (3.9), (3.13),
(3.18) and (3.24), we obtain the following multiplier identity:

Ec C Ep C Er D .'�/NC1 C .'�/N
4

TZ

0

ju0
NC1.t/j2 dt � X h

'�.t/jT0

C 1

4
Yh
�;� .t/jT0 CR1 �

R2

4
� R3
4
� R4
4
; (3.25)

where X h
'� and Yh

�;� are as in (3.10) and (3.21), the reminder terms R1 to R4 are
defined in (3.13) and (3.24) and the energy terms Ec , Ep , Er are as follows:

Ec WD h

2

NX
jD1

TZ

0

@h.'�/j ju0
j .t/j2 dt; Ep WD h

2

N�1X
jD1

TZ

0

�2jC1=2@hC
h'j
2

� 1

�jC1=2

C 1

�j�1=2

	i
j@hCuj .t/j2 dtC h

2

TZ

0

�1=2j@hCu0.t/j2 dt

and

Er WD
'1�

2
1=2

4

� 1

�1=2
C 1

�3=2

	 TZ

0

j@hCu0.t/j2 dt � h
2

TZ

0

�1=2j@hCu0.t/j2 dt:

Step 5. Estimates on the energy terms Ec , Ep and Er . Due to the structure
of ' in (2.10), even if the coefficients �; � in the continuous model are very
smooth, ' cannot have more than two derivatives in L1.0; 1/ since ' 0 D  0'
and  0 involves the absolute values of �0 and � 0 (excepting the situation when both
� and � are monotonic). By Taylor expansions, for some OxjC1=2 2 .xj ; xjC1/,
OxjC3=4 2 .xjC1=2; xjC1/, OxjC1=4 2 .xj ; xjC1=2/, Oxj 2 .xj�1=2; xjC1=2/, we obtain

@h.'�/j D .'�/0.xj /C h

4

�
.'�/00. OxjC1=2/� .'�/00. Oxj�1=2/

�
;

if .'�/00 2 L1.0; 1/, and

@hC
h'j
2

� 1

�jC1=2
C 1

�j�1=2

	i
D
�'
�

	0
.xjC1=2/C r1j ;
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if ' 00; � 00 2 L1.0; 1/, where

r1j WD
h

4
'jC1=2

h� 1
�

	00
. OxjC1/�

� 1
�

	00
. Oxj /

i
Ch
8

� 1
�

	
jC1=2

�
' 00. OxjC3=4/�' 00. OxjC1=4/

�

Ch
2

8
.' 0/jC1=2

h� 1
�

	00
. OxjC1/C

� 1
�

	00
. Oxj /

i
Ch

2

16

� 1
�

	0
jC1=2

�
' 00. OxjC3=4/C' 00. OxjC1=4/

�

C h3

32

h
' 00. OxjC3=4/

� 1
�

	00
. OxjC1/ � ' 00. OxjC1=4/

� 1
�

	00
. Oxj /

i
:

At the points x 2 .0; 1/ where � 0.x/ D 0 or �0.x/ D 0, the second-order derivative
' 00.x/ has jumps since it depends on .j�0j/0.x/ and .j� 0j/0.x/. We define then
rigorously ' 00.x/ as the generalized derivative (or subderivative, cf. [24], pp. 213)
of ' 0 taking at the jump points x the set value given by the closed convex hull of
f' 00.x�/; ' 00.xC/g, where f .x˙/ is the value of f to the left/right of the point x.

Thus, by taking into account that ' satisfies the second and third inequalities in
(A.7), we get the following lower bound on Ec and Ep:

Ec � Ch
c h

2

NX
jD1

TZ

0

�j ju0
j .t/j2 dt; with Ch

c WD 1 �
h

2

jj.'�/00jjL1

�?
; (3.26)

and

Ep �
Ch
ph

2

N�1X
jD0

TZ

0

�jC1=2j@hCuj .t/j2 dt; with Ch
p WD 1 � p1.h/ (3.27)

and

p1.h/ WD h

2

jj'jjL1jj.1=�/00jjL1

�?
C h

4

jj' 00jjL1

�2?
CO.h2/:

Set Ch
? WD minfCh

c ; C
h
p g D 1�O.h/. Taking into account (3.26) and (3.27) and

the time conservation of the energy of the solutions of (3.6), we get

Ec C Ep � Ch
? T Eh�;� .uh;0;uh;1/: (3.28)

Moreover, using the first inequality in (A.7), it is easy to check that, for any
h � .1C �?=�?/=2, we get that Er mimics the positivity of the last term in the left
hand side of (A.6), i.e.,

Er � 0: (3.29)
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Step 6. Estimates on the remainder terms R1 and R2. Observe that R1 and
R2 are of the same nature. Therefore, we can write their sum as follows:

R1 � R2
4
D h3

4

N�1X
jD0

TZ

0

cj j@hCu0
j .t/j2 dt; (3.30)

with

c0 WD @hC.'�/0 �
�1�0�1=2

h
;

cj WD @hC.'�/j �
.�jC1�jC1 C �j �j /�jC1=2

2h
; 1 � j � N � 1;

and ' as in (2.10). By taking into account the expression of �j , 1 � j � N , in
(3.16), we obtain the following equivalent expressions of the coefficients cj :

c0 D
'1�1

�1=2
�3=2
� '0�0
h

and

cj D
'jC1�jC1

�
1C �jC1=2

�jC3=2

	
� 'j �j

�
1C �jC1=2

�j�1=2

	

2h
; 1 � j � N � 1:

By Taylor expansions around xjC1=2, we obtain the following expressions of the
coefficients cj , 0 � j � N � 1, in which OxjC1=4 2 .xj ; xjC1=2/, OxjC3=4 2
.xjC1=2; xjC1/ and Oxj 2 .xj�1=2; xjC1=2/:

c0 D
h
�
�'�
�

	0i
1=2
C h

2
.�'�/1=2

� 1
�

	0
. Ox1/C h

8

�
.'�/00. Ox3=4/

� .'�/00. Ox1=4/
�C h

2

h
�.'�/0

� 1
�

	0i
1=2
C h2

4

�
�.'�/0

�
1=2

� 1
�

	00
. Ox1/

C h2

8
.'�/00. Ox3=4/

h
�
� 1
�

	0i
1=2
C h3

16
�1=2.'�/

00. Ox3=4/
� 1
�

	00
. Ox1/ (3.31)

and, for 1 � j � N � 1,

cj D
h
�
�'�
�

	0i
jC1=2 C

h

4
.�'�/jC1=2

h� 1
�

	00
. OxjC1/ �

� 1
�

	00
. Oxj /

i

C h

8

�
.'�/00. OxjC3=4/� .'�/00. OxjC1=4/

�

C h2

8

�
�.'�/0

�
jC1=2

h� 1
�

	00
. OxjC1/C

� 1
�

	00
. Oxj /

i
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C h2

16

�
.'�/00. OxjC3=4/C .'�/00. OxjC1=4/

�h
�
� 1
�

	0i
jC1=2

C h3

32
�jC1=2

h
.'�/00. OxjC3=4/

� 1
�

	00
. OxjC1/ � .'�/00. OxjC1=4/

� 1
�

	00
. Oxj /

i
:

The following inequality shows that the main term in each coefficient cj is strictly
positive for any �; � and ' as in (2.10). Thus, for h small enough, all cj are strictly
positive. We use here the fact that � � �? > 0, � � �? > 0 and j� 0j; j�0j � �0 � 0:

�'�
�

	0 D '

�2
. 0�� C �0� � �� 0/ D

'

�2

h
�� C �

� j� 0j�
�?
� � 0	C �

� .j�0j � �0/�
�?

C �0	i � '�

�
> 0: (3.32)

Consequently, we get the following estimate on R1 � R2=4:

R1 � R2
4
� Ch

1 h
3

4

N�1X
jD0

TZ

0

j@hCu0
j .t/j2 dt; (3.33)

with

Ch
1 WD

ˇ̌
ˇ
ˇ̌
ˇ�
�'�
�

	0ˇ̌
ˇ
ˇ̌
ˇ
L1

CO.h/:

Step 7. Estimates on X h
'�.t/ and Yh

�;� .t/. Observe first that, since @huj D
.@hCuj C @hCuj�1/=2, X h

'� in (3.10) can be rewritten as

X h
'�.t/ D

h

2
.'�/1u

0
1.t/@

hCu0.t/C h

2

N�1X
jD1

�
.'�/jC1u0

jC1.t/C .'�/ju0
j .t/

�
@hCuj .t/:

By applying twice the Cauchy–Schwarz inequality, we obtain

jX h
'�j �

h

2

s
'21�1

�1=2
jp�1u0

1jjp�1=2@hCu0jC

h

N�1X
jD1

˛jC1=2

s
�jC1ju0

jC1j2 C �j ju0
j j2

2
jp�jC1=2@hCuj j

� h

2

N�1X
jD0

ˇjC1=2�jC1=2j@hCuj j2 C h

2

NX
jD1

ˇj �j ju0
j j2; (3.34)
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where

˛jC1=2 WD
s
'2jC1�jC1 C '2j �j

2�jC1=2
; ˇjC1=2 WD ˛jC1=2; ˇ1=2 WD 1

2

s
'21�1

�1=2

for all 1 � j � N � 1, and

ˇ1 WD 1

2

�
˛3=2 C

s
'21�1

�1=2

	
; ˇj WD ˛jC1=2 C ˛j�1=2

2
; ˇN WD 1

2
˛N�1=2

for all 2 � j � N � 1. We use the following Taylor expansions of ˛jC1=2, the first
one around xjC1=2 to estimate ˇjC1=2 and the second one around xj to estimate ˇj :

˛2jC1=2 D
�'2�
�

	
jC1=2 C

h2

16�jC1=2
�
.'2�/00. OxjC3=4/C .'2�/00. OxjC1=4/

�

and

˛2j˙1=2 D
�'2�
�

	
j
˙ h

2
.'2�/j

� 1
�

	0
. Oxj˙1=4/˙

h

2�j
.'2�/0. Oxj˙1=2/C h2

4
.'2�/0. Oxj˙1=2/

� 1
�

	0
. Oxj˙1=4/:

Then taking into account that '2�=� > 0 on .0; 1/, we obtain the following upper
bound for all ˇj , 1 � j � N , and ˇjC1=2, 0 � j � N � 1:

ˇj=2 � Ch
2 WD

ˇ̌
ˇ
ˇ̌
ˇ'
r
�

�

ˇ̌
ˇ
ˇ̌
ˇ
L1

CO.h/ 81 � j � 2N: (3.35)

Consequently,

jX h
'�.t/jT0 j � 2C h

2 Eh�;� .uh;0;uh;1/: (3.36)

Remark that 2C h
2 ! T? as h! 0, with T? as in (2.7).

Note that Yh
�;� .t/ in (3.21) is of the same nature as X h

'�.t/ we just estimated, so
that the same kind of techniques will be applied. Indeed, by applying the Cauchy–
Schwarz inequality as before, we obtain

jYh
�;� j � h2

s
�21 �1�1=2

h2
jp�1u0

1jjp�1=2@hCu0j
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C 2h2
N�1X
jD1
Q̨jC1=2

s
�jC1ju0

jC1j2 C �j ju0
j j2

2
jp�jC1=2@hCuj j

� h2
N�1X
jD0
Q̌
jC1=2�jC1=2j@hCuj j2 C h2

NX
jD1
Q̌
j �j ju0

j j2; (3.37)

where

Q̨jC1=2WD
s
.�2jC1�jC1 C �2j �j /�jC1=2

2h2
; Q̌jC1=2 WD Q̨jC1=2; Q̌1=2 WD 1

2

s
�21 �1�1=2

h2

for all 1 � j � N � 1, and

Q̌
1 WD 1

2

�
Q̨3=2 C

s
�21 �1�1=2

h2

	
; Q̌

j WD Q̨jC1=2 C Q̨j�1=2
2

; Q̌
N WD 1

2
Q̨N�1=2

for all 2 � j � N � 1. All Q̌j=2, 1 � j � 2N , are finite as h ! 0 since �j in
(3.16) approximates �j � h'j .1=�/

0
j D O.h/. More precisely, by the same kind

of Taylor expansions used above for ˛jC1=2, we can prove that

Q̌
j=2 � QCh

2 WD
ˇ̌
ˇ
ˇ̌
ˇ'
� 1
�

	0p
��
ˇ̌
ˇ
ˇ̌
ˇ
L1

C
�
O.h/; if j� 0j > 0 8x 2 Œ0; 1�
O.
p
h/; if j� 0j D 0 at some x

(3.38)

for all 1 � j � 2N . Finally, we get

1

4
jYh
�;� .t/jT0 j � h QCh

2 Eh�;� .uh;0;uh;1/: (3.39)

Step 8. Estimate on the remainder term R4 and on the energy on the
boundary. The following identity is obvious:

@h;2� .��/j D @h;2.��/j
�jC1=2 C �j�1=2

2
C @h.��/j �jC1=2 � �j�1=2

h
;

so that

j@h;2� .��/j j � �?j@h;2.��/j j C jj� 0jjL1 j@h.��/j j 82 � j � N � 1: (3.40)

To estimate the terms j@h;2.��/j j and j@h.��/j j, we first note that, for �j as in (3.16),
we obtain the following identity:
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.��/j D �.'�/j ıj ; with ıj WD 1

�jC1=2
� 1

�j�1=2

and then, using the formula for the discrete Laplacian @h;2 of the product of the
sequences '� and ı, we obtain

@h;2.��/j D �@h;2.'�/j ıjC1 C 2ıj C ıj�1
4

� 2@h.'�/j @hıj � @h;2ıj .'�/jC1 C 2.'�/j C .'�/j�1
4

:

Since ıj is also a finite difference and, by the hypotheses of Theorem 1, � 2
C2.0; 1/, we obtain

@hıj Dh
2

h
@h2

� 1
�

	
jC1=2 C @

h
2

� 1
�

	
j�1=2

i
;

@h;2ıj D@h;2
� 1
�

	
jC1=2 � @

h;2
� 1
�

	
j�1=2:

Thus

j@h;2.��/j j � 2jj'�jjL1

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	00 ˇ̌
ˇ
ˇ̌
ˇ
L1

C h
h
2jj.'�/0jjL1

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	00 ˇ̌
ˇ
ˇ̌
ˇ
L1

C jj.'�/00jjL1

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	0ˇ̌
ˇ
ˇ̌
ˇ
L1

i
: (3.41)

Similarly, to compute the centered derivative for the product of '� and ı, we use the
identity

@h.��/j D �@h..'�/ı/j D �@h.'�/j ıjC1 C ıj�1
2

� @hıj .'�/jC1 C .'�/j�1
2

;

so that

j@h.��/j j � h
h
jj.'�/0jjL1

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	0 ˇ̌
ˇ
ˇ̌
ˇ
L1

C jj'�jjL1

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	00 ˇ̌
ˇ
ˇ̌
ˇ
L1

i
: (3.42)

After combining (3.40)–(3.42), we get

j@h;2� .��/j j
�j

� 2�?jj'�jjL1

�?

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	00ˇ̌
ˇ
ˇ̌
ˇ
L1

CO.h/ 82 � j � N � 1: (3.43)

In a similar way, we obtain
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�3=2j@hC.��/1j
h�1

� �?

�?

h
jj'�jjL1

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	00ˇ̌
ˇ
ˇ̌
ˇ
L1

C jj.'�/0jjL1

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	0 ˇ̌
ˇ
ˇ̌
ˇ
L1

i
CO.h/:

(3.44)
Finally, we obtain the following estimate of R4:

jR4j
4
� hCh

3 T Eh�;� .uh;0;uh;1/; (3.45)

with Ch
3 WD

�?

4�?

h
2jj'�jjL1

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	00 ˇ̌
ˇ
ˇ̌
ˇ
L1

C jj.'�/0jjL1

ˇ̌
ˇ
ˇ̌
ˇ
� 1
�

	0ˇ̌
ˇ
ˇ̌
ˇ
L1

i
CO.h/:

Set CN WD ..'�/NC1C .'�/N /=4 and Ch
4 WD jj.'�/0jjL1=4C h�?C h

3 =2. Similarly
to (3.44), we get

CN

TZ

0

ju0
NC1.t/j2 dtC jR3j

4
�
� .'�/.1/

2
C hCh

4

	 TZ

0

ju0
NC1.t/j2 dt: (3.46)

Replacing the inequalities (3.28), (3.29), (3.33), (3.36), (3.39), (3.45) and (3.46) into
the multiplier identity (3.25), we conclude the part a) of Theorem 1, by taking the
observability time T > T h? and the observability constant C 0 in (3.7) as follows:

T h? WD
2C h

2 C h QCh
2

C h
? � hCh

3

and C 0 WD
max

n
Ch1
4
;
.'�/.1/

2
C hCh

4

o

.C h
? � hCh

3 /T � .2C h
2 C h QCh

2 /
:

3.3 Numerical Experiments

As we pointed out in Remark 3, our result in Theorem 1 is also valid in the context of
numerical discretizations of the constant coefficients wave equation on non-uniform
meshes obtained as diffeomorphic transformations of uniform ones through smooth
mappings g. As we know from [8] or [9], our main result in Theorem 1 applied to
system (3.8) is also true for the implicit midpoint fully discrete scheme

8̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂̂
ˆ̂:

V
nC1
j �2V nj CV n�1

j

ıt2
�

@h
C
V
nC1
j

@h
C
gj

� @h
�
V
nC1
j

@h
�
gj

2@hgj
�

@h
C
V n�1
j

@h
C
gj

� @h
�
V n�1
j

@h
�
gj

2@hgj
D

h2.@h2V
nC1
j �@h2V n�1

j /

2ıt@hgj
; 1 � j � N

vn0 D
@h

C
V
nC1
N C@h

C
V n�1
N

2@h
C
gN

C V
nC1
NC1�V n�1

NC1

2ıt
D 0;

V 0
j D v0j ; V

1
j D V 0

j C ıtv1j ; 0 � j � N C 1:

(3.47)
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Here, ıt is the time step, V n
j is an approximation of vj .nıt/, n � 0, and vh;i WD

.vij /0	j	NC1 are the initial data in (3.8) (i D 0; 1, v00 D 0). The total energy of the
solutions of (3.47),

QEhg .Vh;n;Vh;n�1/ WD h

2

NX
jD1

@hgj

ˇ̌
ˇ
V n
j � V n�1

j

ıt

ˇ̌
ˇ
2

C h

4

NX
jD0

@hCgj
�ˇ̌
ˇ@
hCV n

j

@hCgj

ˇ̌
ˇ
2 C

ˇ̌
ˇ@
hCV n�1

j

@hCgj

ˇ̌
ˇ
2	C h2@hCgN

2

�ˇ̌
ˇ@
hCV n

N

@hCgN

ˇ̌
ˇ
2 C

ˇ̌
ˇ@
hCV n�1

N

@hCgN

ˇ̌
ˇ
2	
;

satisfies the following dissipation law:

QEhg .Vh;nC1;Vh;n/ � QEhg .Vh;n;Vh;n�1/
ıt

D

�
ˇ̌
ˇV

nC1
NC1 � V n�1

NC1
2ıt

ˇ̌
ˇ
2 � h

NX
jD0

ˇ̌
ˇ
V nC1
jC1 � V n�1

jC1
2ıt

� V
nC1
j � V n�1

j

2ıt

ˇ̌
ˇ
2

:

In the numerical simulations, we will consider

v0j D exp.��.xj � g�1.y0/// cos.xj 	0=h/;

� D h�0:9, h D 1=400, v1j D 0, the final time T D 20, the time step ıt D 0:005

and 	0 2 f�=5; �=3; �=2; 2�=3g. We will take two non-uniform meshes, g.x/ D
g1.x/ WD tan.�x=4/ and g.x/ D g2.x/ WD 2 sin.�x=6/. The grid given by g1 is
finer close to x D 0 and coarser to the endpoint x D 1, where the natural damping
is acting, while for the grid g2 the situation is opposite (see Fig. 1).

In Figs. 2 and 4, on the left column, we consider the numerical scheme without
the artificial damping given by the right hand side in (3.47) (in that case, we also
have to eliminate the last term in the energy QEhg ), while on the right column we
plot the quotient of the energies at time t D nıt and t D 0 for the numerical
scheme with the artificial damping. Note that, when the artificial damping term is
not added, for both grids, the quotient of energies has a stepped structure which
is due to the fact that the energy of solutions is essentially conserved along the
rays of Geometric Optics, except for those time instances at which the support of
the solution interacts with the endpoint x D 1 of the space interval, where the
dissipative boundary condition is imposed.

Also remark that the size of the flat areas increases with the frequency, so that
the energy of solutions associated to the highest frequency (	0 D �=2; 2�=3) wave
packets remains essentially constant until the final time T D 20. This is due to
the fact that, as predicted in [22], the corresponding solutions of (3.47) remain
concentrated along rays that propagate with a negligible group velocity and that,
accordingly, do not interact with the dissipative boundary. In Fig. 3e, we observe
that the initial wave packet splits into two parts, one going to the left and one to
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0

1

0 1
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1
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Fig. 1 The two grids obtained through the applications g1 (left) and g2 (right)

the right, and both of them touch the endpoint x D 1 once, but in a diffractive
manner, so that their behaviour is not influenced by the dissipative boundary. In
Fig. 3g, no one of the two wave packets reaches the dissipative boundary, in Fig. 5e,
g, the right wave packet touches the endpoint x D 1 and is dissipated, while the
left wave packet reaches the dissipative boundary approximately at the final time in
Fig. 5e and does not reaches the dissipative boundary until the final time in Fig. 5g.
On the right columns of Figs. 2, 3, 4, 5 we observe that the damping mechanism is
indeed efficient for both grids. Moreover, in the case of added numerical viscosity,
the lowest frequencies 	0 D �=5; �=3 are dissipated more than exponentially. This
is due to the fact that we considered an approximation of the wave equation (1.1)
with � D � � 1, for which the solutions vanish in finite time.

4 Comments and Open Problems

In this paper, we extend to the numerical approximations of the wave equation with
regular (C2) variable coefficients on smooth non-uniform diffeomorphic meshes
the results in [26] concerning the efficiency of the vanishing viscosity method
to stabilize the numerical schemes for the constant coefficients wave equation on
uniform meshes. The method of proof uses multipliers adapted to the variable
coefficients as in [4].

We list some open problems related to the content of this article:

• The stabilization problem for the numerical approximations of the variable
coefficients multi-dimensional wave equation. Extending the results of this paper
to the multi-dimensional case is a challenging open problem. Some of the diffi-
culties encountered when doing that are related to the fact that sidewise energy
estimates and multipliers do not yield satisfactory results in the continuous
context and that they are hard to adapt to multi-dimensional numerical grids.

• The efficiency of the bi-grid techniques in the stabilization and controllability
of the numerical schemes of the wave equation on non-uniform meshes. Bi-grid
algorithm was shown to be useful for observability and control problems (cf. [10]
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Fig. 2 The quotient between the energy at time nıt , QEhg .Vh;n;Vh;n�1/, and the energy at the initial

time, QEhg .Vh;1;Vh;0/, for the tangential mesh g1.x/ D tan.�x=4/. Each row corresponds to a
high frequency oscillation 	0 2 f�=5; �=3; �=2; 2�=3g and the left/right column to the numerical
approximation without/with numerical viscosity. (a) 	0 D �=5, no artificial viscosity, (b) 	0 D
�=5, with artificial viscosity, (c) 	0 D �=3, no artificial viscosity, (d) 	0 D �=3, with artificial
viscosity, (e) 	0 D �=2, no artificial viscosity, (f) 	0 D �=2, with artificial viscosity, (g) 	0 D
2�=3, no artificial viscosity, (h) 	0 D 2�=3, with artificial viscosity
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Fig. 3 The solutions of (3.47) on the tangential mesh g1.x/ D tan.�x=4/. Each row corresponds
to a high frequency oscillation 	0 2 f�=5; �=3; �=2; 2�=3g and the left/right column to the
numerical approximation without/with numerical viscosity. (a) 	0 D �=5, no artificial viscosity,
(b) 	0 D �=5, with artificial viscosity, (c) 	0 D �=3, no artificial viscosity, (d) 	0 D �=3, with
artificial viscosity, (e) 	0 D �=2, no artificial viscosity, (f) 	0 D �=2, with artificial viscosity, (g)
	0 D 2�=3, no artificial viscosity, (h) 	0 D 2�=3, with artificial viscosity
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Fig. 4 The quotient between the energy at time nıt , QEhg .Vh;n;Vh;n�1/, and the energy at the initial

time, QEhg .Vh;1;Vh;0/, for the sinusoidal mesh g2.x/ D 2 sin.�x=6/. Each row corresponds to a
high frequency oscillation 	0 2 f�=5; �=3; �=2; 2�=3g and the left/right column to the numerical
approximation without/with numerical viscosity. (a) 	0 D �=5, no artificial viscosity, (b) 	0 D
�=5, with artificial viscosity, (c) 	0 D �=3, no artificial viscosity, (d) 	0 D �=3, with artificial
viscosity, (e) 	0 D �=2, no artificial viscosity, (f) 	0 D �=2, with artificial viscosity, (g) 	0 D
2�=3, no artificial viscosity, (h) 	0 D 2�=3, with artificial viscosity
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Fig. 5 The solutions of (3.47) on the sinusoidal mesh g2.x/ D 2 sin.�x=6/. Each row
corresponds to a high frequency oscillation 	0 2 f�=5; �=3; �=2; 2�=3g and the left/right column
to the numerical approximation without/with numerical viscosity. (a) 	0 D �=5, no artificial
viscosity, (b) 	0 D �=5, with artificial viscosity, (c) 	0 D �=3, no artificial viscosity, (d)
	0 D �=3, with artificial viscosity, (e) 	0 D �=2, no artificial viscosity, (f) 	0 D �=2, with
artificial viscosity, (g) 	0 D 2�=3, no artificial viscosity, (h) 	0 D 2�=3, with artificial viscosity
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and the references therein). But its analysis has been confuted mainly for uniform
grids. On the other hand, its use in stabilization problems is to be developed.

• Construct classes of meshes adapted to the damping or control mechanism, for
which there is no need to filter the high frequency spurious modes to obtain
uniform controllability/stabilization properties of the numerical schemes. For
instance, in [11], we prove that, when the mesh transformation is strictly concave,
the discrete version of the observability inequality for the finite difference
semi-discretization of the 1 � d wave equation with observation on the right
endpoint of the space interval holds uniformly with respect to the mesh size
parameter. Consequently, on this particular class of concave meshes, a similar
uniform result should hold for the boundary stabilization problem from the right
endpoint without necessity of adding a filtering mechanism of the high frequency
components.

• Numerics for rough coefficients. As explained above, the 1 � d wave equation
with BV coefficients can be observed from the boundary, while here we obtained
uniform observability properties for the numerical approximation of the wave
equation with smoother coefficients (C2.0; 1/). It remains to analyze the uniform
stabilization/control properties of the numerical approximations for the wave
equation with less regular coefficients, between BV.0; 1/ and C2.0; 1/.

Appendix A. Some Technical Proofs

Proof of Theorem 2.2. a) By the method of sidewise energy estimates as in [13,
16, 27] or [28]. Recall that we work under the assumption that the coefficients
and initial data in (2.3) are smooth, i.e., �; � 2 C1.0; 1/ and .u0; u1/ 2 V . For
"Œu�.x; t/ WD .�.x/jut .x; t/j2 C �.x/jux.x; t/j2/=2 being the energy density of
the solution u of (2.3), we define the sideways energy

F.x/ WD
Z eC.x/

e�.x/

"Œu�.x; t/ dt;

where eC � e� are two functions to be determined. By applying Leibniz formula
for differentiation under the integral sign [17], for which "Œu� must belong to
C..0; 1/ � .0; T // \ C1.0; 1/ and e˙ 2 C1.0; 1/, we obtain

F 0.x/ D A.x/C AC.x/C A�.x/;

where

A.x/ WD 1

2

eC.x/Z

e�.x/

.�0.x/jut .x; t/j2 � � 0.x/jux.x; t/j2/ dt
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A˙.x/ D ˙ .e˙/0.x/"Œu�.x; e˙.x//˙ �.x/ut .x; e˙.x//ux.x; e˙.x//:

By choosing .e˙/0 � ˙
p
�=� , we get

A˙ D 0:5
p
�=� jp�ut .�; e˙/˙

p
�ux.�; e˙/j2 � 0:

Since A � �mF , withm WD maxfj�0j=�; j� 0j=�g, we get F 0.x/ � �m.x/F.x/.
Thus, F.x/ exp.

R x
0
m. Qx/ d Qx/ is an increasing function, i.e.,

F.x/ � F.1/ exp

�Z 1

x

m. Qx/ d Qx
�

and, by integration in x 2 .0; 1/, we get

1Z

0

F.x/ dx � F.1/
1Z

0

exp

0
@

1Z

x

m. Qx/ d Qx
1
A dx � F.1/ exp

0
@

1Z

0

m.x/ dx

1
A :

We choose eC.0/ D T � ` and e�.0/ D `, so that eC.1/ D T , e�.1/ D 0

and F.1/ D �.1/
R T
0 jut .1; t/j2 dt=2 (since ux.1; t/ D 0). In order to ensure the

positivity of F , we ask eC.0/ � e�.0/, i.e. T � 2` (and then, since eC and e�
are increasing/decreasing, eC > e� for all x 2 .0; 1�). However, in view of the
time conservation of the energy of u, in order to prove the observability inequality
(2.4), it is sufficient to ask the existence of a rectangle of the form .0; 1/�.t�; tC/,
with t� < tC, included in the curved trapezoidal region T rap WD f.x; t/; x 2
.0; 1/; e�.x/ < t < eC.x/g (see the bold curved trapezoidal region in Fig. 6,
left). Then

R 1
0
F.x/ dx � .tC � t�/E�;� .u0; u1/. Of course, the optimal choice of

this rectangle is given by t˙ D e˙.0/, so that 0 < tC � t� D T � 2`. Since
exp.

R 1
0
m.x/ dx/ � exp.T V.�; 0; 1/=�? C T V.�; 0; 1/=�?/, (2.4) holds with

C 0 WD �.1/ exp.T V.�; 0; 1/=�? C T V.�; 0; 1/=�?/
2.T � 2`/ : (A.1)

The requirement "Œu� 2 C1.0; 1/ is ensured by the extra regularity assumption
imposed on the initial data .u0; u1/ and on the coefficients. Indeed, when the initial
data .u0; u1/ 2 V , the second-order energy E2�;� .u.�; t/; ut .�; t// below is also time
conservative and finite

E2�;� .u.�; t/; ut .�; t// WD E�;� .w.�; t/;wt .�; t// D

1

2

1Z

0

�
�.x/

ˇ̌
@2�;�ut .x; t/

ˇ̌2 C �.x/ˇ̌.@2�;�u/x.x; t/
ˇ̌2�

dx: (A.2)
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Fig. 6 The two trapezoidal integration domains where the sidewise energy estimates method is
applied to prove the observability inequality (left) or the direct inequality (right)

In particular, there exist two functions f 0; f 1 2 L1.0; T IL2.0; 1// such that

.�utx/x D f 1 and
�1
�
.�ux/x

	
x
D f 0:

Thus,

.�ux/x.x; t/ D �.x/
xZ

0

f 0.x0; t/ dx0 2 H1.0; 1/;

ut;x.x; t/ D 1

�.x/

xZ

0

f 1.x0; t/ dx0 2 H1.0; 1/

and, finally, �ux; ut 2 H2.0; 1/ � C1.0; 1/. Since �; � 2 C1.0; 1/, we get
j�ux j2=�; �jut j2; "Œu� 2 C1.0; 1/.

The direct inequality (2.6) can be obtained by applying the same method of
sideways energy estimates within the same class of regular coefficients �; � 2
C1.0; 1/ and initial data .u0; u1/ 2 V in (2.3). We only choose e˙ such that
.e˙/0 � 

p
�=� and the initial data in (2.3) at time t0 D �`. Thus, A˙ � 0

and F 0 � mF , so that, at the end, (2.6) holds with

C 00 WD 2

�.1/
exp.T V.�; 0; 1/=�? C T V.�; 0; 1/=�?/.T C 2`/:

By the method of adapted multipliers. Let us consider (2.3) with .u0; u1/ 2 V
and strictly positive coefficients �; � 2 C1.0; 1/. We multiply (2.3) by '.x/ux , with
' as in (2.10), and integrate in .0; 1/� .0; T /:
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0 D
TZ

0

1Z

0

�.x/utt.x; t/'.x/ux.x; t/ dx dt �
TZ

0

1Z

0

.�ux/x.x; t/'.x/ux.x; t/ dx dt:

(A.3)

With X�'.t/ as in (2.12) and using integrations by parts in both time and space
variables in the first term on the right hand side of the above identity, we get:

TZ

0

1Z

0

�.x/utt.x; t/'.x/ux.x; t/ dx dt D X�'.t/
ˇ̌
ˇ
T

0
�1
2

TZ

0

1Z

0

�.x/'.jut j2/x.x; t/ dx dt

D X�' .t/
ˇ̌
ˇ
T

0
� .'�/.1/

2

TZ

0

jut .1; t/j2 dtC 1

2

TZ

0

1Z

0

.�'/0.x/jut .x; t/j2 dx dt: (A.4)

From the second term in (A.3), we get

�
TZ

0

1Z

0

.�ux/x.x; t/'.x/ux.x; t/ dx dt D �1
2

TZ

0

1Z

0

�'
�

	
.x/.j�ux j2/x.x; t/ dx dt

D .'�/.0/

2

TZ

0

jux.0; t/j2 dtC 1

2

TZ

0

1Z

0

�'
�

	0
.x/�2.x/jux.x; t/j2 dx dt: (A.5)

Putting together the two identities (A.4) and (A.5), we obtain

1

2

TZ

0

1Z

0

�
.�'/0.x/jut .x; t/j2 C

�'
�

	0
.x/�2.x/jux.x; t/j2


dx dtC

C .'�/.0/

2

TZ

0

jux.0; t/j2 dt D .'�/.1/

2

TZ

0

jut .1; t/j2 dt � X�'.t/
ˇ̌
ˇ
T

0
: (A.6)

Let us verify that, for ' as in (2.10), the following three inequalities are verified in
the sense of M.0; 1/, the set of Radon measures on .0; 1/, which is the dual space
of positive C1

c .0; 1/ functions:

' � 1; .'�/0 � � and
�'
�

	0
� � 1 8x 2 .0; 1/: (A.7)

Since the derivative of the total variation function T V.a; 0; x/ is ja0.x/j in a
measure sense for any a 2 W 1;1.0; 1/, we note that  in (2.10) is increasing since
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 0 D 1C j� 0j=�? C .j�0j � �0/=�? � 1 and  .0/ D 0, so that '.x/ � '.0/ D 1.
On the other hand, since �=�? � 1, then

.'�/0 D '. 0�C �0/ � 'Œ�C .�=�?/.j�0j � �0/C �0� � '� � �:

Similarly, we get the third inequality in (A.7). Using (A.7) and the time conservation
of the total energy for the solution of (2.3), we get the positivity of the second term
in the left hand side of (A.6) and the following lower bound on the first term:

1

2

TZ

0

1Z

0

�
.�'/0.x/jut .x; t/j2 C

�'
�

	0
.x/�2.x/jux.x; t/j2


dx dt � T E�;� .u0; u1/:

(A.8)

Using the Cauchy–Schwarz inequality, we get

jX'�.t/j � jj'
p
�=� jjL1E�;� .u0; u1/; (A.9)

so that

jX'�.t/jT0 j � 2jj'
p
�=� jjL1E�;� .u0; u1/: (A.10)

Combining identity (A.6) with the inequalities (A.8) and (A.10), we get

.T � 2jj'p�=� jjL1/E�;� .u0; u1/ � .'�/.1/

2

TZ

0

jut .1; t/j2 dt; (A.11)

which concludes the part a) of our result.
c) Let us prove now that (2.4) implies (2.2). We argue by means of a decompo-

sition argument, i.e. we consider (2.3) with the same initial data .v0; v1/ as in (1.1)
and the following problem satisfied by the difference z D v � u:

8
<
:
�.x/ztt � .�.x/zx/x D 0; x 2 .0; 1/; t 2 .0; T �
z.0; t/ D �.1/zx.1; t/C vt .1; t/ D 0; t 2 Œ0; T �
z.x; 0/ D zt .x; 0/ D 0; x 2 .0; 1/:

(A.12)

From (2.4) and the fact that u D v � z, we get

E�;� .v0; v1/ � 2C 0
TZ

0

jvt .1; t/j2 dtC 2C 0
TZ

0

jzt .1; t/j2 dt: (A.13)

It is enough to prove that
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TZ

0

jzt .1; t/j2 dt � C 00
TZ

0

jvt .1; t/j2 dt: (A.14)

To obtain (A.14), we first multiply (A.12) by zt , integrate in x 2 .0; 1/ and from
0 to t , with t 2 .0; T /, and, taking into account that the initial data in (A.12) is the
trivial one, we get the identity

E�;� .z.�; t/; zt .�; t// D �
tZ

0

zt .1; t
0/vt .1; t 0/ dt0: (A.15)

The second step is to use sideways energy estimates. More precisely, setG.x/ WDR T
0 "Œz�.x; t/ dt, where "Œz� WD .�jzt j2 C � jzx j2/=2 is the energy density of the

solution of (A.12). Then, since the initial data in (A.12) are the trivial ones, we
get

G0.x/ D 1

2

TZ

0

.�0.x/jzt .x; t/j2 � � 0.x/jzx.x; t/j2/ dtC �.x/zt .x; T /zx.x; T /:

For m.x/ WD maxfj�0.x/j=�.x/; j� 0.x/j=�.x/g, from the previous identity we
obtain

G0.x/ � m.x/G.x/C �.x/jzt .x; T /jjzx.x; T /j (A.16)

and

G.1/ � exp
� 1Z

0

m.x/ dx
	�
G.x/C jjp�=� jjL1E�;� .z.�; T /; zt .�; T //

�
: (A.17)

After integrating inequality (A.17) in x 2 .0; 1/, we get

G.1/ � exp
� 1Z

0

m.x/ dx
	� TZ

0

E�;� .z.�; t/; zt .�; t// dt

C jj
p
�=� jjL1E�;� .z.�; T /; zt .�; T //

	
: (A.18)

Note that, by using the boundary condition at x D 1 in (A.12), we obtain
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G.1/ D �.1/

2

TZ

0

jzt .1; t/j2 dtC 1

2�.1/

TZ

0

jvt .1; t/j2 dt: (A.19)

Using the fact that

exp

�Z 1

0

m.x/ dx

�
� ˛ WD exp

�
T V.�; 0; 1/=�? C T V.�; 0; 1/=�?

	

and replacing (A.15) in (A.18), we get

G.1/ � �˛
h TZ

0

tZ

0

zt .1; t
0/vt .1; t 0/ dt0 dtC jjp�=� jjL1

TZ

0

zt .1; t/vt .1; t/ dt
i
:

(A.20)
By applying Cauchy–Schwarz inequality in (A.20), we get

G.1/ � c�

2

TZ

0

jzt .1; t/j2 dtC c

2�

TZ

0

jvt .1; t/j2 dt 8� > 0; (A.21)

with c WD ˛.T C jjp�=� jjL1/:

Choosing � D �.1/=.2c/ in (A.21) and taking into account (A.19), we obtain (A.14)
with

C 00 WD 4

�2.1/

�
c2 � 1

2

�.1/

�.1/

	
>
2jjp�=� jj2L1

�2.1/
> 0:

To prove that (2.2) implies (2.4), we argue similarly. That is, we consider the same
initial data .u0; u1/ in both problems (1.1) and (2.3) and use the same decomposition
v D uC z as in the direct implication. It is enough to prove the estimate

TZ

0

jzt .1; t/j2 dt � C 00
TZ

0

jut .1; t/j2 dt: (A.22)

Since v D uC z, (A.20) becomes

��.1/
2
C 1

2�.1/
C ˛jjp�=� jjL1

	 TZ

0

jzt .1; t/j2 dtC 1

2�.1/

TZ

0

jut .1; t/j2 dt
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C ˛
TZ

0

tZ

0

jzt .1; t 0/j2 dt0 dt � � 1

�.1/

TZ

0

zt .1; t/ut .1; t/ dt�

� ˛
� TZ

0

tZ

0

zt .1; t
0/ut .1; t 0/ dt0 dtC jj

p
�=� jjL1

TZ

0

zt .1; t/ut .1; t/ dt
	
:

Then, for all � > 0 and c D 1=�.1/C ˛.T C jjp�=� jjL1/, we get

��.1/
2
C 1

2�.1/
C ˛jj

p
�=� jjL1

	 TZ

0

jzt .1; t/j2 dtC 1

2�.1/

TZ

0

jut .1; t/j2 dt

� c�

2

TZ

0

jzt .1; t/j2 dtC c

2�

TZ

0

jvt .1; t/j2 dt:

By taking � D .�.1/=2 C 1=.2�.1// C ˛jjp�=� jjL1/=c in the above inequality,
we obtain (A.22) with

C 00 WD
4
�
c2 � �.1/C1=�.1/C2˛jjp�=� jjL1

2�.1/

	

.�.1/C 1=�.1/C 2˛jjp�=� jjL1/2
> 0:

To prove that (2.2) implies (1.3), first observe that, due to the dissipation law
(1.2) and to (2.2), we get

E�;� .v.�; T /; vt .�; T //�C
TZ

0

jvt .1; t/j2 dt D C.E�;� .v0; v1/� E�;� .v.�; T /; vt .�; T ///;

so that

E�;� .v.�; T /; vt .�; T // � �E�;� .v.�; 0/; vt .�; 0//; � WD C

C C 1 2 .0; 1/ (A.23)

and we obtain (1.3) with M WD 1=� and ! WD ln.1=�/=T .
To prove that (1.3) implies (2.2), we combine (1.3) with the dissipation law (1.2)

and chose T such that M exp.�!T / < 1. ut
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Two-Sided Guaranteed Estimates of the Cost
Functional for Optimal Control Problems
with Elliptic State Equations

Pekka Neittaanmäki and Sergey Repin

Abstract In the paper, we discuss error estimation methods for optimal control
problems with distributed control functions entering the right-hand side of the
corresponding elliptic state equations. Our analysis is based on a posteriori error
estimates of the functional type, which were derived in the last decade for many
boundary value problems. They provide guaranteed two-sided bounds of approxi-
mation errors for any conforming approximation. If they are applied to approximate
solutions of state equations, then we obtain new variational formulations of optimal
control problems and guaranteed bounds of the cost functional. Moreover, for prob-
lems with linear state equations this procedure leads to guaranteed and computable
error estimates for the state and control functions.

Keywords A posteriori error estimates • Elliptic boundary value problems •
Guaranteed error bounds • Optimal control problems
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1 Introduction

Optimal control problems with distributed control arises in many scientific and
industrial problems. The corresponding mathematical theory is well developed (see,
e.g., [9] and for numerical methods [1,16]). In the majority of cases, these problems
can be stated in the following abstract form. Consider a functional

J.	; v/ W „ � U ! R;
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where „ and U are reflexive Banach spaces (associated with state and control
functions, respectively). The goal is to find u 2 KV � U such that

J.	u;u/ D inf J WD inf
v2KU

J.	v; v/; (1.1)

where KU is a closed set of admissible control functions and 	v 2 „ solves the
problem

A.	v; v/ D 0: (1.2)

Here, A is a certain (linear or nonlinear) differential operator. It is assumed that the
problem (1.2) is well posed and the cost functional J is bounded from below and
continuous with respect to both variables.

We consider a subclass of optimal control problems, in which the control function
v enters the source term of the equation, i.e., problems of the type

A.	v/ D vC f; (1.3)

where f is a given function in the image space of the operator A. In shape
optimization problems and problems of topological (structural) optimization the
function v may also enter the differential operator. Then, existence of a solution
is not guaranteed and a special closure of the respective operator set (so-called G-
closure) may be necessary to obtain a mathematically correct statement. Here, we
do not consider this class of problems and refer to, e.g., [10,15–18] where the reader
can find a consequent exposition and numerous references.

In the simplest case, (1.3) is generated by the linear boundary value problem:
Find

	v 2 V0.�/ WD f	 2 H1.�/ j 	 D 0 on �g

such that
Z

�

Ar	v � rw dx D
Z

�

.vC f /w dx 8w 2 V0.�/: (1.4)

Here � is a bounded connected domain in R
d with Lipschitz boundary � , A is

a symmetric positive definite matrix such that �1j�j2 � A� � � � �2j�j2, and the
functions v and f belong to L2.�/. Let �.	/ WD Ar	 be the flux associated with
	. For this problem, we consider integral type cost functionals

J1.	; v/ WD 1

2



�.	/ � �d

2
A�1 C a

2



v � ud


2 ; a > 0: (1.5)
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and

J2.	; v/ WD 1

2



	 � 	d

2 C a

2



v � ud


2 : (1.6)

Here k � k denotes the norm of L2 (since no confusion may arise we use the same
notation for scalar and vector valued functions), ud , 	d , and �d 2 L2.�;Rd / are
given functions representing the desired flux and the control function, respectively.
In this case, „ D V0.�/ and U D L2.�/.

In more complicated cases, A can be represented by a nonlinear boundary value
problem (e.g., by a variational inequality).

We consider a class of optimal control problems, in which the set of admissible
control functions includes constraints, namely,

KU WD
˚
v 2 L2.�/ j v � vC a:e: in�

�
; vC 2 L1.�/ (1.7)

It is well known that under the above assumptions Problems 1 and 2 have unique
solutions (e.g., see [9]).

Approximation methods, a priori and a posteriori estimates, and adaptive numeri-
cal methods were intensively studied in the last decade. In this short note, we cannot
present a consequent overview of these results and refer to [2–5, 7, 8, 12] and other
publications cited in these papers.

Our goal and the corresponding mathematical approach are different. They are
motivated by specific features and difficulties related numerical analysis of optimal
control problems of the considered type. One of them comes from the fact that the
set of admissible pairs 	v is the exact solution of a boundary value problem. In
general this function is unknown and, therefore, the value of J.v; 	vv/ is difficult
to compute. This fact makes optimal control problems more complicated than
classical variational problems, in which convex functionals are explicitly defined
and minimized on convex sets of admissible functions.

Also, it is worth outlining a specific feature of optimal control problems, which
makes them rather different with respect to variational problems generated by
elliptic type equations. The latter problems are focused on finding the minimizer,
which coincides with the solution of a boundary value problem. For this reason, we
need to find an approximation close in the corresponding energy space. In optimal
control problems we are mainly interested in the function u while 	v (solution of
the differential problem) plays a subsidiary role. Moreover, from the practical point
of view it is often enough to find an �-solution v� 2 KU such that

J.v�; 	v� / � inf J C �; (1.8)

where � is a small positive number. Indeed, if we can guarantee that a control
function v� generates a value of the cost functional, which is very close to the best
possible, then v� can be efficiently used instead of u (even if v� is not close to u in
U ). In other words, even if the best function u is unique, it may happen that a wide
variety of “almost optimal” control functions provide practically the same value of
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the cost functional. If v� is much simpler than u (e.g., if u is a complicated function
and v� is a piecewise constant function), then using v� may be preferable from the
practical point of view.

All said above leads us to the following important question: How to guarantee
that an approximate control function found by a certain numerical procedure
provides the value of the cost functional, which is indeed close to inf J ?.

In this paper, we discuss methods able to give an adequate answer to this
question. With the paradigm of the problem (1.5)–(1.7), we show a way to deduce
such estimates. Moreover, we show that they generate guaranteed bounds of errors
associated with the state and control functions.

The key mathematical tools used to establish two-sided and guaranteed bounds
of cost functionals comes from the theory of functional type a posteriori error
estimates, which provides a guaranteed bound of the difference between the exact
solution of a boundary value problem and any conforming approximation from the
corresponding energy class (see [14, 20–23]). In terms of (1.1)–(1.2) [and a special
class of problems presented by (1.5)–(1.7)], these estimates reads as follows:

M�.	; v;D/ � k	v � 	k„ � MC.	; v;D/: (1.9)

Here M�.	; v;D/ and MC are explicitly computable functionals. They depend
on the control function v, the corresponding approximate solution 	, and other
explicitly known data D. In the last decade, estimates (1.9) has been derived
for many problems generated by elliptic and parabolic differential equations (a
consequent exposition of the mathematical theory is presented in [23] and the book
[11] is focused on the corresponding numerical methods and algorithms).

For example, for the problem (g 2 L2.�/)

divAr	g C g D 0 in �; 	g D � on� (1.10)

it was established that the difference between exact solution 	f and any conforming
approximation 	 2 H1.�/ is controlled by the following estimates (see [20,21,23]).

Let 	 2 ı
H1.�/ C � be an approximation of 	g, which satisfies the Dirichlet

boundary condition. Then,



r.	� 	g/



A
� kAr	 � �kA�1 C CF�kr.�/k; (1.11)

where � is an arbitrary vector-valued function in H.�; div/,

r.�/ WD div� C f;

k�k2A WD
Z

�

A� � � dx; k�k2
A�1 WD

Z

�

A�1� � � dx 8� 2 L2.�;Rd /;

and CF� is the constant in the Friedrichs inequality (for functions vanishing at the
boundary).
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If � is divided into a collection of N nonoverlapping subdomains �i and �
additionally satisfies the relations

Z

�i

.div� C f /dx D 0; i D 1; 2; : : : ; N (1.12)

then we have a modified form of (1.11), in which the global constantCF� is replaced
by a set of local constants



r.	� 	g/



A
� kAr	 � �kA�1 C

vuut NX
iD1

C 2
P�i
kr.�/k2�i ; (1.13)

where CP�i are constant in the Poincaré inequalities for �i .
For a convex �i , we know that CP�i � diam�i

�
(see [19]), Then, (1.13) implies

the estimate



r.	� 	g/



A
� kAr	 � �kA�1 C CP kr.�/k�; (1.14)

where

CP WD 1

�
max
i
fdiam�i g:

We know (see [23]) that the estimate (1.14) is also valid for problems with mixed
boundary conditions.

Estimates (1.11)–(1.14) can be applied to the state equation. For example, if we
apply (1.11) to (1.4), then we obtain



r.	� 	g/



A
� kAr	 � �kA�1 C CF�kdiv� C vC f k; (1.15)

By means of (1.14), we deduce another estimate



r.	 � 	g/



A
� kAr	 � �kA�1 C CP kdiv� C vC f k; (1.16)

provided that

Z

�i

.div� C vC f /dx D 0; i D 1; 2; : : : ; N (1.17)

Majorants and minorants of the functional type derived for many linear and also
nonlinear problems possess the following important properties, namely, they are
continuous with respect to both variables and for any v 2 U and 	 2 V0

M�.	; v;D/ and MC.	; v;D/ are nonnegative functionalsI (1.18)
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M�.	v; v;D/ D MC.	v; v;D/ D 0: (1.19)

2 Two–Sided Estimates of the Cost Functional: General Case

First, we present a general result associated with the setting (1.1) and (1.2). Assume
that the cost functional satisfies the following condition: for any v 2 KU

J.	; v/ �‰.k#k„/ � J.	C #; v/ � J.	; v/Cˆ.k#k„/; (2.1)

where ˆ and ‰ are some known (continuous) functions vanishing at zero. We note
that (2.1) can be viewed as a continuity condition with respect to the state function.
In the majority of cases, this condition holds (see Remark 2.2).

Theorem 2.1. Let (2.1) and (1.9) hold. Then

inf J D inf
	2„ inf

v2KU
JC.	; v/ (2.2)

and

inf J � sup
	2„

inf
v2KU

J�.	; v/; (2.3)

where

JC.	; v/ WD J.	; v/Cˆ.MC.	; v;D//;

J�.	; v/ WD J.	; v/�‰.M�.	; v;D//:

Proof. For any 	 2 „, we have

inf J D inf
v2KU

J.	v; v/ � inf
v2KU
fJ.	; v/Cˆ.k	v � 	k„/g �

inf
v2KU

˚
J.	; v/Cˆ.MC.	; v;D/

�
:

Thus,

inf J � inf
v2KU
	2„

; JC.	; v/;

It is easy to see that the above relation holds as equality. Indeed, if v D u and
	 D 	u, then MC.	; v;D/ D 0 and the second term vanishes while the first one
equals infJ .
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Analogously,

inf J D inf
v2KU

J.	v; v/ � inf
v2KU
fJ.	; v/ �‰.k	v � 	k„/g

� inf
v2KU
fJ.	; v/�‰.M�.	; v;D/g

and we conclude that

inf J � sup
	2„

inf
v2KU
fJ.	; v/ �‰.M�.	; v;D/g :

ut

Remark 2.2. In many cases, the condition (2.1) is not difficult to verify. For
example, if J is Lipschitz continuous with respect to the state function, i.e., there
exists a constant L such that

jJ.	C #; v/� J.	; v/j � L k#k„;

then (2.1) is obviously satisfied.
Another example is related to the quadratic functional J1 [cf. (1.5)], we have



Ar.	C #/� �d

2
A�1 �



Ar	 � �d

2
A�1

D kAr#k2A�1 C 2
Z

�

r# � .Ar	� �d /dx � 2� kr#kA C kr#k2A ;

where � D 

Ar	 � �d


A�1 . Analogously,



r.	C #/ � �d

2
A�1 �



r	 � �d

2
A�1 � kr#k2A � 2� kr#kA :

Therefore, if the space „ is defined as H1 endowed with the norm k kA, then

‰.t/ D 1

2
t2 � � t and ˆ.t/ D 1

2
t2 C � t:

Similar estimates can be derived for cost functionals satisfying the Hölder continuity
condition.

Remark 2.3. In view of (2.2),

inf J � JC.	; v/ 8 v 2 KU ; 	 2 „;

and the exact lower bound is achieved if we minimize JC.	; v/ overKU �„. This
means that the problem (1.1) and (1.2) can be represented in a form, where the state
and control functions are formally independent.
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Analogously

inf J � inf
v2KU

JC.	; v/ 8 	 2 „:

If the minimizer can be found analytically, then the corresponding lower bound is
also directly computable. In Sect. 4, we deduce such an computable estimate for the
problem (1.3)–(1.5). For relatively simple problems [e.g., for (1.3)–(1.5)], it is also
possible to derive guaranteed upper bounds for the norms of u�v and 	u�	, i.e., to
find computable a posteriori estimates for the state and control functions. In Sect. 5,
we discuss these results.

3 Majorant of the Cost Functional: Problem (1.3)–(1.5)

Now, we consider the problem (1.3), (1.5), and (1.7). Let v 2 KU be an
approximation of u. By 	v we denote the corresponding exact solution of the state
equation. In general, 	v is unknown and we use a certain approximation 	 2 V0.�/
instead. It is easy to see that

J1.	v; v/ � 1

2

�

�.	/ � �d


A�1 C k�.	v/� �.	/kA�1

�2 C a

2
kv � udk2:

We apply (1.15) or (1.16) and find that

k�.	v/ � �.	/kA�1 D k�.	v � 	/kA�1 D kr.	v � 	/kA (3.1)

� k� � r	kA�1 C C kdiv� C vC f k;

where

C D
�
CF� if � 2 H.�; div/
CP I if � 2 QHN .�; div/

and � 2 H.�; div/. Here

QHN.�; div/ WD
�
� 2 H.�; div/ j

Z

�i

.div� C vC f /dx D 0; i D 1; : : : ; N
�
:

In view of (3.1), we find that

J1.	v; v/

� 1

2

�

�.	/ � �d


A�1 C k� �Ar	kA�1 C C kdiv� C vC f k�2

Ca
2
kv � udk2; 8	 2 V0; v 2 KU :
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For technical reasons, it is convenient to represent the first term in the right-hand
side as the sum of squared norms. Therefore, we introduce positive parameters ˛
and ˇ > 0, apply Young’s inequalities and obtain

J1.	u;u/ � J1.	v; v/ � JC
1;˛;ˇ.�; v/; 8v 2 K; (3.2)

where

JC
1;˛;ˇ.	; �; v/ WD

1C ˛
2



�.	/ � �d

2
A�1 C

.1C ˛/.1C ˇ/
2˛

k� � Ar	k2A�1 C

C .1C ˛/.1C ˇ/
2˛ˇ

C2kdiv� C vC f k2 C a

2
kv � udk2:

Set

v D u; � D Ar	u; and 	 D 	u:

Then

JC
1;˛;ˇ.	u; Ar	u;u/ WD 1C ˛

2



�.	u/� �d


2
A�1 C a

2
ku � udk2 (3.3)

and we arrive at the important conclusion:

inf J1 D J1.	u;u/ D inf
	2V0; v2K;
�2H.�;div/;
˛;ˇ2R

C

JC
1;˛;ˇ.	; �; v/: (3.4)

In other words, we have reformulated our problem as an unconstrained minimization
problem for a quadratic functional JC

1;˛;ˇ . This functional is explicitly computable
and its lower bound coincides with the exact minimal value of the cost functional.
Therefore, the functional JC

1;˛;ˇ.	; �; v/ can be used for finding guaranteed upper
bounds for the cost functional when the minimization problem is solved by known
direct minimization methods. Indeed, since the functions 	 and v are arbitrary,
we can take them as approximate solutions computed by certain optimization
procedure and minimize JC

1;˛;ˇ.	; �; v/with respect to the function � and parameters
˛ and ˇ. The respective value of ˇ shows an upper bound of the cost functional
obtained with these data. In order to obtain a sharper bound, the functions and
parameters in the majorant JC

1;˛;ˇ.	; �; v/ should be changes, e.g., by minimization
on finite-dimensional subspaces selected for the state and control functions. The
latter subspaces are independent and, in general, may use different meshes and
approximations.



334 P. Neittaanmäki and S. Repin

Guaranteed upper bounds of the cost functional for problems with state relations
defined by the Poisson equation were derived and tested in [6]. The theory applicable
for a more general class of problems is presented in [23].

Remark 3.1. For J2, the majorant can be easily derived by applying the same
techniques.

Finding the sharpest upper bound for the cost functional requires the minimiza-
tion of JC

1 over 	, � , v, ˛, and ˇ, where the variables are taken in the above stated
sets and are formally independent. Below, we show that the amount of independent
variables in JC

1 can be reduced. For this purpose, we represent the functional in the
form

JC
1;˛;ˇ.	; �; v/ D j11.˛I 	/C j12.˛; ˇI 	; �/C j13.˛; ˇI �; v/; (3.5)

where

j11.˛I 	/ WD 1C ˛
2



�.	/ � �d

2
A�1 ;

j12.˛; ˇI 	; �/ WD .1C ˛/.1C ˇ/
2˛

k� � Ar	k2A�1 ;

j13.˛; ˇI �; v/ WD C˛ˇ

2
kdiv� C vC f k2 C a

2



v � ud


2 ;

and C˛ˇ D C 2 .1C˛/.1Cˇ/
˛ˇ

.

It is easy to observe that the minimization of JC
1 with respect to v is equivalent

to the problem

inf
v2K j13.˛; ˇI �; v/ WD j13.˛; ˇI �/;

which can be solved by minimizing the integrand of j13 at almost all x 2 �. If
no constraints are imposed on the control function (i.e., KU D L2.�/), then the
respective minimizer vopt is easy to find. It satisfies the relation

v0opt .x/ D
1

C˛ˇ C a
�
aud .x/ � C˛ˇ.div�.x/C f .x//�

and results in

Oj13.˛; ˇI �/ D a

2

C˛ˇ

C˛ˇ C akdiv� C ud C f k2: (3.6)

If KU is defined by (1.7), then
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vopt .x/ D
8
<
:

v0opt .x/ if x 2 �1;

vC.x/ if x 2 �2;

where

�2 WD fx 2 � j v0opt.x/ > vC.x/g and �1 WD � n�2:

In this case,

Oj13.˛; ˇI �/ D a

2

C˛ˇ

C˛ˇ C akdiv� C ud C f k2�1 C (3.7)

CC˛ˇ
2
kdiv� C vC C f k2�2 C

a

2
kvC � udk2�2 :

Thus, we arrive at the following result:

Theorem 3.2. For any 	 2 V0, � 2 H.�; div/ (or � 2 QHN.�; div/), and positive
˛ and ˇ

infJ1 � j11.˛I 	/C j12.˛; ˇI 	; �/C Oj13.˛; ˇI �; v/: (3.8)

Moreover,

infJ1 D inf
	2V0;˛;ˇ>0
�2H.�;div/

n
j11.˛I 	/C j12.˛; ˇI 	; �/C Oj13.˛; ˇI �; v/

o
: (3.9)

Remark 3.3. Let v be an approximation of u computed by some numerical proce-
dure and 	 be an approximation of the respective state function 	v. Then (3.5)–(3.7)
show the value of the cost functional, which is definitely achievable. To find it we
should take � as a post-processed flux r	v and perform a simple minimization with
respect to ˛ and ˇ. It is worth noting, that J1.v; 	/ does not show a guaranteed upper
bound because 	 is not the exact solution of (1.3).

4 Minorant of the Cost Functional: Problem (1.3)–(1.5)

Now, our goal is to deduce a directly computable minorant of the cost functional.
Assume that �d D r	d , where 	d 2 V0. This assumption does not lead to a loss of
generality (see Remark 4.1). Then J1 has the form

J1.	; v/ WD 1

2



r.	 � 	d /

2
A
C a

2
kv � udk2; (4.1)
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For any 	 2 V0, we have

J1.	v; v/ D 1

2
kr.	v � 	/k2A C

1

2



r.	 � 	d /

2
A

(4.2)

C
Z

�

A.r.	v � 	// � .r.	 � 	d //dxC a

2
kv � udk2

D 1

2
kr.	v � 	/k2A C

1

2



r.	� 	d /

2
A

C
Z

�

.f C v/.	� 	d / dx �
Z

�

Ar	 � r.	 � 	d /dx

Ca
2
kv � udk2:

Hence,

J1.	u;u/ D inf
v2KU

J1.	v; v/ D 1

2
kr.	v � 	/k2A C (4.3)

1

2



r.	 � 	d /

2
A
C
Z

�

.f .	 � 	d /� Ar	 � r.	 � 	d //dxC

C inf
v2KU

�Z

�

v.	� 	d / dxC a

2
kv � udk2

�
:

It remains to estimate the first term in the right-hand side of (4.3) from below.
For this purpose, we use the error minorant M�.	/, which for the considered class
of problems reads as follows (see, e.g., [23]): for any w 2 V0,

1

2
kr.	v � 	/k2A � M�.	;w/;

where

M�.	v;w/ WD G.	;w/C
Z

�

vw dx;

G.	;w/ D
Z

�

�
�1
2
Arw � rw �Arw � r	C f w

�
dx:

Moreover,

1

2
kr.	v � 	/k2A D sup

w2V0
M�.	;w/: (4.4)



Two-Sided Guaranteed Estimates of the Cost Functional for Optimal Control. . . 337

We conclude that

J1.	u;u/ D 1

2



r.	 � 	d /

2
A

(4.5)

C
Z

�

.f .	 � 	d / �Ar	 � r.	� 	d //dxC

C sup
w2V0

inf
v2KU

�
G.	;w/C

Z

�

v.wC 	� 	d / dxC a

2
kv � udk2

�

and for any w 2 V0,

J1.	u;u/ � G.	;w/C 1

2



r.	 � 	d /

2
A

(4.6)

C
Z

�

.f .	 � 	d / �Ar	 � r.	� 	d //dxC

C inf
v2KU

�Z

�

v.wC 	 � 	d / dxC a

2
kv � udk2

�
:

The right-hand side contains an auxiliary variational problem, which has a simple
solution. Indeed,

inf
v2KU

Z

�

�
gv C a

2
jv� ud j2

	
dx D

Z

�

H.a;ud ; vC; g/dx; (4.7)

where

H.a;ud ; vC; g/dx WD
8
<
:

ud g � 1
2a
g2 if Nv WD ud � g

a
� vC;

vCg C a
2
.vC � ud /2 if Nv > vC:

Thus, (4.3)–(4.7) imply

J1.	u;u/ � J�
1 .	;w/ 8	 2 V0; (4.8)

where

J�
1 .	;w/ WD G.	;w/C

1

2
kr.	 � 	d /k2A C

C
Z

�

�
f .	 � 	d /� Ar	 � r.	 � 	d /CH.a;ud ; vC;wC 	� 	d /

	
dx:

In other words, for any 	 and w, the functional J�
1 .	;w/ is a lower bound of the cost

functional. Since all the functions entering J�
1 are known, this minorant is directly

computable.
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Now we confine ourselves to the case KU D L2.�/. Then,

J�
1 .	;w/ D G.	;w/C

1

2
kr.	 � 	d /k2A (4.9)

C
Z

�

�
f .	 � 	d /� Ar	 � r.	 � 	d /

Cud .wC 	 � 	d /� 1

2a
.wC 	 � 	d /2

	
dx

Let ıu be a small variation of u and the corresponding variation of the state equation
be defined by the integral relation

Z

�

Ar.	u C ı	u/ � rw dx D
Z

�

.f C uC ıu/w dx 8w 2 V0:

Then
Z

�

Arı	u � rw dx D
Z

�

ıuw dx: (4.10)

Since

J1.u; 	u/ � J1.uC ıu; 	u C ı	u/;

we apply usual variational arguments, neglect the quadratic terms of ıu and 	 and
find that

Z

�

.Ar.	u � 	d / � rı	u C a.u � ud /ıu/ dx D 0:

Using (4.10), we see that for all ıu

Z

�

..	u � 	d /C a.u � ud //ıu dx D 0;

which implies .	u � 	d / D a.ud � u/.
Let us set w D 0 and 	 D 	u in (4.9). We have

J�
1 .	u; 0/ D 1

2
kr.	u � 	d /k2A (4.11)

C
Z

�

�
f .	u � 	d / �Ar	u � r.	u � 	d /C ud .	u � 	d /� 1

2a
.	u � 	d /2

	
dx
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D 1

2
kr.	u � 	d /k2A C

Z

�

�
.ud � u/.	u � 	d /� 1

2a
.	u � 	d /2

	
dx

D 1

2

�kr.	u � 	d /k2A C akud � uk2� D J.u; 	u/:

We have proved that the minorant is sharp, i.e., using majorants and minorants we
can find as accurate two sided bounds of the cost functional as it is required.

Remark 4.1. If �d does not have the formAr	d , then the optimization problem can
be reduced to the above considered case. Indeed, let O	d 2 V0.�/ solve the problem

Z

�

.Ar O	 d � �d / � rw dx D 0 8w 2 V0: (4.12)

Then
Z

�

.Ar O	 d � �d / � r.	 � O	 d / dx D 0

and we find that



Ar	 � �d

2
A�1 D




Ar	 � Ar O	 d




2

A�1
C



Ar O	 d � �d





2

A�1
:

In view of this fact,

J.	;u/ D 1

2
kAr	 � r O	 dk2 C a

2
ku � udk2 C c; (4.13)

where c D kAr O	 d � �dk2
A�1 is a certain measure of the distance from 	d to the set

V0. Since c does not depend on the state and control function, we see that the cost
functional is reduced to the form (4.1).

5 Estimates for the State and Control Functions

In the final section, we derive guaranteed upper estimate indexguaranteed error
boundsfor the error of the approximate solution measured in terms of a combined
norm

jŒu � v�j2 WD 1

2
kr.	u � 	v/k2A C

a

2
ku � vk2:

The derivation is based on the following result.
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Theorem 5.1. Let K D L2.�/. For any control function v 2 K

jŒu � v�j2 D J1.	v; v/� J1.	u;u/: (5.1)

Proof. Since

.	u � 	d /C a.u � ud / D 0; (5.2)

we have
Z

�

.	u � 	d /wdxC a
Z

�

.u � ud /wdx D 0; w 2 K: (5.3)

Let N	w be such that

Z

�

Ar N	w � r�dx D
Z

�

w � dx 8� 2 V0: (5.4)

From (5.3) and (5.4) with � D 	u � 	d it follows that for any w 2 K
Z

�

Ar.	u � 	d / � r N	wdxC a
Z

�

w.u � ud / dx D 0:

For arbitrary v 2 K we have

J.	v; v/ � J.	u;u/ D 1

2
kr.	v � 	u/k2A C

a

2
kv � uk2 C

C
Z

�

Ar.	u � 	d / � r.	v � 	u/dxC a
Z

�

.u � ud /.v � u/dx:

Set w D v � u. Since
Z

�

A.r	v � r	u/ � r� dx D
Z

�

.v � u/�dx;

we observe that N	w D 	v � 	u. Therefore, the last two terms vanish and we arrive
at (5.1). ut
Remark 5.2. The estimate (5.1) can be viewed as a generalization of the Mikhlin’s
estimate, which was derived for variational problems generated by quadratic
functionals 1

2
a.v; v/C .f; v/ in [13]. In [23], it was shown that analogous estimates

hold for some classes of optimal control problems. Theorem 5.1 is a generalized
version of this result proved by the same method.
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Theorem 5.1 and estimates (3.2) and (4.8) yield the following majorant of the
combined state–control norm:

Theorem 5.3. For any v 2 L2.�/,

jŒv � u�j2 � MC.˛; ˇ; 	; �;w; v/; (5.5)

where � 2 H.�; div/, w 2 V0.�/, and

MC.˛; ˇ; 	; �;w; v/ WD JC
1;˛;ˇ.	; �; v/� J�

1 .	;w/ � 0:

It is not difficult to show that if v D u, then there exist parameters, which make
the majorant zero. Indeed, let 	 D 	u, � D �.	u/, and w D 0. In view of (3.3)

JC
1;˛;ˇ.	u; Ar	u;u/ D 1C ˛

2



r.	u � 	d /


2
A
C a

2



u � ud


2 :

On the other hand, in view of (4.11)

J�
1 .	u;u/ D 1

2
kr.	u � 	d /k2A C

a

2
kud � uk2:

Thus,

MC.˛; ˇ; 	u; Ar	u; 0;u/ D ˛

2
kr.	u � 	d /k2:

We can set ˛ arbitrary small. Therefore the majorant is smaller than any positive
number, i.e., it is equal to zero.
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Shape Sensitivity Analysis of the Work
Functional for the Compressible Navier–Stokes
Equations

Pavel I. Plotnikov and Jan Sokołowski

Abstract The compressible Navier–Stokes equations with nonhomogeneous
Dirichlet conditions in a bounded domain with an obstacle are considered (P.I.
Plotnikov, J. Sokolowski, Compressible Navier-Stokes Equations. Theory and Shape
Optimization, Birkhäuser, Basel, 2012). The dependence of local solutions on the
shape of an obstacle is analyzed (P.I. Plotnikov, E.V. Ruban, J. Sokołowski, SIAM
J. Math. Anal. 40:1152–1200, 2008; P.I. Plotnikov, E.V. Ruban, J. Sokołowski,
J. Math. Pures Appl. 92:113–162, 2009; P.I. Plotnikov, J. Sokołowski, Dokl. Akad.
Nauk 397:166–169, 2004; P.I. Plotnikov, J. Sokołowski, J. Math. Fluid Mech.
7:529–573, 2005; P.I. Plotnikov, J. Sokołowski, Comm. Math. Phys. 258:567–
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1992) of solutions to the compressible Navier–Stokes equations are derived. The
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1 Introduction

The shape sensitivity analysis of the work functional for the compressible
Navier–Stokes equations is performed in this paper. The shape derivatives of the
solutions to the equations and the shape gradient of the work functional are obtained
in the framework of boundary variational techniques [11, 15].

The recent monograph [11] is devoted to the study of boundary value problems
for equations of viscous gas dynamics, named compressible Navier–Stokes equa-
tions. The principal significance of the mathematical theory of the Navier–Stokes
equations lies in the central role they now play in fluid dynamics. In [11] we focus
on existence results for the inhomogeneous in/out flow problem, in particular the
problem of the flow around a body placed in a finite domain, on the stability of solu-
tions with respect to domain perturbations, on the domain dependence of solutions
to compressible Navier–Stokes equations, and on the drag optimization problem.
We refer the reader to [2–8,10,12–14] for the related results on modeling and shape
optimization for compressible Navier–Stokes equations.

We recall briefly the main topics considered in the mathematical monograph [11]
on compressible Navier–Stokes equations which is our main reference in this paper.

Existence Theory. The problem of the flow of a viscous gas around a moving
rigid body S 2 R

d , d D 2; 3; can be formulated as follows. Choose an arbitrary
hold-all B � R

3, for instance, a sufficiently large ball, such that S � B . Next,
we transfer the boundary conditions from infinity to @B and arrive at the following
boundary value problem for the velocity v and the density �. Find functions .v; �/
satisfying

@t .� v/C div .� v˝ v/� 1

Re
div S.v/

C 1

Ma2
rp.�/C C v D � f in � � .0; T /;

@t�C div .�v/ D 0 in � � .0; T /;
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v D 0 on @S � .0; T /; v D V on @B � .0; T /;
� D %1 on †in;

v.x; 0/ D V.x; 0/ in �; �.y; 0/ D %1.y/ in �;

where V; f W Rd � Œ0; T � are given smooth vector fields, %1 W Rd ! RC is a given
nonnegative bounded function, C is a skew-symmetric matrix,

� D B n S; †in D f.x; t/ 2 @B � .0; T / W V.x; t/ � n.y/ > 0g;
S.v/ D rvC .rv/> C .� � 1/div v I:

The peculiarity of this problem is that we deal with the boundary value problem
for the mass balance equations. We prove that for the adiabatic exponent � > d=2,
the problem has a renormalized solution. We follow the multilevel regularization
scheme proposed by P.L. Lions and E. Feireisl, but with a different regularization
technique. We show that the solution admits the energy estimate and the pressure
p.�/ is locally integrable with some exponent greater than 1.

Stability of Solutions with Respect to Nonsmooth Data and Domain Perturba-
tions. Propagation of Rapid Oscillations in Compressible Fluids. In compressible
viscous flows, any irregularities in the initial and boundary data are transferred
inside the flow domain along fluid particle trajectories. We develop a new method
for the study of the propagation of rapid oscillations of the density, which can be
regarded as acoustic waves. The main idea is that any rapidly oscillating sequence
is associated with a parametrized family �xt of probability measures on the real line
named the Young measure. We establish that the distribution function f .x; t; s/ D
�x;t .�1; s� satisfies a differential relation named a kinetic equation. A remarkable
property of compressible Navier–Stokes equations is that in this particular case the
kinetic equation can be written in closed form as

@tf C div .f v/� @s
�
sf div vC s

�C 1
Z

.�1;s�

.p.�/ � p/ d�f .x; t; �/
�
D 0:

The kinetic equation being combined with the momentum balance equations gives
a closed system of integro-differential equations which describes the propagation
of rapid oscillations in a compressible viscous flow. Notice that oscillations can
be induced not only by oscillations of initial and boundary data, but also by
irregularities of the boundary of the flow domain. We also prove that if the data
are deterministic and the function f satisfies some integrability condition, then
any solution to the kinetic equation satisfying some integrability conditions is
deterministic.

Domain Dependence of Solutions to Compressible Navier–Stokes Equations.
We apply the kinetic equation method to the analysis of the domain dependence of
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solutions to compressible Navier–Stokes equations. We restrict our considerations
to the problem of the flow around an obstacle placed in a fixed domain. Recall that
in this problem, the flow domain � D B n S is a condenser type domain, B is a
fixed hold all domain and S is a compact obstacle. We introduce the notion of the
Kuratowski-Mosco. To this end we denote byC1

S .B/ the set of all smooth functions
defined in B and vanishing on S � B . LetW 1;2

S .B/ be the closure of C1
S .B/ in the

W 1;2.B/-norm. A sequence of compact sets Sn � B is said to converge to S in the
Kuratowski-Mosco sense if

• there is a compact set B 0 � B such that Sn; S � B 0;
• for any sequence un * u weakly convergent inW 1;2.B/ with un 2 W 1;2

Sn
.B/, the

limit element u belongs to W 1;2
S .B/;

• whenever u 2 W 1;2
S .B/, there is a sequence un 2 W 1;2

Sn
.B/ with un ! u strongly

in W 1;2.B/.

We show that if a sequence Sn of compact obstacles converges to a compact
obstacle S in the Hausdorff and the Kuratowski-Mosco sense, then the sequence
of corresponding solutions to the in/out flow problem contains a subsequence which
converges to a solution to the in/out flow problem in the limiting domain. Moreover,
we prove that the typical cost functionals, such as the work of hydrodynamical
forces, are continuous with respect to S-convergence. As a conclusion we establish
the solvability of the problem of minimization of the work of hydrodynamical forces
in the class of obstacles with a given fixed volume.

2 Boundary Variations Technique for Shape Sensitivity
Analysis of Work Functional

Beside the existence of an optimal obstacle for the work and drag shape optimization
problems [11], it is important for applications to provide necessary optimality
conditions and to devise a numerical method for the solution of the shape optimiza-
tion problems under consideration. The numerical methods of gradient or steepest
descent types require the local information on the behavior of the shape functional to
be minimized. The precise information on the shape gradient of the cost functional
can be obtained as a result from the appropriate shape sensitivity analysis of the
functional. The shape sensitivity analysis requires some regularity of solutions to
the governing equations like the Lipschitz continuity with respect to boundary
perturbations of the obstacle. The shape sensitivity analysis is performed in [11] for
local solutions defined by small perturbations of a class of approximate solutions to
the stationary problem. The shape optimization problem with the drag functional for
stationary problems as well as the work functional are considered for nonstationary
problems in [11].



Shape Sensitivity Analysis of the Work Functional for the Compressible. . . 347

2.1 Boundary and Distributed Shape Functionals

We recall here, that the following notation is used for the shape functionals under
consideration for the shape sensitivity analysis.

We consider the integral shape functionals denoted by J.S/ or by J.�/, with
S b B a compact obstacle in a hold all domain B , and � WD B n S . There
are two different cases of governing equations under considerations, the stationary
compressible Navier–Stokes equations and the nonstationary compressible Navier–
Stokes equations. In the stationary case J.S/ � J.�/, stands for the drag
functional. In the nonstationary case the same symbols J.S/ � J.�/ are used for
the work functional. There is however a difference between J.S/ and J.�/, e.g., in
the stationary case the drag functional J.S/ is given by an integral over the obstacle
boundary @S , and the same drag functional J.�/ takes a form of a volume integral.
Similarly, in the nonstationary case the work functional J.S/ contains an integral
over the lateral boundary @S � .0; T /, and the same work functional J.�/ contains
an integral over the cylinder � � .0; T /. Usually, the functional J.�/ is obtained
from the functional J.S/ by an integration by parts formulae.

It is clear that the distributed shape functionals J.�/ require less regularity from
the solutions to the governing equations compared to the boundary shape functionals
J.S/. On the other hand the distributed shape functionals formally depend on a
choice of a function denoted by 	 which is required in the integration by parts
formulae, however in view of the identity J.S/ � J.�/ the values of the shape
functional J.�/ are independent of the choice of 	.

2.2 Shape Sensitivity Analysis Within Boundary Variations
Technique

Our goal now is to develop the shape sensitivity analysis which results in the shape
derivatives of solutions to the governing equations and in the shape gradients of
J.�/ obtained for stationary and nonstationary governing equations by introduction
of appropriate adjoint state equations.

Two different types of velocity fields can be employed. The physical field is
the state variable u WD u.�/, � D B n S determined from the governing
equations for a given obstacle S . This field is in general non-unique, thus the local
classical solutions of governing equations are considered for the purposes of the
shape sensitivity analysis. The artificial velocity field V WD V."; x/, x 2 B , is
introduced for the purposes of the shape sensitivity analysis with respect to the small
perturbations of the obstacle boundary in the normal direction. This field depends on
the small shape parameter "! 0 and it is associated with the domain transformation
mapping T" W S 7! S",

V."; x/ D
�
@

@"
T"

�
ı T�1

" .x/: (2.1)
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Now, the form of the mapping T" is specified,

T".x/ WD x C "T.x/; (2.2)

where the field T.x/, x 2 B , is compactly supported in a small neighborhood of the
obstacle S and the support of T is disjoint with the boundary† D @B . This means
that the boundary† is invariant under transformation (2.2).

In order to evaluate the shape gradient of the functional J.�/ the method
of boundary variations is applied and the Eulerian semi-derivative of the shape
functional dJ.�IV/ is obtained in the direction of a vector field V associated with
the change of the variables T".

This means that for the mapping (2.2) the family of perturbed obstacles is defined
by S" WD T".S/, where " ! 0 stands for the shape parameter. As a result, the
differentiability of the real valued function " 7! J.�"/, with �" D B n S", is
considered at " D 0, and the existence of the derivative is established.

2.3 Stationary Navier–Stokes State Equations

We assume that the viscous gas occupies the double-connected domain� D B nS ,
where B � R

d , d D 2; 3, is a hold all domain with the smooth boundary† D @B ,
and S � B is a compact obstacle. The boundary of the obstacle is denoted by @S .

Furthermore, we assume that the velocity of the gas coincides with a given
constant vector field U on the surface †. The state variables include the velocity
field u and the gas density %, and satisfy the following equations along with the
boundary conditions

div .%u˝ u/� div S.u/Crp.%/ � % f D 0 in � ; (2.3a)

div .%u/ D 0 in � ; (2.3b)

u D U on †; u D 0 on @S; (2.3c)

% D %0 on †in; (2.3d)

with the viscous stress tensor of the form

S.u/ D ruCru> C .� � 1/ div uI ; (2.3e)

where the pressure p D p.%/ is a smooth, strictly monotone function of the density,
the Mach, Strouhal, and Reynolds numbers are fixed, Ma2 D Sr D Re D 1, � is
the viscosity ratio, %0 is a positive constant, and the inlet †in and the outlet†out are
defined by

†in D fx 2 † W U � n < 0g; †out D fx 2 † W U � n > 0g;
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respectively. To avoid the technical difficulties at this stage of formal analysis we
assume that the intersection of the inlet and of the outlet is an empty set. Here n
stands for the outward normal to @� D † [ S.

2.4 Drag Functional

The boundary value problem (2.3) can be regarded as a mathematical model of
viscous gas flow around an airfoil S tested in a wind tunnel. In our notation the
stress tensor is equal to

T.u/ WD ruCru> C .� � 1/ div u I � pI D S.u/ � pI ;

and the hydrodynamic force acting on the element dS of the obstacle boundary
@S is �Tn dS . Hence the hydrodynamic force acting on the body S is given by a
boundary integral,

J.S/ WD �
Z

@S

Tn ds D (2.4)

�
Z

@S

�ruC .ru/> C .� � 1/ div uI � pI�n ds:

Note that (2.4) can be equivalently rewritten in the form of a volume integral. To
this end we fix an arbitrary function 	 2 C1.�/ such that 	 D 1 in an open
neighborhood of the obstacle S and 	 D 0 in a vicinity of †. Using the identities

Z

@S

Tn ds D
Z

�

.	 div TC Tr	/ dx; div T D %uru;

we introduce the drag functional

J.�/ WD U1 � J.S/ D
Z

�

F.u;ru; p; 	;r	/dx ; (2.5)

where� WD B n S and

F.u;ru; p; 	;r	/ D (2.6)

U1 �
�� �ruC .ru/> C .� � 1/ div uI � pI�r	 � 	%uru

�
;

here U1 stands for the airfoil speed. The value of J is independent of the choice of
	. In nonstationary case the drag is a work in unit time developed by the component
of J.S/ parallel to the airfoil speed U1. In the stationary case it is just a component
of the force. The associated shape functional S 7! J.�/, � WD B nS is considered
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as a shape functional defined for an admissible family of obstacles S 2 Uad.
We need a family Uad to assure the existence of an optimal obstacle. It is probable
that the drag functional in stationary case is defined for an obstacle S which is a
closed set included in the open set B , provided that the existence of a solution for
the governing equations in the stationary case with the nonhomogeneous Dirichlet
boundary conditions is shown, which is still an open problem, it seems.

2.5 The Velocity Method of Shape Sensitivity Analysis

In [11] the local strong solutions of stationary compressible Navier–Stokes equa-
tions are considered for the purposes of the shape sensitivity analysis. Such solutions
are uniquely determined and are stable with respect to shape perturbations within
the boundary variations technique.

In this chapter the general framework of shape sensitivity analysis adapted to the
specific case of Navier–Stokes equations is established. This means in particular,
that the Piola transform of the velocity field is employed in order to determine the
material derivatives in a reasonable way.

For the general purposes of shape sensitivity analysis the family of perturbations
S" for an obstacle S b B is introduced, depending on the small parameter " ! 0.
To this end the perturbations of the domain� are defined by an appropriate change
of variables (2.2),

T" W Rd 3 x 7! y."; x/ 2 R
d ; (2.7)

or equivalently, the boundary of the obstacle S" is given by the perturbation of the
sufficiently smooth boundary @S in the normal direction depending on a function
f .!/; ! 2 @S ,

@S" D fx D ! C "f .!/n.!/; ! 2 @Sg ; (2.8)

where n stands for the unit outward normal vector on @S , and f .!/, ! 2 @S is a
given function which defines the boundary variations of @S in normal direction.

Let us observe that f determines the mapping T" only on the boundary @S . By
the Hadamard representation theorem [15] the knowledge of f is also sufficient for
determination of the shape gradient G of the differentiable shape functional J.�/.
The explicit form of the shape gradient of the drag functional J.�/ is required in
particular for the numerical methods of shape optimization. For example, the level
set method of shape optimization is based on the knowledge of the shape gradient
given by a boundary integral in (2.9). It means that, with applications to numerical
methods in mind, we investigate the existence of the following limit possibly given
by a boundary integral

dJ.�IV.0// WD lim
"!0

1

"
.J.�"/ � J.�// D

Z

@S

f .!/GS.!/ds.!/ ; (2.9)
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where GS.!/; ! 2 @S , stands for the so-called boundary shape gradient of drag
functional in the direction of the shape velocity vector field depending on two
variables ."; x/ 7! V."; x/, the first variable is the small shape parameter " ! 0,
and x is the spatial variable. We point out that in terms of the mapping T" given
in (2.7), the associated shape velocity field [15] takes the form (2.1).

In order to show the existence of the shape gradient given by a function
GS.!/; ! 2 @S , and to identify its form, the general procedure described in
[15] essentially for linear elliptic equations cannot be directly applied due to the
nonlinear nature of the governing equations. Some modifications of the method are
proposed here, such modifications are in fact necessary in view of the complexity
of nonlinear model. As a result, a new method of shape sensitivity analysis well
adapted to the analysis of compressible Navier–Stokes equations is proposed in the
monograph.

First, the shape sensitivity analysis of the state equation is performed in order
to determine the shape gradient GS . To this end we evaluate the derivatives of
solutions .u.�"/; %.�"// defined in the domain B n S", and extended by zero over
the obstacles S". The solutions are differentiated with respect to the parameter " and
the derivative of the drag functional " 7! J.�"/ at " D 0 is determined.

The procedure proposed in the monograph for differentiation of the mapping

" 7! .u.�"/; %.�"// ; (2.10)

results in the material derivatives as well as in the shape derivatives of the state
.u; %/ with respect to the small shape parameter ".

In general, the algorithm for evaluation of material derivatives is simple [15], first
make the change the variables, then differentiate the composed mapping

" 7! .u.�"/ ı T"; %.�"/ ı T"/ (2.11)

in the fixed function space over the unperturbed domain � e.g., in the stationary
case. Then the form of shape derivatives can be deduced from the material deriva-
tives. Such a procedure is straightforward for linear partial differential equations
[15], unfortunately it becomes difficult to apply for the nonlinear problems. The
formal evaluation of the shape gradient for an integral shape functional in terms of
the shape derivatives of solutions is easy to apply even in the case of nonlinear
problems, but the obtained result is more difficult to justify when compared to
linear problems. Such formal evaluation uses the direct differentiation of the
mapping (2.10) by only a formal application of the Implicit Function Theorem. We
point out at this point, that for the compressible Navier–Stokes equations there is no
general result on the regularity of solutions, and such a regularity result is required
for the justification of the formal procedure.

Let us introduce the material and the shape derivatives for the density, the same
objects are defined for the velocity field later on. We denote by

P% D lim
"!0

1

"
.%.�"/ ı T" � %.�// (2.12)
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the so-called material derivative of the density with respect to the shape parameter ".
However, the material derivative is different from the limit

%0 D lim
"!0

1

"
.%.�"/ � %.�// (2.13)

which is the so-called shape derivative of the density with respect to the shape
parameter ", the relation between material and shape derivatives takes the form

P% D %0 Cr% �V : (2.14)

Once, the material derivatives . Pu; P%/ of the state .u; %/ are determined, the first
order necessary optimality conditions for the shape optimization of compressible
Navier–Stokes equations can be obtained. This means that for given . Pu; P%/ the shape
gradient of the drag functional can be identified.

We can conclude that the shape differentiability of solutions to the governing
equations can be achieved by the material derivative technique developed in [15],
provided some additional regularity of the weak solutions is known. Concerning the
shape differentiability of the velocity field we need an additional transformation,
which is called the Piola transform. To this end the new velocity field u".x/; x 2
� D B n S (here we assume that S WD S is a compact subset in order to simplify
the notation) in the fixed domain is introduced for all sufficiently small " > 0. The
field u" is defined in (5.11) by using the Piola transform for the fluid velocity fields.
The Piola transform assures the invariance of the divergence operator for the change
of variables (2.7) from the fixed domain � to the variable domain �". Therefore,
by the change of variables combined with the Piola transformation the unknown
velocity field u.�"/.x/; x 2 B n S", is replaced by the new unknown function u"
defined in the fixed reference domain B nS . The function u" can be extended to the
hold all domain B . However, the derivative of u" with respect to " is different from
the material derivative Pu, the relation between such a derivative and the material
derivative depends on the specific choice of matrix N in the transformation of the
velocity fields defined in (2.2) or in (5.11).

It turns out, that in general the material derivatives, P% for the density %, and Pu
for the velocity u, are given by an auxiliary boundary value problem depending on
the shape velocity field V.0; x/ at " D 0 and for x 2 �. On the other hand the
shape derivatives %0 and u0, under some regularity assumptions, depend only on the
normal component of the field V.0; !/ at " D 0 and for ! 2 @S , i.e. on the function
f .!/; ! 2 @S in (2.8). It is clear that the function f defines the normal component
of the shape velocity field on the boundary of the obstacle f .!/ D V.0; !/ � n.!/,
! 2 @S .

Therefore, the general strategy of shape derivation consists in two steps. First, the
material derivatives are obtained and used in order to show that the drag functional
is shape differentiable. Then, the shape derivatives are employed, possibly with an
appropriate adjoint state, in order to identify the form of the shape gradient of the
drag functional. The shape gradient G is a distribution, obtained by the Hadamard
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representation formula (see e.g., [15] for a proof of the representation formula),
which lives on the boundary @S of the obstacle. In our case G is given by a function
denoted GS . Such a strategy is in fact applied in [11], where the complete proofs
are given for the stationary governing equations.

2.6 Shape Derivatives of Solutions to Governing Equations

We briefly describe the specific shape optimization problem which is analyzed in
this chapter. The problem is considered in three spatial dimensions, the particular
case of two spatial dimensions is also covered by our framework. The question is
to find an optimal shape of the obstacle S included in a large computational hold
all domain B . The optimal shape if any, minimizes the drag functional J.�/ within
a family of admissible obstacles, or admissible shapes Uad. The hold all domain B
can be selected e.g., as a ball of the radius R � 1, to fix the ideas. For such an
optimization problem we have already the existence of an optimal shape. Since the
velocity field u is in the Sobolev space H1.B n S/ and vanishes on the boundary
@S of the obstacle, the extension of u by zero over the obstacle S , still denoted by
the same symbol u, is in the Sobolev space H1.B/. Therefore, the analysis of the
differential properties of the mapping

Uad 3 S 7! u.�/ 2 H1.B/ ;

with respect to the shape of the obstacle can be performed in the fixed function
spaceH1.B/ for the extended function u which is defined all over the fixed hold all
domain B and vanishes on S .

Now, the outline of the shape sensitivity analysis of the state equation is
presented. If the shape of the obstacle S is perturbed by the boundary variations
technique, and the perturbed obstacle is denoted by S", where " ! 0 is a shape
parameter, the extended velocity field determined from the governing equations
depends on the small parameter

Uad 3 S" 7! u.�"/ 2 H1.B/ ;

where S" D T".S/ is the image of the unperturbed obstacle S under transforma-
tion (2.2). In general, the mapping of (2.2) T" W R

3 ! R
3 is associated with the

shape velocity field V."; x/ given by (2.1).
We give more details concerning the specific form of the mapping T". Let

x D x.t; X/ denote the solution to the system of ordinary differential equations
parametrized by the initial condition,

d

dt
x.t; X/ D V.t; x.t; X// ;

x.0;X/ D X ;
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then the mapping associated with the shape velocity field V takes the form

T".X/ WD x."; X/ :

Furthermore, by our construction, the hold all domain is invariant for the mapping

B D T".B/ ;

since T" is reduced to the identity mapping in a neighborhood of the exterior
boundary @B of the hold all domain B , under the assumption, e.g., that V � n D 0

on † D @B .
By construction the extended velocity field of Navier–Stokes equations satisfies

u.�"/.x/ D 0 on S" since on the boundary of the obstacle S" the non-slip boundary
condition is prescribed for the velocity field u.�"/. If the shape derivative u0 of
the velocity field u.�/ in the direction of the field V does exist, it is given by the
following limit

u0.x/ WD lim
"!0

1

"
.u.�"/.x/ � u.�/.x// in B n S ;

with the limit passage "! 0 taken with respect to the weak or strong convergence
in the associated Sobolev space, in our case the limit is taken with respect to the
weak convergence only, we refer to [11] for all details.

Therefore, the limit is called the weak (or the strong) shape derivative of
u.�/.x/, x 2 � D B n S , in the direction of the velocity field V."; x/ associated
with the family of mappings T", the family of mappings being parameterized by the
small parameter "! 0. In the similar way, the shape derivative of the density in the
direction of the velocity field V is defined by

%0.x/ WD lim
"!0

1

"
.%.�"/.x/ � %.�/.x// in B n S :

2.7 Shape Gradients of Functionals

The knowledge of the shape derivatives u0.x/ and %0.x/ is sufficient to determine
the shape gradient of the drag functional given by the formula

dJ.�IV.0// WD lim
"!0

1

"
.J.�"/ � J.�// ;

and to obtain the first order necessary optimality conditions for the drag minimiza-
tion problem. The structure of the shape gradient G for the differentiable shape
functional J.�/ is characterized by the so-called Hadamard formula, we refer
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to [15] for a simple proof of the result for C2 domains, or to [1] for a proof of
such a formula in the case of a class of nonsmooth domains.

Theorem 2.1. If the boundary @S of the obstacle is C2 and the mapping

C.�ı; ıIC1
0 .BIR3// 3 V 7! dJ.�IV.0// 2 R ; ı > 0 ;

is continuous, then there is a distribution G 2 D0
1.@S/ supported on the boundary

of the obstacle, such that

dJ.�IV/ D hG;V.0/ � ni@S :
If the distribution G is given by a function called the boundary gradient GS.!/,
then there is the boundary integral representation of the shape gradient

dJ.�IV/ D
Z

@S

GS.!/ .V.0; !/ � n.!//ds.!/ ; (2.15)

which implies (2.9).

It is shown in [9] that for the drag functional, the distribution G in (2.9) actually is
given by a function, the function is explicitly determined in terms of an appropriate
adjoint state. The regularity of the shape gradient is an important issue e.g., from
the point of view of numerical methods of shape optimization. Namely, if the shape
gradient is given by a function, then the level set type numerical methods can be
used for computations of an optimal shape, the shape gradient being a coefficient of
the Hamilton–Jacobi equation for the level set function.

2.8 Material Derivatives of Solutions in Reference Domain

The existence of the shape derivatives of the velocity and the density in the
Navier–Stokes equations combines the material derivatives and the formulae of
the type (2.14) for the relation between the shape and the material derivatives.
Therefore, it is convenient to introduce the material derivatives Pu.�IV/; P%.�IV/
of u.�"/.x/, and %.�"/.x/, x 2 B , which are intermediary objects determined in
the fixed or reference domainB nS . The word fixed means that the domain is shape
parameter independent, the word reference means that small boundary variations of
the fixed domain are considered. The knowledge of the material derivatives . Pu; P%/
is also sufficient in order to determine the shape gradient of the drag functional.
In order to define the material derivatives we use the change of variables (5.7)
parameterized by " ! 0, denoted by x 7! y."; x/ WD T".x/, with the property
that x � y.0; x/, and that the image of the obstacle S under this transformation is
exactly the perturbed obstacle:

S" D y."; S/ ; and �" D y.";�/ :
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In this way, the composed extended velocity vector field

B 3 x 7! u.�"/.y."; x// 2 H1.B/

vanishes on the fixed obstacle

u.�"/.y."; x// D 0 for x 2 S :

The material derivative Pu.x/ of u.�"/.y."; x// is given by the following limit if the
limit exists

Pu D lim
"!0

1

"
.u.�"/.y."; x// � u.�/.x// in B n S : (2.16)

In the same way, the material derivative of the density is given by the formula

P% WD lim
"!0

1

"
.%.�"/.y."; x// � %.�/.x// in B n S : (2.17)

By the same change of variables (5.7), denoted for the sake of simplicity of our
notation by

x 7! y.x/ ;

so the dependence on " is not explicitly indicated, the governing equations are
transformed to the equations defined in the fixed domain B n S . The material
derivatives are then determined for the transformed equations by the stability
theorem of solutions to governing equations in the reference domain with respect
to the operator coefficients.

3 Decomposition of Shape Gradient

Shape derivatives of weak solutions leads to the decomposition of the shape
gradient of the cost functional into its geometrical and dynamical components. This
decomposition is interesting on its own, since the evaluation of the dynamical part
of the shape gradient requires the solution of the appropriate adjoint state equations
and becomes complicated for practical applications.

Let us consider now the drag functional J.�"/ in the domain �" WD B n S" D
T".�/, where T" W � ! � is a smooth mapping, " ! 0 is a parameter, and the
shape functional

J.�"/ WD U1 � J.S"/ D
Z

�"

F.u";ru"; p"; 	;r	/dx : (3.1)

The obtained formula for the shape gradient is justified in [11].
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3.1 Geometrical and Dynamical Parts of Shape Gradient

Using the Reynolds transport theorem and the shape derivatives u0; %0 of solutions
to the state equations u; % we obtain the shape gradient of the drag functional in the
direction of the vector field

V."; x/ D
�
@

@"
T"

�
ı T�1

" .x/ :

given by the expressionc

dJ.�IV/ WD
Z

@S

U1 � Œ�%uru� .V � n/ds.x/ (3.2)

C
Z

�

U1 �
�� �ru0 C .ru0/> C .� � 1/ div u0

I � p0.%/%0
I
�r	� dx

C
Z

�

U1 �
��	.%0uruC %u0ruC %uru0/

�
dx ;

It is convenient to integrate by parts the terms depending on the first order derivatives
of the shape derivative u0,

�
Z

�

U1 �
��ru0 C .ru0/> C .� � 1/ div u0

I
�r	� dx �

Z

�

U1 �
�
	%uru0� dx D

(3.3)
Z

�

u0 � div.r	˝ U1 C U1 ˝r	/C u0 � r.tr.r	˝ U1//dxC

Z

�

div.	%u/u0 � U1dx �
Z

@S

%.u � n/.u0 � U1/ds.x/ ;

and we denote

Ldyn;2.v/ WD �
Z

@S

%.u � n/.v � U1/ds.x/ : (3.4)
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The shape derivative becomes

dJ.�IV/ WD �
Z

@S

U1 � Œ	%uru� .V � n/ds.x/ (3.5)

C
Z

�

p0.%/%0r	 � U1dx �
Z

�

	U1 �
�
%0uruC %u0ru

�
dxC

Z

�

u0 � div.r	˝ U1 C U1 ˝r	/C u0 � r.tr.r	˝ U1//dxC

Z

�

div.	%u/u0 � U1dx �
Z

@S

%.u � n/.u0 � U1/ds.x/ :

The following expression is called the geometrical part of the shape derivative

dJgeom.�IV/ WD �
Z

@S

U1 � Œ%uru� .V � n/ds.x/ : (3.6)

We introduce the right hand sides for the adjoint state equations, so we denote

Ldens.�/ WD
Z

�

p0.%/�r	 � U1dx �
Z

�

	U1 � Œ�uru� dx ; (3.7)

and

Lvel.v/ WD �
Z

�

	U1 � Œ%vru� dxC (3.8)

Z

�

v � div.r	˝ U1 C U1 ˝r	/C v � r.tr.r	˝ U1//dxC

Z

�

div.	%u/v � U1dx :

The shape derivatives %0 WD � and u0 WD v are given by the following system of
linearized equations,

div .� u˝ uC % v˝ uC %u˝ v/� div S.v/Crp0.%/� � � f D 0 in � ;

(3.9a)

div .�uC %v/ D 0 in � ; (3.9b)
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v D 0 on †; v D �@u
@n
.V � n/ on @S; (3.9c)

% D 0 on †in ; (3.9d)

where S.v/ D .rvCrv> C .� � 1/ div vI/.

3.2 Linearized and Adjoint State Equations

We multiply (2.3a) and (2.3b) by the smooth test functions 	, ', respectively, 	
with compact support in � and ' which vanishes on †out, and integrate by parts. It
follows that

Z

�

Œdiv .%u˝ u/� div S.u/Crp.%/ � % f� � 	dx D

Z

�

Œ�.%u˝ u/ W D	C S.u/ W D	 � p.%/ div 	 � % f � 	� dx

and for the mass balance equation

Z

�

div .%u/'dx D �
Z

�

%v � r'dx :

Now, denote by .�; v/ a solution to the linearized system at the sufficiently smooth
solution .%;u/ of the nonlinear system. Hence the linearized balance of momentum
system takes the form of the integral identities satisfied for all test functions 	,

Z

�

Œ�.� u˝ u/ W D	 � .% v˝ u/ W D	 � .%u˝ v/ W D	� dx

C
Z

�

�
S.v/ W D	 � p0.%/� div 	 � � f � 	� dx :

The linearized balance of momentum system is satisfied by the shape derivatives
.%0;u0/.

It is also useful to perform the integration by parts for the functions v which
vanish on @B and are non-null on the obstacle boundary @S , this leads to
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Z

�

S.v/ W D	 dx D
Z

�

�rvC .rv/>
� W D	 dxC .� � 1/

Z

�

div v tr .D	/ dx D

�
Z

�

v � div
�
D	 CD	>� dxC

Z

@S

Œv˝ nC n˝ v� W D	ds.x/

�.� � 1/
Z

�

v � r Œ tr .D	/� dxC
Z

@S

.v � n/ tr .D	/ds.x/ :

We denote by

Ldyn;1.v/ WD
Z

@S

Œv˝ nC n˝ v� W D	ds.x/ (3.10)

C
Z

@S

.v � n/ tr .D	/ds.x/ :

the boundary integrals on @S which furnish one part of the dynamical shape gradient
Ldyn;1.u0/. It is clear that Ldyn;1.v/ depends only on the trace of v on the obstacle
boundary @S , and the expression is nontrivial when used with the shape derivative
v WD u0. There are the nonhomogeneous Dirichlet conditions on @S for the shape

derivative of the velocity field u0 D �@u
@n
.V � n/, such conditions result from the

homogeneous Dirichlet condition for the velocity field u D 0 prescribed on @S .
In the same way, for the mass balance equation and all test functions ',

Z

�

Œ��u � r' � %v � r'� dx D 0 ;

where ' is a smooth test function, and ' D 0 on †out.
We introduce the following notation for the bilinear forms defined for linearized

operators, evaluated for the smooth functions such that, v D 0 on @�, and � D 0

on †in, and defined for all smooth test functions ';	 which satisfy the boundary
conditions ' D 0 on †out, and 	 D 0 on @�. The first bilinear form is associated
with the linearized momentum balance equations,

hL1.�; v/; .';	/i WD
Z

�

��p0.%/� div 	 � � f � 	� dx

C
Z

�

Œ�.� u˝ u/ W D	 � .% v˝ u/ W D	 � .%u˝ v/ W D	� dx

�
Z

�

v � div
�
D	CD	>� dx � .� � 1/

Z

�

v � r Œ tr .D	/� dx :
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We denote also by

hL2.�; v/; .';	/i D
Z

�

Œ��u � r' � %v � r'� dx D 0

the bilinear form associated with the linearized mass balance equation.
Now we take the sum of bilinear forms and define its decomposition in order to

identify the adjoint operators L� and Lv,

hL�.';	/; �iC hLv.';	/; vi WD hL1.�; v/; .';	/iC hL2.�; v/; .';	/i :

(3.11)

In view of decomposition (3.11) we can define the following adjoint operators,
the first is obtained for � WD 0 in (3.11),

hLv.';	/; vi WD (3.12)

�
Z

�

Œ%v � r' C .% v˝ u/ W D	C .%u˝ v/ W D	� dx

�
Z

�

v � div
�
D	 CD	>� dx � .� � 1/

Z

�

v � r Œ tr .D	/� dx ;

then the second is obtained for v WD 0 in (3.11),

hL�.';	/; �i D (3.13)

�
Z

�

�
�u � r' C .� u˝ u/ W D	 C p0.%/� div 	 C � f � 	� dx :

Finally, the adjoint state equations are introduced:
Find ' and 	 with ' D 0 on †out and 	 on @�, such that

hL�.';	/; �i D Ldens.�/ for all test functions � ; (3.14)

hLv.';	/; vi D Lvel.v/ for all test functions v ; (3.15)

where the bilinear forms are defined by (3.12) and (3.13). The smooth test functions
satisfy the following boundary conditions, � D 0 on †in, v D 0 on @�.

Now, let us note that by the adjoint state equations we have the identity

Ldens.%
0/C Lvel.u0/ D hL�.';	/; %0i C hLv.';	/;u0i ; (3.16)

and by the linearized equations written for the shape derivatives .%0;u0/ it follows
that we have the second identity
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hL�.';	/; %0i C hLv.';	/;u0i D (3.17)

hL1.%0;u0/; .';	/i C hL2.%0;u0/; .';	/i C Ldyn;1.u0// :

We can combine the above equalities and as a result the dynamical part of the
shape gradient is obtained in the form

dJdyn.�IT/ D Ldens.%
0/C Lvel.u0/CLdyn;2.u0/ D (3.18)

hL�.';	/; %0i C hLv.';	/;u0i C Ldyn;2.u0/ D

Ldyn;1.u0/C Ldyn;2.u0/ D �
Z

@S

�
@u
@n
˝ nC n˝ @u

@n


W D 	 .V � n/ ds.x/

�
Z

@S

�
@u
@n
� n


tr .D	/.V � n/ ds.x/C
Z

@S

%.u � n/
�
@u
@n
� U1


.V � n/ ds.x/ :

4 Shape Sensitivity Analysis of Navier–Stokes Equations

4.1 Preliminaries

In order to perform the shape sensitivity analysis of the work functional for the non-
stationary equations, first, the framework is established. In the governing equations,
most of physical constants are posed to be equal to one, therefore the only constant
is � > 0. It is also assumed at this stage of analysis that there is no intersection
between the inlet and the outlet on the boundary of the hold all domain B . The
boundary variations technique is applied in order to investigate the dependence of
the shape functional J.�"/ on the shape of the obstacle S" in the variable domain
�" D B n S" for "! 0.

The tools we are going to discuss in this chapter include the shape derivatives of
the solutions to the non-stationary, compressible Navier–Stokes equations, the shape
gradient of the work functional J.�/ and its decompositions into the geometrical
and dynamical parts, and the adjoint state equations associated with the dynamical
part of the shape gradient. The proofs of the results are given in [11] in the case of
local solutions to the stationary, compressible Navier–Stokes equations.

4.2 Navier–Stokes State Equations

In this chapter we are going to consider the general model.
The state equation defined in the reference domain� � .0; T / takes the form
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�@t .%u/C�uC �r div u D %u � ruCrp.%/ �CuC %f in � � .0; T / ;
(4.1a)

@t%C div.%u/ D 0 in � � .0; T / ; (4.1b)

u D 0 on @S � .0; T /;
u D U on @B � .0; T /;

% D %1 on †in ;

u.x; 0/ D u0.x/ in �;

%.x; 0/ D %0.x/ in � :

(4.1c)

It is also convenient to introduce the effective viscous pressure

q D p.%/ � � div u;

and rewrite the state equation in the equivalent form useful for numerical methods,

�@t .%u/C�u� rq D %u � ru �CuC %f in � � .0; T / ; (4.2a)

div u D 1

�
p.%/ � 1

�
q ; in � � .0; T / ; (4.2b)

@t%C div.%u/ D 0 in � � .0; T / ; (4.2c)

u D 0 on @S � .0; T /;
u D U on @B � .0; T /;

% D %1 on †in ;

u.x; 0/ D u0.x/ in �;

%.x; 0/ D %0.x/ in � :

(4.2d)

4.3 Linearized and Adjoint State Equations: Material
and Shape Derivatives of Solutions

Material and shape derivatives of solutions to the governing equations are given
by solutions to the appropriate linearized equations. We are going to derive the
equations for the shape derivatives of solutions to the Navier–Stokes equations.

For the sake of simplicity we assume that the intersection of the inlet †in with
the outlet †out is empty. We assume also that the primal variables � and v for the
density and the velocity in the linearized equations vanish for t D 0 and on †in and
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@�, respectively. The only exception from the homogeneous initial and boundary
conditions is the nonhomogeneous Dirichlet condition for the shape derivative u0 of
the velocity field on the obstacle boundary @S . The dual variables denoted by ' and
	 for the density and the velocity vanish on †out and on @�, respectively.

In order to differentiate the solutions of the state equations with respect to the
shape the linearized and the adjoint equations are introduced. To this end it is
convenient to rewrite equations (4.1a) and (4.1b) in the following form

@t .%u/C div .%u˝ u/ � div S.u/Crp.%/CC u � % f D 0 in � � .0; T /;
(4.3)

@t%C div .%u/ D 0 in � � .0; T /; (4.4)

where S.u/ D .ruCru> C .� � 1/ div uI/ : (4.5)

We multiply (4.3) and (4.4) by the smooth test functions 	, ', respectively, 	 with
compact support in � and ' which vanishes on †out, and integrate by parts. It
follows that

TZ

0

Z

�

Œ@t .%u/C div .%u˝ u/� div S.u/Crp.%/C C u� % f� � 	dxdt D

TZ

0

Z

�

�
� %u � @t	 � .%u˝ u/ W D	C S.u/ W D	 � p.%/ div 	C

.C u � % f/ � 	
	

dxdtC
Z

�

Œ%.T / u.T / � 	.T / � %.0/ u.0/ � 	.0/� dx

and for the mass balance equation

TZ

0

Z

�

Œ@t%C div .%u/� 'dxdt D

TZ

0

Z

�

Œ�%@t' � %v � r'� dxdtC
Z

�

Œ%.T / '.T / � %.0/ '.0/� dx :

Now, denote by .�; v/ a solution to the linearized system at the sufficiently smooth
solution .%;u/ of the nonlinear system, the same linearized system is derived for the
so-called shape derivatives .%0;u0/, hence we obtain the integral identities satisfied
for all test functions 	,
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TZ

0

Z

�

�
� % v � @t	 � � u � @t	 � .� u˝ u/ W D	 � .% v˝ u/ W D	�

.%u˝ v/ W D	
	

dxdtC
TZ

0

Z

�

�
S.v/ W D	 � p0.%/� div 	C

.C v � � f/ � 	
	

dxdtC
Z

�

�
�.T / u.T / � 	.T /C %.T / v.T / � 	.T /�

�.0/ u.0/ � 	.0/� %.0/ v.0/ � 	.0/
	

dx D 0 :

It is also useful to perform the integration by parts for the test functions v which
vanish on @B and are non-null on the obstacle boundary @S , this leads to

TZ

0

Z

�

S.v/ W D	 dxdt D
TZ

0

Z

�

�rvC .rv/>
� W D	 dxdtC

.� � 1/
TZ

0

Z

�

div v tr .D	/ dxdt D �
TZ

0

Z

�

v � div
�
D	CD	>� dxdtC

TZ

0

Z

@S

Œv˝ nC n˝ v� W D	ds.x/dt � .� � 1/
TZ

0

Z

�

v � r Œ tr .D	/� dxdtC

TZ

0

Z

@S

.v � n/ tr .D	/ds.x/dt :

We denote by

Ldyn;1.v/ WD
TZ

0

Z

@S

Œv˝ nC n˝ v� W D	ds.x/dt (4.6)

C
TZ

0

Z

@S

.v � n/ tr .D	/ds.x/dt :

the boundary integrals on @S which furnish one part of the dynamical shape
gradient. It is clear that Ldyn;1.v/ depends only on the trace of v on the obstacle
boundary @S , and the expression is nontrivial when used with the shape derivative
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v WD u0. There are the nonhomogeneous Dirichlet conditions on @S for the shape

derivative of the velocity field u0 D �@u
@n
.T � n/, such conditions result from the

homogeneous Dirichlet condition for the velocity field u D 0 prescribed on @S .
In the same way the linearized equation is obtained for the mass balance

equation,

TZ

0

Z

�

Œ��@t' � �u � r' � %v � r'� dxdtC
Z

�

Œ�.T / '.T / � �.0/ '.0/� dx D 0 :

for all test functions '.
We introduce the following notation for the bilinear forms defined for linearized

operators, acting on the smooth functions such that, v D 0 on @�, and � D 0

on †in,

hL1.�; v/; .';	/i WD
TZ

0

Z

�

�
� % v � @t	�

� u � @t	 � .� u˝ u/ W D	 � .% v˝ u/ W D	 � .%u˝ v/ W D	
	

dxdt

�
TZ

0

Z

�

v � div
�
D	CD	>

	
dxdt � .� � 1/

TZ

0

Z

�

v � r Œ tr .D	/� dxdt

C
TZ

0

Z

�

�
� p0.%/� div 	 C .C v � � f/ � 	

	
dxdtC

Z

�

�
�.T / u.T / � 	.T /C %.T / v.T / � 	.T /�

�.0/ u.0/ � 	.0/� %.0/ v.0/ � 	.0/
	

dx ;

the above expression can be slightly simplified assuming in addition that the initial
values for t D 0 also vanish, �.0/ D 0 and v.0/ D 0.

We denote also

hL2.�; v/; .';	/i D
TZ

0

Z

�

Œ��@t' � �u � r' � %v � r'� dxdtC
Z

�

Œ�.T / '.T / � �.0/ '.0/� dx D 0 :
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Now we take the sum of bilinear form and decompose in the following way in
order to identify the adjoint operators

hL�.';	/; �i C hLv.';	/; vi WD hL1.�; v/; .';	/i C hL2.�; v/; .';	/i :
(4.7)

Assuming that for t D 0, we have �.0/ D 0, v.0/ D 0, and that the values
of '.T / and 	.T / are prescribed, in view of decomposition (4.7) we define the
following adjoint operators, first for � WD 0 in (4.7),

hLv.';	/; vi WD
Z

�

%.T / v.T / � 	.T /dx� (4.8)

TZ

0

Z

�

Œ%v � r' C % v � @t	 C .% v˝ u/ W D	 C .%u˝ v/ W D	 �C v � 	� dxdt

�
TZ

0

Z

�

v � div
�
D	CD	>� dxdt � .� � 1/

TZ

0

Z

�

v � r Œ tr .D	/� dxdt ;

then for v WD 0 in (4.7),

hL�.';	/; �i D
Z

�

�.T / '.T /dx� (4.9)

TZ

0

Z

�

�
�@t' C �u � r' C � u � @t	C

.� u˝ u/ W D	 C p0.%/� div 	 C � f � 	
	

dxdt : (4.10)

5 Decomposition of the Shape Gradient

The decomposition of the shape gradient into the geometrical and dynamical
components seems to be useful for the numerical methods of shape optimization.
The first component of this decomposition describes the direct influence of the
geometry variations on the variations of the functional. The second dynamical
component of this decomposition measures the influence of the variations of
solutions to the governing equations resulting form the geometry variations on the
variations of the shape functional. The dynamical component actually depends on
the shape derivatives of solutions with respect to the boundary variations.
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5.1 Work Shape Functional

Let us consider a shape functional depending on � D B n S and defined to be the
work J.�/ WD WS of hydrodynamic forces acting on a moving obstacle S

J.�/ D �
Z

�

	
n
.%u �W/ .x; T /� %0.x/U.x/ �W.x; 0/

o
dxC

TZ

0

Z

�

n
%	u � @tWC

�
%.u˝ u/ � T

� W r.	W/C 	�%f � Cu
� �W

o
dxdt;

(5.1)

where 	 is a smooth function with a compact support which contains the obstacle
boundary @S , and 	.x/ � 1 in a vicinity of the obstacle boundary, furthermore

T D ruC .ru/> C .� � 1/ div uI � p.%/ I:

Recall that if an obstacle S moves in atmosphere like a solid body then its physical
position St at time t is defined by

St D U.t/S C a.t/: (5.2)

Here a unitary matrix U and a vector field a.t/ can be defined by an appropriate
flight planning scenario. In this case the vector field W is given by formulae

W.x; t/ D U
>.t/ PU.t/x C U

>.t/Pa.t/; (5.3)

and we have

Cu D rot W � u:

It is convenient for our purposes to introduce the following notation for the shape
functional

J.�/ WD
Z

�

f.%0;U;W.0/; 	/dx �
Z

�

f.%.T /;u.T /;W.T /; 	/dxC (5.4)

TZ

0

Z

�

F.%;u;T;W; @tW;rW; f; 	;r	/dxdt ;

where

f.%;u;W; 	/ WD 	.x/%.x/u.x/ �W.x/; (5.5)
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F.%;u;T;W; @tW;rW; f; 	;r	/ WD 	%u � @tWC (5.6)

	
�
%.u˝ u/� T

� W rWC �%.u˝ u/� T
� W .r	˝W/C 	�%f � Cu

� �W:

5.2 State Equation and Shape Functional in a Variable
Domain

We are going to apply the boundary variations technique [15], however in the
framework adapted to our problem. The reference domain� D BnS is transformed
onto the perturbed domain�" D B nS", "! 0, by means of the change of variables

y D x C "T.x/; x 2 �; y 2 �" ; (5.7)

with the appropriate vector field T supported in a neighborhood of the obstacle S ,
since we are only interested in the boundary variations of the obstacle S . Therefore,
the state equation in �" takes the same form (4.1) with � replaced by �", with the
new unknown functions denoted by . N%"; Nu"/, and with Nq" WD p. N%"/ � � div Nu", the
new unknown functions depend on the small parameter " ! 0 which is omitted in
the equations,

�@t .%u/C�uC �r div u D %u � ruCrp.%/ � CuC %f in �" � .0; T / ;
(5.8a)

@t%C div.%u/ D 0 in �" � .0; T / ; (5.8b)

u D 0 on @S" � .0; T /;
u D U on @B � .0; T /;

% D %1 on †in ;

u.x; 0/ D u0.x/ in �";

%.x; 0/ D %0.x/ in �" :

(5.8c)

The expression for the shape functional in �" WD B n S" takes the form

J.�"/ WD
Z

�"

f.%0;U;W.0/; 	/dx �
Z

�"

f.%".T /;u".T /;W.T /; 	/dxC (5.9)

TZ

0

Z

�"

F.%";u";T";W; @tW;rW; f; 	;r	/dxdt ;
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where the functions %0.x/, f.x; t/; x 2 �"; t 2 .0; T /, are given by the restrictions
to �" of the functions which are defined for x 2 R

d , the plan of the flight for the
deformed obstacle S" takes the form of the matrix function given by (5.3), now W
depends on x 2 �". The functions %", u";T" are given by the solutions to state
equations, therefore the functions depend implicitly on "! 0.

5.3 Shape Derivatives of Solutions

We are interested in the form of the derivative for the mapping

" 7! J.�"/:

From the general theory of shape optimization [15] it follows by the Hadamard
structure theorem of the shape gradient 2.1 that the first order derivative of this
mapping, under appropriate regularity assumptions on the domain and on the
solutions is of the form

TZ

0

Z

@S

G.T � n/ds.x/ D lim
"!0

J.�"/ � J.�/
"

; (5.10)

where the shape gradient G is in general given by a distribution which lives on the
boundary. In [9, 11] it is shown that for the drag functional the shape gradient is
given by a function GS .

Therefore, G is the so-called shape gradient of the shape functional J.�/ in the
direction of the vector field T. There are two distinct parts of the shape gradient, the
geometrical part, and the dynamical part, it is shown in [9] that the geometrical part
of the shape gradient vanishes in the case of the drag functional.

Actually, the shape gradient G can be decomposed into two parts, one which is
easy to evaluate numerically which we call the geometrical part, and another which
is very difficult to evaluate by numerical methods which is called the dynamical
part. The reason is that in order to evaluate the dynamical part, it is required to solve
not only the state equation, but also the so-called adjoint state equation which is a
linearized variant of the state equations depending on the right hand sides on the
derivative of the shape functional. This type of decomposition is easy for the linear
problems which are well posed, and extremely difficult for the nonlinear problems
we consider in the monograph. Now, we explain briefly such a decomposition as
well as the concepts of the material and shape derivatives for the solutions of our
state equation. In the description it is assumed that the solutions are sufficiently
smooth which in a specific application should be justified.

The dynamical part of the shape gradient contains the so-called shape derivatives
of the fields %;u. The remaining part of the shape gradient is called the geometrical
part. Roughly speaking, the dynamical part of the shape gradient takes into account
only the variations of the state with respect to the boundary variations of the
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obstacle. In other words, the geometrical part of the shape gradient is obtained for
the solutions of the state equation replaced by restrictions to the variable domain of
given functions defined e.g., in all the hold all domain, which means that the shape
derivatives of the density and of the velocity are set to be null. The decomposition
into two parts of the shape gradient is obtained at the final stage of our procedure.

In order to deduce the shape gradient G some methods are available. One
possibility is the change of variables �" 3 y.x/ D x C "T.x/ 7! x 2 � in
the state equation, and derivation in the reference domain� with respect to "! 0.
Now, we give some details on the change of variables. It is convenient to change
also the unknown velocity field using the Piola transformation in the following way

u".x; t/ D Nu".x C "T.x/; t/; %".x; t/ D %".x C "T.x/; t/; (5.11)

where we denote

N.x/ D det.IC "DT.x//.IC "DT.x//�1: (5.12)

The new unknown functions � 3 x ! .u".x/; %".x// 2 R
dC1 are defined in the

fixed reference domain, therefore the mapping " 7! .u"; %"/ can be differentiated
in classical way in an appropriate function space. We use the following notation for
the derivatives with respect to the shape parameter "! 0, the limits are taken with
respect to the strong or the weak convergence in an appropriate function space, the
functions are extended to the hold all domain B if necessary, for the evaluation of
the shape derivatives,

• Derivatives of the solutions to the state equation

d%"

d"
.x; t/ WD lim

"!0

%".x; t/ � %.x; t/
"

; (5.13)

du"
d"

.x; t/ WD lim
"!0

u".x; t/ � u.x; t/
"

; (5.14)

• Material derivatives of the solutions to the state equation

P%.x; t/ WD lim
"!0

%".x C "T.x/; t/ � %.x; t/
"

; (5.15)

Pu.x; t/ WD lim
"!0

u".x C "T.x/; t/ � u.x; t/
"

; (5.16)

• Shape derivatives of the solutions to the state equation

%0.x; t/ WD lim
"!0

%".x; t/ � %.x; t/
"

; (5.17)

u0.x; t/ WD lim
"!0

u".x; t/ � u.x; t/
"

: (5.18)
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There is natural decomposition of the material derivatives P%, Pu into the shape
derivatives %0, u0 and the remainders [15], which can be written formally for .x; t/ 2
� � .0; T / as follows:

P%.x; t/ WD %0.x; t/Cr%.x; t/ � T.x/ ; (5.19)

Pu.x; t/ WD u0.x; t/Cru.x; t/T.x/ ; (5.20)

but this decomposition is unfortunately difficult to be used in our context in order to
determine the shape derivatives.

Remark 5.1. Notice that the functions %".x; t/ and u".x; t/ are only defined for
x 2 �", where "! 0, therefore the limits (5.17) and (5.18) are well defined in the
open set �. �

Remark 5.2. Formally, the equations for the shape derivatives .%0;u0/ are obtained
by the linearization of the state equation at the reference domain�� .0; T /, and the
formal system is of the following form

�@t .%0 u/ � @t .%u0/C�u0 � rq0 D (5.21a)

%0u � ruC %u0 � ruC %u � ru0 �C
0u� Cu0 C %0fC %f0 in � � .0; T / ;

div u0 D 1

�
p0.%/%0 � 1

�
q0 in � � .0; T / ; (5.21b)

@t%
0 C div.%0u/C div.%u0/ D 0 in � � .0; T / ; (5.21c)

u0 D �@u
@n
.T � n/ on @S � .0; T /; (5.21d)

u0 D U0 on @B � .0; T /; (5.21e)

%0 D %01 on †in ; (5.21f)

u0.x; 0/ D u0
0.x/ in �; (5.21g)

%0.x; 0/ D %0
0.x/ in � ; (5.21h)

where we assume that the data in the state equation in the reference domain f;U; %1
admit the shape derivatives C0; f0;U0; %01;u0

0; %
0
0. �

5.4 Geometrical and Dynamical Components of Shape
Gradient Decomposition

Now, since the data of our state equations are fixed, then the shape derivatives
of the data C

0; f0;U0; %01;u0
0; %

0
0 are null, and formal differentiation of the shape

functional (5.9), making use of the Reynolds transport theorem, leads to
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dJ.�IT/ WD lim
"!0

J.�"/ � J.�/
"

D dJgeom.�IT/C dJdyn.�IT/ ; (5.22)

with the dynamical part of the shape derivative

dJdyn.�IT/ WD
Z

�

%0.T /f%.%.T /;u.T /;W.T /; 	/dx� (5.23)

Z

�

u0.T / � fu.%.T /;u.T /;W.T /; 	/dxC

TZ

0

Z

�

%0F%.%;u;T;W; @tW;rW; f; 	;r	/dxdtC

TZ

0

Z

�

u0 � Fu.%;u;T;W; @tW;rW; f; 	;r	/dxdtC

TZ

0

Z

�

T
0 W FT.%;u;T;W; @tW;rW; f; 	;r	/dxdt ;

and, in view of (5.5), (5.6), we obtain

dJdyn.�IT/ WD
Z

�

	.x/%0.x; T /u.x; T / �W.x; T /dx� (5.24)

Z

�

	.x/%.x; T /u0.x; T / �W.x; T /dxC

TZ

0

Z

�

�
	%0u � @tWC 	

�
%0u˝ u/ W rWC %0.u˝ u/ W .r	˝W/

C%0f �W
	

dxdtC
TZ

0

Z

�

�
	%u0 � @tWC 	%

�
.u0 ˝ u/C .u˝ u0/

� W .rWC

r	˝W/ � 	Cu0 �W
	

dxdt

TZ

0

Z

�

T
0 W r.	W/dxdt :



374 P.I. Plotnikov and J. Sokołowski

The geometrical part of the shape derivative takes the form

dJgeom.�IT/ WD
Z

@S

f.%0;U;W.0/; 	/.T � n/ds.x/� (5.25)

Z

@S

f.%.T /;u.T /;W.T /; 	/.T � n/ds.x/�

TZ

0

Z

@S

F.%;u;T;W; @tW;rW; f; 	;r	/.T � n/ds.x/dt ;

where we denote

T
0 D S

0 � p0.%/%0
I: (5.26)

S
0 D ru0 C .ru0/> C .� � 1/ div u0

I : (5.27)

�
We develop further the last term in (5.24) in view of (5.26), (5.27), so we have

TZ

0

Z

�

T
0 W FT.%;u;T;W; @tW;rW; f; 	;r	/dxdt D

TZ

0

Z

�

T
0 W r.	W/dxdt D

TZ

0

Z

�

�ru0 C .ru0/>
� W r.	W/dxdtC (5.28)

.� � 1/
TZ

0

Z

�

div u0 tr .r.	W//dxdt� (5.29)

TZ

0

Z

�

p0.%/%0 tr .r.	W//dxdt D (5.30)

�
TZ

0

Z

�

u0 � div
�r.	W/Cr.	W/>

�
dxdtC

TZ

0

Z

@S

�
u0 ˝ nC n˝ u0� W r.	W/ds.x/dt
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�.� � 1/
TZ

0

Z

�

u0 � r Œ tr .r.	W//� dxdtC

TZ

0

Z

@S

u0 � n tr .r.	W//ds.x/dtC

TZ

0

Z

�

p0.%/%0 tr .r.	W//dxdt :

From the above expression we can deduce the second part of the dynamical shape
gradient,

Ldyn;2.v/ WD (5.31)

TZ

0

Z

@S

Œv˝ nC n˝ v� W r.	W/ds.x/dt C
TZ

0

Z

@S

v � n tr .r.	W//ds.x/dt :

5.5 Adjoint State Equations

The dynamical part of the shape derivative is further simplified by introduction of
an appropriate adjoint state equations. We introduce two linear forms in order to
decompose the dynamical part of the shape gradient. The first linear form for the
density shape derivative,

Ldens.�/ WD
Z

�

	.x/�.x; T /u.x; T / �W.x; T /dx� (5.32)

TZ

0

Z

�

�
	�u � @tWC 	

�
�u˝ u/ W rWC

�.u˝ u/ W .r	˝W/C �f �W
	

dxdtC
TZ

0

Z

�

p0.%/� tr .r.	W//dxdt :

and the second linear form for the velocity shape derivative

Lvel.v/ WD
Z

�

	.x/%.x; T /v.x; T / �W.x; T /dxC (5.33)
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TZ

0

Z

�

�
	%v � @tWC 	%

�
.v˝ u/C .u˝ v/

� W .rWCr	˝W/

�	Cv �W
	

dxdt �
TZ

0

Z

�

v � div
�r.	W/Cr.	W/>

�
dxdt

�.� � 1/
TZ

0

Z

�

v � r Œ tr .r.	W//� dxdt :

With the notation we have

dJdyn.�IT/ WD Ldens.%
0/CLvel.u0/C Ldyn;2.u0/ (5.34)

Now, the adjoint state equations are defined as follows:
Find ' and 	 such that ' D 0 on †out � .0; T / and 	 on @� � .0; T /,

hL�.';	/; �i D Ldens.�/ for all test functions � ; (5.35)

hLv.';	/; vi D Lvel.v/ for all test functions v ; (5.36)

'.T / D .	 � 1/u.T / �W.T /; 	.T / D 	W.T / ; (5.37)

where the bilinear forms are defined by (4.8) and (4.9). The smooth test functions
satisfy the following boundary conditions, � D 0 on †in � .0; T /, v D 0 on @� �
.0; T /, v.0/ D 0 and �.0/ D 0 in �.

Now, let us note that by the adjoint state equations we have the identity

Ldens.%
0/C Lvel.u0/ D hL�.';	/; %0i C hLv.';	/;u0i ; (5.38)

and by the linearized equations for the shape derivatives it follows that we have the
second identity

hL�.';	/; %0i C hLv.';	/;u0i D (5.39)

hL1.%0;u0/; .';	/i C hL2.%0;u0/; .';	/iC
TZ

0

Z

@S

�
@u
@n
.T � n/˝ nC n˝ @u

@n


W D	.T � n/ds.x/dt

C
TZ

0

Z

@S

�
@u
@n
� n
�

tr .D	/.T � n/ds.x/dt ;
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We can combine the above equalities and in this way we obtain the dynamical
part of the shape gradient in the form

dJdyn.�IT/ D Ldens.%
0/C Lvel.u0/CLdyn;2.u0/ D (5.40)

hL�.';	/; %0i C hLv.';	/;u0i C Ldyn;2.u0/ D
TZ

0

Z

@S

�
@u
@n
˝ nC n˝ @u

@n


W D	 .T � n/ds.x/dtC

TZ

0

Z

@S

�
@u
@n
� n
�

tr .D	/.T � n/ds.x/dt�

TZ

0

Z

@S

�
@u
@n
˝ nC n˝ @u

@n


W r.W/.T � n/ds.x/dt�

TZ

0

Z

@S

@u
@n
� n tr .r.W//.T � n/ds.x/dt ;

where the element 	 is given by the solution of the adjoint state equations (5.35)–
(5.37).
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[14] P. Plotnikov, J. Sokołowski, A. Żochowski, Numerical experiments in drag minimization
for compressible Navier-Stokes flows in bounded domains, in Proceedings of the 14th
International IEEE/IFAC Conference on Methods and Models in Automation and Robotics
(MMAR’09, 2009), 4 pp

[15] J. Sokołowski, J.-P. Zolésio, Introduction to Shape Optimization. Shape Sensitivity Analysis
(Springer, Berlin/Heidelberg/New York, 1992)



Controllability of Navier–Stokes Equations

Jean-Pierre Puel

Abstract These notes correspond to a course taught at BCAM, Bilbao in March-
April 2012 and at CMM, Santiago de Chile in November 2012. Most of them
follow the lines of published articles on the subject, essentially the basic article by
Fernandez-Cara, Guerrero, Imanuvilov, Puel (J. Math. Pures Appl. 83:1501–1542)
and the article by Imanuvilov, Puel, Yamamoto (Chin. Ann. Math. 30:333–378,
2009), and also an article by Imanuvilov, Puel, Yamamoto (Carleman estimates for
second order non homogeneous parabolic equations) which is not yet published.
But, strictly speaking, the results presented here are new in the sense that they are
not written anywhere in this generality. Moreover the method of proof is different
from the ones given in the above articles.

Keywords Carleman estimate • Local exact controllability • Navier–Stokes
equations

Mathematics Subject Classification (2010). Primary 65K15; Secondary 49M99,
65K15.

1 Introduction

The present monograph intends to give a precise description of the latest method
used to study the local exact controllability of Navier–Stokes equations. It relies on
a new global Carleman estimate for the Stokes equations for the linearized problem
and it follows essentially the lines of [3] in a slightly different functional class for
the nonlinear problem. The result obtained here seems quite optimal and is stronger
than the one in [6] and a little stronger than the one obtained in [3].

A relevant objective for the control of a viscous fluid is not straightforward as
the system is dissipative and not reversible. The notion of Exact Controllability to
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Trajectories seems to be the most interesting one and it is described in the first
chapter. In the second chapter we treat the linearized problem, which corresponds
to a null controllability problem and requires the main mathematical tools. The third
chapter deals with the full nonlinear problem, which is studied in a quite complex
functional class even if it is simplified from the one considered in [3]. The argument
uses regularity properties for the Stokes system and some fine interpolation results.

2 Exact Controllability to Trajectories

2.1 Introduction

The physical domain is a regular bounded connected open set� of RN with N D 2
orN D 3, whose boundary is denoted by � . We denote by � the unit exterior normal
vector at a point of � . The time variable t will be taken in the interval .0; T / with
T > 0. We consider the following controlled Navier–Stokes system in vectorial
form

@y

@t
��y C .y:r/y Crp D f C v1! in � � .0; T /; (2.1)

divy D 0 in � � .0; T /; (2.2)

y D 0 on � � .0; T /; (2.3)

y.0/ D y0 in �: (2.4)

Here y is the velocity of a viscous incompressible fluid satisfying the no-slip
boundary condition on the boundary, p is the pressure, y0 is the initial velocity
of the fluid, f is a given external force exerted on the fluid and v is the control
acting on a (small) subdomain ! of the physical domain �, ! being a non empty
open subset of�. We consider here the case of a distributed control in order to avoid
additional technicalities, but the case of a boundary control, which can be seen as
more realistic, can be treated a posteriori from the present situation. For simplicity
we have taken the viscosity to be equal to 1. Even if the present description is for
the moment formal, we already have to say that, due to the fact that uniqueness is
an open problem for Navier–Stokes equations in dimension 3, for a given control v
we cannot speak of the solution y.v/ but of one solution y.v/.

The controllability question is then to try to describe the set of reachable states at
time T , i.e. the set fy.v; T /g when the control v varies in an appropriate functional
class. This question cannot be answered exactly here. The dissipative character
of the system and the “regularizing” effect imply that we cannot expect exact
controllability for this system, which would mean for example that, starting from
an initial data in some Hilbert spaceH , we could reach any target inH by choosing
adequately the control v. This is hopeless here. Approximate controllability is here
a relevant question. This question corresponds to the following: given any target
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y1 2 H , and any neighborhood of y1 in H , can we choose a control v such that
y.v; T / reaches this neighborhood? This is an interesting problem which has the
drawback that it does not say what to do after time T in order to stay close to the
target. Anyway we will not consider this question here.

Another controllability objective can be introduced. The idea is that by control-
ling the motion of a viscous incompressible fluid we can only hope to obtain another
motion of a viscous incompressible fluid following the same physical laws. This is
the basis of what is now called exact controllability to trajectories (ECT) which
is described below.

Let us consider an “ideal” (uncontrolled) trajectory of the same operator . Ny; Np/
starting from a different initial data Ny0 and satisfying (for simplicity we take the
same external force f for the moment)

@ Ny
@t
�� Ny C . Ny:r/ Ny Cr Np D f in � � .0; T /; (2.5)

div Ny D 0 in � � .0; T /; (2.6)

Ny D 0 on � � .0; T /; (2.7)

Ny.0/ D Ny0 in �: (2.8)

The global exact controllability to trajectory question is the following: can we find
a control v such that we have at time T

y.v; T / D Ny.T / ‹

The local version of this question is the following: does there exist 	 > 0 such that
if jjy0 � Ny0jjX � 	, we can find a control v such that

y.v; T / D Ny.T / ‹

Of course if one of these properties occur, the two trajectories exactly meet at time
T and after time T we can switch off the control and follow the/one ideal solution Ny.

In order to point out the strength of this notion, let us consider the particular case
of Ny being a stationary solution (with f independent of t of course). It is known
that there might exist an unstable stationary solution, so let us assume that Ny is such
an unstable stationary solution. Of course in that case we have Ny0 D Ny. If now we
take y0 different from Ny, even close to Ny and if we do not exert any control, from
the instability of Ny we see that y.t/ would diverge from Ny. If we can prove (local)
exact controllability to trajectories, it says that by choosing a suitable control v, not
only the/one solution y.v; t/ will stay close to Ny but at time T it will meet exactly
Ny. This says that we have been able to perform a strong stabilization of the unstable
solution Ny.

At the moment, global exact controllability for Navier–Stokes equations is
essentially an open problem and a very important one. Only the case of a control
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acting on the whole boundary� of the domain can be solved using a result by Coron
on approximate controllability in [2] (when the control acts on the whole boundary
the type of boundary condition which is considered does not change anything) and
a local controllability result like the one which will be given later on here.

The following sections will be devoted to the proof of a result of local exact
controllability to trajectories for Navier–Stokes equations.

2.2 Result and Strategy

We have to introduce the classical functional spaces entering the study of Navier–
Stokes equations. Let us define

H D fy 2 .L2.�//N ; divy D 0; y:� D 0 on �g (2.9)

and

V D fy 2 .H1
0 .�//

N ; divy D 0g: (2.10)

We will denote by Q and Q! the cylinders

Q D � � .0; T /; Q! D ! � .0; T /;

and by † the cylindrical boundary

† D � � .0; T /:

We will prove the following result of local exact controllability to trajectories

Theorem 2.1. Let us assume that ! is a non empty open subset of � and that
T > 0. We suppose that Ny satisfies Ny 2 L2.0; T IV / \ L1.Q/N . Then there exists
	 > 0 such that if jjy0 � Ny0jjL4.�/N � 	, there exists a control v 2 L2.Q!/

N and a
solution y of (2.1) such that y.T / D Ny.T /.

The proof of this result will require several steps. First of all if we write

z D y � Ny; q D p � Np; z0 D y0 � Ny0;

we have

@z

@t
��zCr � .z˝ Ny C Ny ˝ z/ (2.11)

Cr � .z˝ z/Crq D v1! in � � .0; T /;
div z D 0 in � � .0; T /; (2.12)
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z D 0 on � � .0; T /; (2.13)

z.0/ D z0 in �: (2.14)

We now want to find v and a corresponding solution z such that

z.T / D 0: (2.15)

We will first of all consider the following linearized controllability problem. For a
given tensor g (in a functional class which will be made precise later on) and a given
initial data z0, we consider the linearized Navier–Stokes problem

@z

@t
��zCr � .z˝ Ny C Ny ˝ z/C (2.16)

rq D r � g C v1! in � � .0; T /;
div z D 0 in � � .0; T /; (2.17)

z D 0 on � � .0; T /; (2.18)

z.0/ D z0 in �: (2.19)

We want to find the control v such that at time T we have

z.T / D 0:

This linear null controllability problem will be studied in the next chapter.
Next, we will go back to the nonlinear problem. We will then need refined

estimates and regularity results together with a variant of the inverse mapping
theorem.

3 The Linearized Controllability Problem

For g D .gij/ 2 L2.Q/N2
and z0 2 H we consider for every v 2 L2.Q!/

N the
solution z of the following linear problem

@z

@t
��zCr � .z˝ Ny C Ny ˝ z/C (3.1)

rq D r � g C v1! in � � .0; T /;
div z D 0 in � � .0; T /; (3.2)

z D 0 on � � .0; T /; (3.3)

z.0/ D z0 in �: (3.4)
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Lemma 3.1. This problem has a unique solution z D z.v/ 2 C.Œ0; T �IH/ \
L2.0; T IV /.
We leave the proof of this lemma to the reader. Using the assumption Ny 2 L1.Q/N ,
it is a classical extension of the existence result for Stokes problem which can be
found for example in [14] or [11].

We now want to find a control v 2 L2.Q!/
N such that

z.T / D 0: (3.5)

Of course this will require some conditions on g which will appear along the lines
of the method.

We will give two different methods to obtain admissible controls which rely on
the same key estimate.

3.1 Penalty Method

Let � be a strictly positive number and for � fixed let us consider the following
optimal control problem:

min
v2.L2.Q!//N

J�.v/ (3.6)

where

J�.v/ D 1

2�
jz.T /j2H C

1

2

Z

Q!

jvj2dxdt: (3.7)

From classical arguments (see for example [10]), this optimal control problem has
a unique solution v� to which corresponds a state z� D z.v�/ and the optimality
condition can be written as

DJ�.v�/Œw� D 0 8w 2 L2.Q!/
N : (3.8)

If we write the derivative of the (affine) map v! z.v/ at the point v� in the direction
w as zw it satisfies the system

@zw

@t
��zw Cr � .zw ˝ Ny C Ny ˝ zw/C (3.9)

rqw D w1! in � � .0; T /;
div zw D 0 in � � .0; T /; (3.10)

zw D 0 on � � .0; T /; (3.11)

zw.0/ D 0 in �: (3.12)
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Using this, the optimality condition can be written as

.
1

�
z�.T /; zw.T //H C

Z

Q!

v�wdxdt D 0 8w 2 L2.Q!/
N :

Let us introduce the adjoint state ' which, together with a pressure � satisfy the
system (in components form)

�@'i
@t
��'i �

NX
jD1
NyjDi;j .'/C @�

@xi
D 0 in � � .0; T /; (3.13)

div' D 0 in � � .0; T /; (3.14)

' D 0 on � � .0; T /; (3.15)

'.T / D 1

�
z�.T / in �; (3.16)

where

Di;j .'/ D . @'i
@xj
C @'j

@xi
/:

With the help of this adjoint state, the optimality condition can be written as
Z

Q!

.v� C '/wdxdt D 0 8w 2 L2.Q!/
N ;

or

v� C ' D 0 in Q!: (3.17)

Let us now try to pass to the limit when � ! 0. Multiplying the state equation for
z� by ', we obtain

.z�.T /; '.T //H � .z0; '.0//H D �
NX

i;jD1

Z

Q

gij
@'i

@xj
dxdtC

Z

Q!

v�'dxdt;

so that

1

�
jz�.T /j2H C

Z

Q!

jv�j2dxdt D .z0; '.0//H �
NX

i;jD1

Z

Q

gij
@'i

@xj
dxdt:

Let us assume for the moment that we know an estimate (Observability Inequality)
like

j'.0/j2H C
Z

Q

�2jr'�2dxdt � C
Z

Q!

j'j2dxdt D C
Z

Q!

jv�j2dxdt; (3.18)



386 J.-P. Puel

for some suitable weight function �. Then, if we assume that g satisfies

Z

Q

1

�2
jgj2dxdt < C1;

we have

1

�
jz�.T /j2H C

1

2

Z

Q!

jv�j2dxdt � C.jz0j2H C
Z

Q

1

�2
jgj2dxdt/:

Then, v� is bounded inL2.Q!/
N and 1p

�
z�.T / is bounded inL2.�/N independently

of �.
After extraction of a subsequence we have

v� * v in L2.Q!/
N weak;

z� D z.v�/ * z D z.v/ in C.Œ0; T �IH/ \ L2.0; T IV / weak;

z�.T / * z.T / in H weak:

Therefore we must have

z.T / D 0;

and this proves that v is a control solving the null controllability problem.
In fact it is easy to show that v� ! v in L2.Q!/

N strongly where v a solution
to the null controllability problem which minimizes the L2.Q!/

N -norm among
admissible controls.

We still have to prove the Observability Inequality.

3.2 Observability Inequality

The only way we know to obtain such an inequality is the use of a global Carleman
estimate for the Stokes system. Let us consider the Stokes system

@z

@t
��zCrq D h in � � .0; T /; (3.19)

div z D 0 in � � .0; T /; (3.20)

z D 0 on � � .0; T /; (3.21)

z.0/ D z0 in �; (3.22)

with z0 2 V and h 2 L2.0; T I .L2.�/N /.
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Then, from classical regularity results (see for example [14]), we have

z 2 C.Œ0; T �IV /\ L2.0; T I .H2.�//N /;

@z

@t
2 .L2.Q//N ; q 2 L2.0; T IH1.�//:

Let us define

w D curl z:

Then

@w

@t
��w D curlh in � � .0; T /; (3.23)

�z.t/ D curl w.t/ in �; a.e. in t 2 .0; T /; (3.24)

z.t/ D 0 on �; a.e. in t 2 .0; T /: (3.25)

Notice that on � , because z=� D 0 we have

rz D .rz:�/�:

Therefore, w=� can be expressed in terms of .rz:�/. The vector function w satisfies
a system of non homogeneous heat equations. We can use the global Carleman
estimate given in [8] or better the improvement proved in [9]. In order to write
down this estimate we first have to define some suitable weights.

We know from [4] Lemma 1.1 that there exists a function  2 C2.�/ such that

 D 0 on �;  .x/ > 0 8x 2 �; jr j � c0 > 0 in � n !:

Let us define l 2 C1.Œ0; T �/ such that

l.t/ D t on Œ0;
T

4
�; l.t/ D T � t on Œ

3T

4
; T �; l.t/ � T

4
on Œ

T

4
;
3T

4
�:

We now define

�.x; t/ D e�. .x/Cm1/

l4.t/
; (3.26)

˛.x; t/ D e�. .x/Cm1/ � e�.j jL1.�/Cm2/

l4.t/
; (3.27)

where � � 1 and m1 � m2 are two constants chosen for the moment such that (it is
easy to show that this is possible)

j@˛
@t
j � C� 54 ; and j@

2˛

@t2
j � C� 32 :
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We use a classical notation to define the space

H
1
4 ;
1
2 .†/ D H 1

4 .0; T IL2.�// \ L2.0; T IH 1
2 .�//:

The following result of global Carleman estimate for non homogeneous parabolic
equations has been proved in [9]

Theorem 3.2. There exist �0 � 1, s0 � 0 and C > 0 such that for every � � �0
and s � s0, we have

1

s

Z

Q

e2s˛

�
jrwj2dxdtC s�2

Z

Q

�e2s˛jwj2dxdt � (3.28)

C
�
s� 1

2 jj�� 1
4 es˛wjj2

H
1
4 ;
1
2 .†/
C
Z

Q

e2s˛jhj2dxdt
	
C

Cs�2
Z

Q!

�e2s˛ jwj2dxdt:

We recall that on � the trace of w can be expressed in terms of the normal derivative
of z.

Now z is solution of an elliptic equation with right hand side w. We can use the
estimate for elliptic equations given in [7] with the weight

ˇ.x/ D e�. .x/Cm1/:

Theorem 3.3. There exist �0 � 0, �0 � 1 and C > 0 such that for every � � �0
and � � �0 the function z.t/ satisfies for almost every t 2 .0; T /

Z

�

e2�ˇ
�
jrz.t/j2 C �2�2ˇ2jz.t/j2

	
dx � (3.29)

C
�
�

Z

�

ˇe2�ˇjw.t/j2dxC �2�2
Z

!

ˇ2e2�ˇjz.t/j2dx
	
:

Now let us take � D s
l4.t/

and after multiplication by a suitable function of time we
integrate in time on .0; T / to obtain

Z

Q

e2s˛
�
�2jrzj2 C s2�2�2jzj2

	
dxdt � (3.30)

C
�
s�2

Z

Q

�e2s˛ jwj2dxdtC s2�4
Z

Q!

�2e2s˛jzj2dxdt
	
:
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Combining the above parabolic and elliptic estimates we get

Z

Q

e2s˛
� jrwj2
s�
C s�2�jwj2 C �2jrzj2 C s2�4�2jzj2

	
dxdt � (3.31)

C
�
s� 1

2 jj�� 1
4 es˛

@z

@�
jj2
H

1
4 ;
1
2 .†/
C
Z

Q

e2s˛jhj2dxdt
	

CC
Z

Q!

e2s˛
�
s�2�jwj2 C s2�4�2jzj2

	
dxdt:

We now want to get rid of the boundary terms in the right hand side.
Let us define

L̨ .t/ D min
x2� ˛.x; t/ D ˛=�.t/ D

e�m1 � e�.j jL1.�/Cm2/

l4.t/
; (3.32)

L�.t/ D min
x2� �.x; t/ D �=�.t/ D

e�m1

l4.t/
I (3.33)

and let us write

.u; r/.x; t/ D L�.t/� 1
4 .z.x; t/es L̨ .t/; q.x; t/es L̨.t//:

We have

8.x; t/ 2 � � .0; T /; L̨ .t/ � ˛.x; t/; L�.t/ � �.x; t/; L�.t/ � C0 > 0;

and

@u

@t
��uCrr D es L̨

L� 14
hC s L̨

0
L� 14
es L̨ z � 1

4

L� 0
L� 54
es L̨ z; (3.34)

div u D 0; (3.35)

u=† D 0; (3.36)

u.0/ D 0: (3.37)

We now use the regularity result for Stokes equation (see [14]) to obtain

jjujj2
H1;2.Q/

� C.jes L̨hj2
L2.Q/

C s2j L�es L̨ zj2
L2.Q/

/;

where

H1;2.Q/ D H1.0; T IL2.�// \ L2.0; T IH2.�//:
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From [12] we know that

jj@u

@�
jj2
H

1
4 ;
1
2 .†/
� C jjujj2

H1;2.Q/
:

As

@u

@�
D L�� 1

4 es L̨ @z

@�

we obtain

s� 1
2 jj L�� 1

4 es L̨ @z

@�
jj2
H

1
4 ;
1
2 .†/
� C.s� 1

2 jes L̨hj2
L2.Q/

C s 32 j L�es L̨ zj2
L2.Q/

/:

We use this estimate in (3.31). Taking s0 large enough (we have s � s0), we
can absorb the term s

3
2 j L�es L̨ zj2

L2.Q/
from the left hand side and we obtain the first

Carleman estimate for the Stokes system (recall that w D curl z)

Z

Q

e2s˛
� jrwj2
s�
C s�2�jwj2 C �2jrzj2 C s2�4�2jzj2

	
dxdt � (3.38)

C
� Z

Q

e2s˛jhj2dxdtC
Z

Q!

e2s˛
�
s�2�jwj2 C s2�4�2jzj2

	
dxdt:

Now we would like to remove the local term s�2
R
Q!
e2s˛�jwj2dxdt from the right

hand side.
First of all we obtain the previous inequality with ! replaced by !0 with !0 ¤ ;,

and !0 � !. Then we take a function � 2 C1
0 .!/, 0 � � � 1, � D 1 on !0.

We have

s�2
Z

Q!0

e2s˛�jwj2dxdt � s�2
Z

Q!

�e2s˛�jwj2dxdt D

s�2
Z

Q!

�e2s˛�w:curl zdxdt D s�2
Z

Q!

curl .��e2s˛w/:zdxdt D

s�2
� Z

Q!

��e2s˛curl w:zdxdtC
Z

Q!

e2s˛w:zŒ2s.D˛/�� C

.D�/� C �.D /��dxdt
	
;

where D stands for various first order differential operators. We know that D˛ D
��D , D and D� are bounded and curl w � rw. Therefore
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s�2
Z

Q!0

e2s˛�jwj2dxdt �

C
� Z

Q!

e2s˛

s�
jrwj2dxdt

	 1
2
� Z

Q!

s3�4�3e2s˛jzj2dxdt
	 1
2 C

C
� Z

Q!

s�2�e2s˛jwj2dxdt
	 1
2
� Z

Q!

s2�4�3e2s˛jzj2dxdt
	 1
2 C

C
� Z

Q!

s�2�e2s˛jwj2dxdt
	 1
2
� Z

Q!

s�2�e2s˛jzj2dxdt
	 1
2 C

C
� Z

Q!

s�2�e2s˛jwj2dxdt
	 1
2
� Z

Q!

s�4�e2s˛jzj2dxdt
	 1
2 �

1

2

Z

Q!

s�2�e2s˛ jwj2dxdtC 1

2

Z

Q!

e2s˛

s�
jrwj2dxdtC

C

Z

Q!

s3�4�3e2s˛jzj2dxdt:

We can absorb the first two terms from the left hand side of (3.38) to obtain the
following new Carleman estimate for the Stokes system.

Theorem 3.4. The exist s0 � 0, �0 � 1 and C > 0 such that for s � s0 and � � �0
and for every solution z of the Stokes system (with w D curl z) we have

Z

Q

e2s˛
� jrwj2
s�
C s�2�jwj2 C �2jrzj2 C s2�4�2jzj2

	
dxdt � (3.39)

C
� Z

Q

e2s˛jhj2dxdtC s3�4
Z

Q!

e2s˛�3jzj2dxdt
	
:

Let us now notice that our adjoint system (3.13) can be viewed as the previous
Stokes equation with t replaced by T � t and h D NyD.z/ with by hypothesis Ny 2
.L1.Q//N . Therefore, by choosing �0 large enough, we can absorb the term in rz
from the left hand side in order to obtain the following inequality for the adjoint
state '.

Z

Q

e2s˛
� jrcurl'j2

s�
C s�2�jcurl'j2 C �2jr'j2 C s2�4�2j'j2

	
dxdt

� Cs3�4
Z

Q!

e2s˛�3j'j2dxdt: (3.40)

From now on we fix s � s0 and � � �0.
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Let us define

Q̨ .t/ D ˛.t/ if t 2 ŒT
2
; T �; Q̨ .t/ D ˛.T

2
/ if t 2 Œ0; T

2
�; (3.41)

Q�.t/ D �.t/ if t 2 ŒT
2
; T �; Q�.t/ D �.T

2
/ if t 2 Œ0; T

2
�: (3.42)

Notice that the new functions Q̨ and Q� are no longer degenerate in the neighborhood
of t D 0.

Using standard energy estimates for the (backward) Stokes system, we can obtain
the same inequality replacing ˛ and � by Q̨ and Q� so that

Z

Q

e2s Q̨
� jrcurl'j2

s Q� C s�2 Q�jcurl'j2 C �2jr'j2 C s2�4 Q�2j'j2
	

dxdt

� Cs3�4
Z

Q!

e2s Q̨ Q�3j'j2dxdt: (3.43)

Again with the help of standard energy estimates we also obtain what is called the
Observability inequality

j'.0/j2H C
Z

Q

Q�2e2s Q̨ j'j2dxdtC
Z

Q

e2s Q̨ jr'j2dxdt

� C
Z

Q!

e2s Q̨ Q�3j'j2dxdt: (3.44)

Going back to our null controllability problem we see that we can solve this problem
provided the initial data z0 and the right hand side g satisfy

z0 2 H;
Z

Q

e�2s Q̨ jgj2dxdt < C1:

We then obtain the following controllability result for the linearized Navier–Stokes
system.

Theorem 3.5. If z0 2 H and g satisfies
R
Q
e�2s Q̨ jgj2dxdt < C1, then there exists

v 2 .L2.Q!//
N such that the solution z of (3.1) satisfies

z.T / D 0:

3.3 Exponentially Decreasing Controls and Solutions

We will show here that we can find a control v which is exponentially decreasing
when t ! T and such that not only z.T / D 0 but z is also exponentially decreasing
when t ! T .
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Let us define

X0 D f.z; q/ 2 C1.Q/NC1; div z D 0 in Q; z D 0 on †;
Z

!

q.t/dx D 0 a:e: in .0; T /g:

If we set

L�z D �@z

@t
��z� Ny:D.z/;

we can define on X0 the bilinear form

a..z; q/; .Qz; Qq// D
Z

Q

e2s Q̨.L�zCrq/.L�QzCr Qq/dxdtC
Z

Q!

e2s Q̨ Q�3z:Qzdxdt:

As Ny 2 .L1.Q/N , because of the Carleman estimate (3.39), we see that this is a
scalar product on X0. Let us define X to be the completion of X0 with respect to
this scalar product. Then of course X is a Hilbert space for this scalar product and
we have

8.z; q/ 2 X; jz.0/j2H C
Z

Q

e2s Q̨.jrzj2 C Q�2jzj2/dxdt � Ca..z; q/; .z; q//:

Let us now consider the linear form l W X ! R defined by

8.Qz; Qq/ 2 X; < l; .Qz; Qq >D .z0; Qz.0//H �
NX

i;jD1

Z

Q

gij
@Qzi
@xj

dxdt:

Then, if z0 2 H and
R
Q e

�2s Q̨ jgj2dxdt < C1, we can see that l is a continuous
linear form on X . From Lax–Milgram Theorem, there exists a unique solution
.z; q/ 2 X of the problem

a..z; q/; .Qz; Qq// D< l; .Qz; Qq/ >; 8.Qz; Qq/ 2 X:

Let us now define

y D e2s Q̨.L�zCrq/ in Q;

v D �e2s Q̨ Q�3z=! in Q!:
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Then y 2 .L2.Q//N , v 2 .L2.Q!//
N and we have

Z

Q

y:.L�QzCr Qq/dxdt D

.z0; Qz.0//H �
NX

i;jD1

Z

Q

gij
@Qzi
@xj

dxdtC
Z

Q!

vQzdxdt; 8.Qz; Qq/ 2 X:

Therefore, y, together with a pressure p is the (unique!) solution defined by
transposition of the problem

@y

@t
��y Cr � .y ˝ Ny C Ny ˝ y/C (3.45)

rp D r � g C v1! in � � .0; T /;
divy D 0 in � � .0; T /; (3.46)

y D 0 on � � .0; T /; (3.47)

y.0/ D z0 in �: (3.48)

But as g 2 .L2.Q//N2
and v 2 .L2.Q!/

N this problem has a solution (which has
to be the same one by uniqueness) y 2 C.Œ0; T �IH/ \ L2.0; T IV /.
On the other hand we have

Z

Q

e�2s Q̨ jyj2dxdt D
Z

Q

e�2s Q̨e4s Q̨ jL�zCrqj2dxdt D
Z

Q

e2s Q̨ jL�zCrqj2dxdt < C1

and

Z

Q!

e�2s Q̨
Q�3 jvj

2dxdt D
Z

Q!

e2s Q̨ Q�3jzj2dxdt < C1:

Of course this says that y.T / D 0 and that y and v are exponentially decreasing
when t ! T . We can summarize this result as follows.

Theorem 3.6. If z0 2 H and g satisfies
R
Q
e�2s Q̨ jgj2dxdt < C1, then there exists

a control v and a solution y of (3.1) such that y.T / D 0 and

Z

Q

e�2s Q̨ jyj2dxdt < C1; and
Z

Q!

e�2s Q̨
Q�3 jvj

2dxdt < C1: (3.49)
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4 The Nonlinear Problem

4.1 Choice of Special Weights

From now on, in order to simplify, we will omit the notationQfor the weights. In the
weights � and ˛ we still have some choice for the constants m1 and m2. We will
make a special choice for these constants. First of all we define for t 2 Œ T

2
; T � (the

case t 2 Œ0; T
2
� is straightforward)

L̨ .t/ D min
x2�

˛.x; t/ D e�m1 � e�.j jL1.�/Cm2/

l4.t/
< 0; (4.1)

L�.t/ D min
x2�

�.x; t/ D e�m1

l4.t/
; (4.2)

Ǫ .t/ D max
x2�

˛.x; t/ D e�.j jL1.�/Cm1/ � e�.j jL1.�/Cm2/

l4.t/
< 0; (4.3)

O�.t/ D max
x2�

�.x; t/ D e�.j jL1 .�/Cm1/

l4.t/
: (4.4)

We then have.

Lemma 4.1. We can choose the constants m1 and m2 with m1 � m2 such that for
�0 large enough, we have for � � �0

j@˛
@t
j � C� 54 ; j@

2˛

@t2
j � C� 32

and

3

2
Ǫ � L̨ or � L̨ � �3

2
Ǫ :

Proof. Let us take

m1 D .m0 C 4/j jL1.�/ ; m2 D m3j jL1.�/:

It is easy to see that all conditions are fulfilled if

m0 C 4 < m3 <
5

4
m0 C 4

for �0 large enough. Now such a choice of m0 andm3 is obviously possible.
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4.2 Functional Class and Solution of the Nonlinear Problem

We recall the setting of the nonlinear problem.

@z

@t
��zCr � .z˝ Ny C Ny ˝ z/C (4.5)

r � .z˝ z/Crq D v1! in � � .0; T /;
div z D 0 in � � .0; T /; (4.6)

z D 0 on � � .0; T /; (4.7)

z.0/ D z0 in �: (4.8)

We now want to find v and a corresponding solution z such that

z.T / D 0: (4.9)

We have to define a correct functional class in order to apply some inverse mapping
argument. Let us define

Lz D @z

@t
��zCr � .z˝ Ny C Ny ˝ z/

and

E D f.z; v/; e�s˛z 2 .L2.Q//N ; e
�s˛

�
3
2

v 2 .L2.Q!//
N ; (4.10)

e� 3s
4 Ǫ z 2 L4.0; T I .L12.�//N / \L2.0; T IV / \L1.0; T IH/;

9q; 9k; e�s˛k 2 L2.0; T IL6.�/N2

/; LzCrq � v1! D r:k;
z.0/ 2 H \ L4.�/N g;

equipped with the norm

jj.z; v/jj2E D je�s˛zj2
L2.Q/N

C je
�s˛

�
3
2

vj2
L2.Q!/N

C

je� 3s
4 Ǫ zj2

L4.0;T IL12.�/N / C jje� 3s
4 Ǫ zjj2

L2.0;T IV /\L1.0;T IH/ C
je�s˛kj2

L2.0;T IL6.�/N2/ C jjz.0/jj
2
L4.�/N

:

This class E is non empty and is a Banach space.
On the other hand we define

G D f.r:k; z0/; e�s˛k 2 L2.0; T IL6.�/N2

/; z0 2 H \L4.�/N g (4.11)
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equipped with the norm

jj.r:k; z0/jj2G D je�s˛kj2
L2.0;T IL6.�/N2 C jjz0jj

2
L4.�/N

:

The space G is a Banach space. We now define the operator A as follows: for
.z; v/ 2 E

A.z; v/ D .LzCr:.z˝ z/Crq � v1!; z.0//: (4.12)

From the definition of E it is clear that z.0/ 2 H \ L4.�/N .
On the other hand we have

e� 3s
2 Ǫ .z˝ z/ 2 L2.0; T IL6.�/N2

/

and

�˛ � � L̨ � �3
2
Ǫ

so that

e�s˛.z˝ z/ 2 L2.0; T IL6.�/N2

/:

Therefore, A maps E into G and it is obviously continuous. As the first component
of A.z; v/ is linear plus quadratic and this quadratic part comes from a continuous
bilinear map from E � E to G, it is clear that A is a C1 map from E to G. Let us
compute the derivative of A at the point .0; 0/ 2 E . For .y;w/ 2 E

A0.0; 0/Œy;w� D .Ly Crp � w1!; y.0//:

Given .r:h; y0/ 2 G, we know from Theorem 3.6 that there exists .y;w/ such that

Ly Crp D w1! Cr:h; in � � .0; T / (4.13)

divy D 0; in � � .0; T / (4.14)

y D 0 on � � .0; T /; (4.15)

y.0/ D y0 in �: (4.16)

with y.T / D 0 and

y 2 L2.0; T IV /\ L1.0; T IH/;

e�s˛y 2 L2.Q/N ; e�s˛

�
3
2

w 2 L2.Q!/
N :
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Let us show that .y;w/ 2 E . It remains to prove that

e� 3s
4 Ǫy 2 L2.0; T IV /\ L1.0; T IH/ \ L4.0; T IL12.�/N /:

Let us define

Qy D e� 3s
4 Ǫy; Qp D e� 3s

4 Ǫp; Qh D e� 3s
4 Ǫh; Qw D e� 3s

4 Ǫ w:

It is easy to show that

Qh 2 L2.0; T IL6.�/N2

/ ; and Qw 2 L2.0; T IL2.Q!/
N /:

On the other hand we have

@ Qy
@t
�� Qy Cr:. Ny ˝ Qy C Qy ˝ Ny/Cr Qp D

r: QhC Qw1! � 3s
4

@ Ǫ
@t
Qy; in � � .0; T /

div Qy D 0; in � � .0; T /
Qy D 0 on � � .0; T /;
Qy.0/ D e� 3s

4 Ǫ.0/y0 in �:

Notice that

@ Ǫ
@t
Qy D @ Ǫ

@t
e� 3s

4 Ǫy D .@ Ǫ
@t
e
s
4 Ǫ /.e�s Ǫy/ 2 L2.0; T IL2.�/N /:

Therefore, from the existence result and as N � 3, we have Qy 2 L2.0; T IV / �
L2.0; T IL6.�/N /. As Ny 2 L1.Q/ we have Ny ˝ Qy 2 L2.0; T IL6.�/N2

/ and
Qy˝ Ny 2 L2.0; T IL6.�/N2

/ and these terms can be incorporated in Qh so that without
loss of generality we can write (without taking a different notation)

@ Qy
@t
�� Qy Cr Qp D r: QhC Qk; in � � .0; T / (4.17)

div Qy D 0; in � � .0; T / (4.18)

Qy D 0 on � � .0; T /; (4.19)

Qy.0/ D e� 3s
4 Ǫ.0/y0 in �; (4.20)

with

Qk D Qw1! � 3s
4

@ Ǫ
@t
Qy 2 L2.Q/N
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and

Qh 2 L2.0; T IL6.�/N2

/:

Lemma 4.2. Let us assume that y0 2 H \ L4.�/N and that Qh 2 L2.0; T I
L6.�/N

2
/, Qk 2 L2.Q/N . Then Qy 2 L4.0; T IL12.�/N /.

This lemma will be a consequence of the following one by the transposition
method.

Lemma 4.3. Let k 2 L4
3 .0; T IL12

11 .�/N /. Then there exists a unique solution .z; q/
to the Stokes system

�@z

@t
��zCrq D k; in � � .0; T /

div z D 0; in � � .0; T /
z D 0 on � � .0; T /;
z.T / D 0 in �;

with

z 2 C.Œ0; T �IL4
3 .�/N / \L2.0; T IW 1; 65 .�/N /:

Assume Lemma 4.3 is proved. We then have

Z

Q

Qykdxdt D
Z

�

e� 3s
4 Ǫ.0/y0z.0/dx �

NX
i;j

Z

Q

Qhij
@zi
@xj

dxdtC
Z

Q

Qkzdxdt:

We know that

z.0/ 2 L4
3 .�/N ;

@zi
@xj
2 L2.0; T IL6

5 .�// and W 1; 65 .�/ � L2.�/:

As

y0 2 L4.�/N ; Qhij 2 L2.0; T IL6.�// and Qk 2 L2.Q/N ;

the right hand side is a linear continuous form on k and therefore defines a unique

element Qy in
�
L

4
3 .0; T IL12

11 .�/N /
	0 D L4.0; T IL12.�/N /. This gives the proof of

Lemma 4.2.
The proof of Lemma 4.3 follows the proof given in [3].

Proof of Lemma 4.3. From a Giga–Sohr regularity result on the Stokes problem (see
[5]) we have
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z 2 L4
3 .0; T IW 2; 1211 .�/N /; and

@z

@t
2 L4

3 .0; T IL12
11 .�/N /:

We have

W 2; 1211 .�/ � W 1; 127 .�/ � L4.�/:

Then

z 2 L4
3 .0; T IL4.�/N / ; @z

@t
2 L4

3 .0; T IL12
11 .�/N /:

By interpolation results (see [13]) we obtain

z 2 C.Œ0; T �I �L4.�/;L12
11 .�/

	N
3
4 ;
4
5

/;

and
�
L4.�/;L

12
11 .�/

	
3
4 ;
4
5

is the Lorentz space L
4
3 ;
4
3 .�/ D L4

3 .�/. Then

z 2 C.Œ0; T �IL4
3 .�/N /:

On the other hand we have

z 2 L4
3 .0; T IW 2; 1211 .�/N \W 1; 127 .�/N / ; and ; z 2 L1.0; T IL12

11 .�/N /:

By interpolation we have

z 2 L2.0; T I
�
W 2; 1211 .�/; L

12
11 .�/

	N
1
3 ;
12
11

/:

But
�
W 2; 1211 .�/; L

12
11 .�/

	
1
3 ;
12
11

D W 4
3 ;
12
11 .�/ � W 1; 65 .�/:

As z D 0 on the boundary � � .0; T /, we finally obtain

z 2 L2.0; T IW 1; 65
0 .�/N /

and this finishes the proof of Lemma 4.3 and then of Lemma 4.2.

This also proves that the solution .y;w/ to the controllability problem (4.13) is
element of E and therefore that A0.0; 0/ is a surjective linear map from E to G. We
can now apply the following epimorphism theorem (see [1]).
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Theorem 4.4. Let E and G be two Banach spaces and let A W E 7! G satisfy
A 2 C1.EIG/. Assume that e0 2 E , A.e0/ D h0 and A0.e0/ W E 7! G is surjective.
Then, there exists ı > 0 such that, for every h 2 G satisfying kh � h0kG < ı, there
exists a solution of the equation

A.e/ D h; e 2 E:

Taking here e0 D .0; 0/ and h0 D .0; 0/ this theorem gives exactly the conclusions
of Theorem 2.1 if we take h 2 G of the form .0; z0/.

Remark. We could have taken in the equation for Ny an external force Nf different
from f . In fact, following the argument it is easy to show that we can take

f D Nf C Qf

with e�s Q̨

Q� 32
Qf finite and small enough.
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