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Abstract. In this paper, we study the scheduling game with machine
activation costs. A set of jobs is to be processed on identical parallel ma-
chines. The number of machines available is unlimited, and an activation
cost is needed whenever a machine is activated in order to process jobs.
Each job chooses a machine on which it wants to be processed. The cost
of a job is the sum of the load of the machine it chooses and its shared
activated cost. The social cost is the total cost of all jobs. Representing
PoA as a function of the number of jobs, we get the tight bound of PoA.
Representing PoA as a function of the smallest processing time of jobs,
improved lower and upper bound are also given.

1 Introduction

In this paper, we study the scheduling game with machine activation costs.
There is a set J = {J1, J2, · · · , Jn} of jobs to be processed on identical parallel
machines. The processing time of Jj is pj , j = 1, · · · , n. The number of machines
available is unlimited, and an activation cost B is needed whenever a machine
is activated in order to process jobs. Each job chooses a machine on which it
wants to be processed. The choices of all jobs determine a schedule. The load of
a machine Mi in a schedule is the sum of the processing time of all jobs selecting
Mi. The activation cost of an activated machine is shared by the jobs selecting
Mi, and the amount of each job shares is proportional to its processing time.
The cost of a job in the schedule is the sum of the load of the machine it chooses
and its shared activated cost. A schedule is a Nash Equilibrium (NE) if no job
can reduce its cost by neither moving to a different machine, nor activating a
new machine. The game model was first proposed by [7], and it was proved that
the NE always exists for any job set J .
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Though the behavior of each job is influenced by individual costs, the perfor-
mance of the whole system is measured by certain social cost. It is well known
that in most situation NE are not optimal from this perspective due to lack of
coordination. The inefficiency of NE can be measured by the Price of Anarchy
(PoA for short) [9]. The PoA of an instance is defined as the ratio between the
maximal social cost of a NE and the optimal social cost. The PoA of the game
is the supremum value of the PoA of all instances.

The most favorite utilitarian social cost is the total cost of all jobs. Unfortu-
nately, it is easily to show that the PoA of above game is infinity [2], which makes
no sense. However, since PoA of the game is a kind of worst-case measure, it does
not imply that the NE behaviors poorly for each job set. A common method to
reveal the complete characteristic of NE in such situation is as follows: select
a parameter and represent the PoA as a function of it. In [2], Chen and Gurel
regard the PoA as a function of ρ = B

min1≤j≤n pj
, and prove that the PoA is at

least 1
4 (
√
ρ+ 2) and at most 1

2 (ρ+ 1). However, the bounds are not tight.
Scheduling games with machine activation costs with different social costs

were also studied in the literature. For the egalitarian social cost of minimizing
the maximum cost among all jobs. Feldman and Tamir [7] proved that the PoA
is τ+1

2
√
τ
when τ > 1 and 1 when 0 < τ ≤ 1, where τ = B

max1≤j≤n pj
. Fruitful results

on scheduling games without machine activation costs can be found in [9],[6],
[1], [3], [8], [4], [5].

In this paper, we revisit the scheduling game with machine activation cost
with social cost of minimizing the total cost of jobs. Representing the PoA as a
function of n, the number of jobs. We show that the PoA is n+1

3 , and the bound
is tight. We also improve the lower and upper bounds on the PoA with respect
to ρ. The PoA is at most max{1, ρ+1

3 }, and at least ρ+1
2
√
ρ .

The paper is organized as follows. In Section 2, we give some preliminary
results. In Sections 3 and 4, we present the PoA as a function of the number of
jobs and the smallest processing time of the jobs, respectively.

2 Preliminaries

Let J = {J1, J2, · · · , Jn} be a job set. W.l.o.g., we assume n ≥ 2, p1 ≥ p2 ≥
· · · ≥ pn. By scaling the processing times we can assume that B = 1. Denote
P =

∑n
j=1 pj. Write ρ = 1

pn
and τ = 1

p1
for simplicity. Given a schedule σA,

the number of machines activated in σA is denoted mA. Denote by J A
i the set

of jobs processing on Mi, i = 1, · · · ,mA. The number of jobs and the total
processing time of jobs of JA

i are denoted nA
i and LA

i , respectively. Let n
A
min =

min1≤i≤mA nA
i and nA

max = max1≤i≤mA nA
i . For any Jj ∈ J , the cost of Jj in σA

is denoted CA
j , and the total cost of jobs of J in σA is denoted CA(J ). Let σ∗

be the optimal schedule with minimal social cost, and σNE be the worst NE, i.e.,
a NE with maximal social cost. W.l.o.g., we assume J1 ∈ J NE

1 and J1 ∈ J ∗
1 . A

job is called separate in σA if it is processed separately on the machine it selects.
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The following three lemmas are given in [2], and are relevant to our study.

Lemma 1. [2] (i) Any job of processing time no less than 1 must be a separate
job in σNE .

(ii) If each job selecting machine Mi has processing time no more than 1, then
LNE
i ≤ 1.

Lemma 2. [2] (i) Any job of processing time no less than 1 must be a separate
job in σ∗.

(ii) If n∗
i ≥ 2, then L∗

i ≤ 1.

Lemma 3. [2] (i) CNE ≤ m+ P ≤ n+ P ,

(ii) For any job set J , CNE(J )
C∗(J ) ≤ n+P

2P
√
τ
.

Lemma 4. If there exist Mi in σNE and Mk in σ∗, such that JNE
i = J ∗

k , then
CNE(J )
C∗(J ) ≤ CNE(J\JNE

i )

C∗(J\JNE
i )

.

Proof. Denote by n0 and P0 the number and the total processing time of jobs of
JNE
i , respectively. Let σ′ be the schedule resulting from σNE by deleting J NE

i

and Mi. Since the set of jobs selecting any machine other than Mi is not change,
σ′ is also a NE, and the cost of any job of J \JNE

i in σ′ remains the same as
that in σNE . Hence,

CNE(J ) =
∑

Jj∈JNE
i

Cj +
∑

Jj∈J\JNE
i

Cj = 1 + n0P0 +
∑

Jj∈J\JNE
i

C′
j

≤ 1 + n0P0 + CNE(J \JNE
i ),

where C′
j is the cost of Jj in σ′. On the other hand, construct a schedule σ∗′

from σ∗ by deleting J ∗
k and Mk. Clearly, σ

∗′
is a feasible schedule of J \J ∗

k , and

the cost of any job of J \J ∗
k in σ∗′

remains the same as that in σ∗. Hence

C∗(J ) =
∑

Jj∈J ∗
k

C∗
j +

∑

Jj∈J\J ∗
k

C∗
j = 1 + n0P0 +

∑

Jj∈J\J ∗
k

C∗′
j

≥ 1 + n0P0 + C∗(J \J ∗
k ),

where C∗′
j is the cost of Jj in σ∗′

. Recall that J NE
i = J ∗

k . Thus,

CNE(J )

C∗(J )
≤ 1 + n0P0 + CNE(J \JNE

i )

1 + n0P0 + C∗(J \JNE
i )

≤ CNE(J \JNE
i )

C∗(J \JNE
i )

.

��
The main results of this paper are the following two theorems.

Theorem 1. For any job set J , CNE(J )
C∗(J ) ≤ n+1

3 , and the bound is tight.

Theorem 2. For any job set J , CNE(J )
C∗(J ) ≤ max{1, ρ+1

3 }.
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Both theorems will be proved by contradiction. Suppose that there exist coun-
terexamples. Let J be a minimal counterexample with the smallest number of
jobs. By Lemmas 1(i), 2(i) and 4, all jobs of J must have processing time less
than 1. Otherwise, delete any job of processing time no less than 1 results a coun-
terexample with smaller number of jobs. Consequently, LNE

i ≤ 1, i = 1, · · · ,m
by Lemma 1(ii). On the other hand, no matter whether or not there exists a
machine in σ∗ which processes exactly one job, we have L∗

i ≤ 1, i = 1, · · · ,m∗

by Lemma 2(ii). Thus
P ≤ m∗. (1)

Recall that J1 ∈ JNE
1 and J1 ∈ J ∗

1 , the following lemma compares the social
cost of the NE and optimal schedule of J and J \JNE

1 .

Lemma 5. (i) CNE(J ) ≤ 1 + nNE
1 LNE

1 + CNE(J \JNE
1 ).

(ii) C∗(J ) ≥ 2LNE
1 + C∗(J \JNE

1 ).
(iii) If J ∗

1 = {J1}, then C∗(J ) ≥ 1− p1 + 2LNE
1 + C∗(J \JNE

1 ).

Proof. (i) is obvious. Construct a feasible schedule σ∗′
of J \J NE

1 from σ∗ by
deleting all jobs of JNE

1 , and all machines which only processing jobs of J NE
1 .

Obviously, C∗′
j ≤ C∗

j for any Jj ∈ J \JNE
1 , where C∗′

j is the cost of Jj in σ∗′
.

Thus

C∗(J ) =
∑

Jj∈J\JNE
1

C∗
j +

∑

Jj∈JNE
1

C∗
j ≥

∑

Jj∈J\JNE
1

C∗′
j +

∑

Jj∈JNE
1

C∗
j

≥ C∗(J \JNE
1 ) +

∑

Jj∈JNE
1

C∗
j .

For any Jj ∈ J NE
1 , if Jj is a separate job of σ∗, then C∗

j = 1 + pj ≥ 2pj .
Otherwise, Jj is processed on the machine together with at least one other job,
we also have C∗

j ≥ 2pj. Thus (ii) and (iii) are proved. ��

3 PoA with Respect to the Number of Jobs

In this section, we will show the tight PoA as a function of n. We first give some
more lemmas revealing properties of NE schedule.

Lemma 6. If there exist machine Mi and Mk such that LNE
i < LNE

k +pj, where
Jj is the job of JNE

i with the largest processing time, then nNE
i LNE

k +LNE
i ≥ 1.

Proof. Note that pj ≥ LNE
i

nNE
i

. If Jj moves to Mk, its new cost would be C′′
j =

LNE
k + pj +

pj

LNE
k +pj

. If nNE
i LNE

k + LNE
i < 1, then

C′′
j − CNE

j =

(

LNE
k + pj +

pj
LNE
k + pj

)

−
(

LNE
i +

pj
LNE
i

)

= (LNE
k + pj − LNE

i )

(

1− pj
(LNE

k + pj)LNE
i

)
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≤ (
LNE
k + pj − LNE

i

)
⎛

⎝1−
LNE

i

nNE
i

(LNE
k +

LNE
i

nNE
i

)LNE
i

⎞

⎠

=
(
LNE
k + pj − LNE

i

)
(

1− 1

nNE
i LNE

k + LNE
i

)

< 0.

This contradicts that σNE is a NE. Therefore, nNE
i LNE

k + LNE
i ≥ 1. ��

Lemma 7. If Jj is a separate job in σNE selecting Mi, then
(i) LNE

k ≥ 1− pj for any 1 ≤ k ≤ mNE and k �= i.
(ii) For any job Jl with pl > pj, Jl is also a separate job in σNE .

Proof. (i) Note that LNE
i = pj < LNE

k + pj . By Lemma 6, LNE
k ≥ 1−LNE

i

nNE
i

=

1− pj .
(ii) Assume that Jl selects Mk together with at least one another job, say Jt.

By (i), LNE
k ≥ 1− pj. Hence,

LNE
i LNE

k + (LNE
k − 1)pt ≥ LNE

i LNE
k − pjpt = pj(L

NE
k − pt) ≥ pjpl > 0. (2)

If Jt moves to Mi, its new cost would be C′′
t = LNE

i + pt +
pt

LNE
i +pt

. Thus by (2)

and LNE
i + pt = pj + pt < pl + pt ≤ LNE

k , we have

C′′
t − CNE

t =

(

LNE
i + pt +

pt

LNE
i + pt

)

−
(

LNE
k +

pt

LNE
k

)

= (LNE
i + pt − LNE

k )

(

1− pt
(LNE

i + pt)LNE
k

)

= (LNE
i + pt − LNE

k )
LNE
i LNE

k + (LNE
k − 1)pt

(LNE
i + pt)LNE

k

< 0.

It contradicts that σNE is a NE. Hence, Jl is also a separate job. ��
Lemma 8. If there exist Mi and Mk, such that LNE

i +LNE
k < 1, then nNE

i ≥ 2
and nNE

k ≥ 2.

Proof. Assume nNE
i = 1 and let the unique job selecting Mi be Jj . By Lemma

7(i), LNE
k ≥ 1 − pj = 1 − LNE

i , a contradiction. Hence, nNE
i ≥ 2. Similarly, we

also have nNE
k ≥ 2. ��

Lemma 9. (i) If P < 1, then nNE
i ≥ 2 for any 1 ≤ i ≤ mNE and mNE ≤ n

2 .
(ii) If P < 1

n , then mNE = 1.

Proof. (i) We only need to consider the case of mNE ≥ 2 due to n ≥ 2. Since
P < 1, the sum of the loads of any two machines are less than 1. By Lemma 8,
nNE
i ≥ 2 for any 1 ≤ i ≤ mNE . It follows n ≥ 2mNE .
(ii) Assume that mNE ≥ 2. Let Mi and Mk be any two machines and LNE

i ≤
LNE
k . By Lemma 6,

1 ≤ nNE
i LNE

k + LNE
i < nNE

i P + P = (nNE
i + 1)P < nP,

a contradiction. ��
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Lemma 10. If P ≤ 1, then CNE(J )
C∗(J ) ≤ n+1

3 .

Proof. We distinguish several cases according to the value of m∗. If m∗ ≥ 3,

then C∗(J ) > m∗ ≥ 3. Applying Lemma 3(i), CNE(J )
C∗(J ) < n+P

3 ≤ n+1
3 .

Now we turn to the case of m∗ = 2. Clearly, CNE(J ) ≤ mNE + nNE
maxP and

C∗(J ) ≥ 2 + n∗
minP . Define

Δ1 = (n+ 1)(2 + n∗
minP )− 3(mNE + nNE

maxP ).

To prove that CNE(J )
C∗(J ) ≤ n+1

3 , it is sufficient to show Δ1 ≥ 0. If mNE = 1, then

Δ1 ≥ (n+ 1)(2 + P )− 3(1 + nP ) = (2n− 1)(1− P ) ≥ 0. (3)

Otherwise, mNE ≥ 2 and n ≥ nNE
max + 2(mNE − 1) by Lemma 9(i). Hence,

Δ1 ≥ (nNE
max + 2mNE − 1)(2 + n∗

minP )− 3(mNE + nNE
maxP )

= nNE
max(2 + (n∗

min − 3)P ) + (mNE − 2) + (2mNE − 1)n∗
minP

= nNE
max(3 − n∗

min)(1 − P ) + nNE
max(n

∗
min − 1)

+(mNE − 2) + (2mNE − 1)n∗
minP.

The last two equalities of above formula indicate that Δ1 ≥ 0 no matter whether
n∗
min ≥ 3 or not. The proof of this case is thus completed.
For the remaining case of m∗ = 1, C∗(J ) = 1 + nP . If P < 1

n , m
NE = 1

by Lemma 9(ii). Thus CNE(J ) = C∗(J ). Otherwise, nP ≥ 1, and we have
n ≥ 2mNE by Lemma 9(i). Therefore,

CNE(J )

C∗(J )
≤ mNE + nP

1 + nP
≤ mNE + 1

2
≤ n+ 1

3
.

��
By Lemma 10, in order to prove the Theorem 1, only the situation of P > 1

would be considered. If n = nNE
1 + 1, then nNE

1 = 1 by Lemma 7(ii). Thus
n = 2 and P = p1 + p2 > 1. By Lemmas 1(ii) and 2(ii), mNE = m∗ = 2. Thus
CNE(J ) = C∗(J ). Hence, we have

n ≥ nNE
1 + 2. (4)

Before proving Theorem 1, we give a technique lemma about the optimal sched-
ule of the partial job set J \JNE

1 .

Lemma 11. If P > 1 and n ≥ nNE
1 + 2, then C∗(J \J NE

1 ) ≥ 3− 2LNE
1 ≥ 1.

Proof. Let the number of machines activated in the optimal schedule of J \JNE
1

be m′. If m′ ≥ 3, then C∗(J \JNE
1 ) > m′ > 3 − 2LNE

1 . If m′ = 2, then
C∗(J \JNE

1 ) ≥ 2 + (P − LNE
1 ) ≥ 3− 2LNE

1 . If m′ = 1, then

C∗(J \J NE
1 ) ≥ 1 + (n− nNE

1 )(P − LNE
1 ) ≥ 1 + 2(P − LNE

1 ) > 3− 2LNE
1 .
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Proof of Theorem 1. Since J is the minimal counterexample, we have
CNE(J )
C∗(J ) > n+1

3 and
CNE(J\JNE

1 )

C∗(J\JNE
1 )

≤ n−nNE
1 +1
3 . Define

Δ2 = nNE
1 C∗(J \J NE

1 ) + (2n+ 2− 3nNE
1 )LNE

1 − 3. (5)

Then by Lemma 5(i) and (ii),

Δ2 = (n+ 1)(2LNE
1 + C∗(J \JNE

1 ))

−3

(

1 + nNE
1 LNE

1 +
n− nNE

1 + 1

3
C∗(J \JNE

1 )

)

≤ (n+ 1)(2LNE
1 + C∗(J \JNE

1 ))− 3(1 + nNE
1 LNE

1 + CNE(J \JNE
1 ))

≤ (n+ 1)C∗(J )− 3CNE(J ) < 0.

However, we will show below that Δ2 ≥ 0, which leads contradiction.
Substituting (4) into (5), we have

Δ2 = nNE
1 C∗(J \JNE

1 ) + (2nNE
1 + 4 + 2− 3nNE

1 )LNE
1 − 3

= nNE
1 (C∗(J \JNE

1 )− LNE
1 ) + 6LNE

1 − 3.

If nNE
1 ≥ 3, then

Δ2 ≥ 3(C∗(J \JNE
1 )− LNE

1 ) + 6LNE
1 − 3

= 3C∗(J \J NE
1 ) + 3LNE

1 − 3 ≥ 0.

Otherwise, by Lemma 11,

Δ2 ≥ nNE
1 (3− 3LNE

1 ) + 6LNE
1 − 3

= 3nNE
1 + (6− 3nNE

1 )LNE
1 − 3 ≥ 3nNE

1 − 3 ≥ 0.

Both are contradictions.
The following instance shows that the bound is tight. Consider a job set J

consisting of n jobs. The processing times of the jobs are pi = ε, i = 1, · · · , n− 1
and pn = 1 − (n − 1)ε, where 0 < ε < 1

n−1 . All jobs select the same machine
forms a NE σ. In fact, the cost of any job of processing time ε in σ is 1 + ε,
which equals to the cost that it activates a new machine. The cost of the job of
processing time 1 − (n− 1)ε in σ is 2 − (n − 1)ε, which also equals to the cost
that it activates a new machine. Hence, CNE(J ) ≥ 1 + n. On the other hand,
consider a schedule that Jn is processed on one machine, and the other jobs are
processed on the other machine. Clearly,

C∗(J ) ≤ 2 + 1− (n− 1)ε+ (n− 1)2ε = 3 + (n− 1)2ε− (n− 1)ε.

Consequently, we have

CNE(J )

C∗(J )
≥ 1 + n

3 + (n− 1)2ε− (n− 1)ε
→ n+ 1

3
(ε → 0).

��
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4 PoA with Respect to the Smallest Processing Time

In this section, we will show the PoA as a function of ρ. We begin with some
lemmas revealing properties of the optimal schedule.

Lemma 12. For any 1 ≤ i, k ≤ m∗, if there exists a job Jj ∈ J ∗
k such that

L∗
k − pj > L∗

i , then n∗
i ≥ n∗

k.

Proof. Assume for the sake of contradiction that n∗
i < n∗

k. Thus n∗
i ≤ n∗

k − 1.
Note that the total cost of jobs of J ∗

i and J ∗
k in σ∗ are 1+ n∗

iL
∗
i and 1+ n∗

kL
∗
k,

respectively. Construct a schedule σ∗′
from σ∗ by moving Jj from Mk to Mi,

while the assignment of the other jobs remains unchanged. The new total cost of
jobs assigned toMi andMk in σ∗′

are 1+(n∗
i+1)(L∗

i+pj) and 1+(n∗
k−1)(L∗

k−pj),

respectively. The cost of any job of J \(J ∗
i ∪ J ∗

k ) in σ∗′
is the same as that in

σ∗. Since

C∗′
(J )− C∗(J ) = (1 + (n∗

i + 1)(L∗
i + pj)) + (1 + (n∗

k − 1)(L∗
k − pj))

−((1 + n∗
iL

∗
i ) + (1 + n∗

kL
∗
k))

= n∗
i pj + L∗

i + pj − (n∗
k − 1)pj − L∗

k

= (n∗
i − n∗

k + 1)pj + (L∗
i + pj − L∗

k) < 0,

a contradiction. ��
Lemma 13. If Jj is a separate job in σ∗, then for any job Jl with pl > pj, Jl
is also a separate job in σ∗.

Proof. Let the machine which processes Jj beMi. Assume that Jl is processed on
Mk together with at least one another job, say Jt. Then L∗

k −pt ≥ pl > pj = L∗
i .

By Lemma 12, n∗
k ≤ n∗

i = 1, a contradiction. Hence Jl is also a separate job. ��
Recall that 1

ρ = pn ≤ pj ≤ p1 = 1
τ for any j. Thus

P ≥ npn =
n

ρ
. (6)

If ρ < 2, then the sum of the processing times of any two jobs of J is greater
than 1. Thus all jobs are separate jobs both in σNE and σ∗ by Lemmas 1(ii)
and 2(ii). Thus CNE(J ) = C∗(J ). Hence, we have ρ ≥ 2 and thus ρ+1

3 ≥ 1.
We will analysis and exclude the situation which can not appear in the minimal
counterexample in the following three lemmas.

Lemma 14. If any one of the following conditions: (i) τ ≥ 9
4 ; (ii) P ≤ 1; (iii)

n∗
min ≥ 2 holds, then CNE(J )

C∗(J ) ≤ ρ+1
3 .

Proof. (i)By Lemma 3(ii), τ ≥ 9
4 and (6), CNE(J )

C∗(J ) ≤ n+P
2P

√
τ
≤ n+P

3P =
n
P +1

3 ≤
ρ+1
3 .

(ii)By Theorem 2, (6) and P ≤ 1, CNE(J )
C∗(J ) ≤ n+1

3 ≤ ρP+1
3 ≤ ρ+1

3 .
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(iii)Clearly, C∗(J ) ≥ m∗ + n∗
minP . By Lemma 3(i), (1) and n∗

min ≥ 2,

CNE(J )

C∗(J )
≤ n+ P

m∗ + n∗
minP

=
n
P + 1

m∗
P + n∗

min

≤ ρ+ 1

1 + n∗
min

≤ ρ+ 1

3
.

��
By Lemma 14, we assume that τ < 9

4 , P > 1 and n∗
min = 1 in the following.

Since J1 is the job with the largest processing time, and there is at least one
machine in σ∗ which processes exactly one job. We have

J ∗
1 = {J1} (7)

by Lemma 13. Similarly, if nNE
min = 1, then JNE

1 = {J1} according to Lemma
7(ii). Thus J NE

1 = J ∗
1 and J \JNE

1 is also a counterexample by Lemma 4, which
contradicts the definition of J . Hence, we have nNE

1 ≥ nNE
min ≥ 2, and

1 ≥ LNE
1 ≥ p1 + (nNE

1 − 1)pn = p1 + (nNE
1 − 1)

1

ρ
=

1

τ
+

nNE
1 − 1

ρ
. (8)

Lemma 15. If any one of the following two conditions: (i) 2 ≤ ρ < 3; (ii)
3 ≤ ρ < 4 and nNE

1 = 3 holds, then n∗
i ≤ 2 for any 1 ≤ i ≤ m∗.

Proof. If 2 ≤ ρ < 3, then 3pn = 3
ρ > 1 ≥ L∗

i . The result clearly follows. If

3 ≤ ρ < 4 and nNE
1 = 3, then L∗

1 = p1 ≤ 1 − 2
ρ < 2

ρ = 2pn by (8). Assume
that there exists a machine Mk, k ≥ 2 such that n∗

k ≥ 3, and job Jj ∈ J ∗
k . Then

L∗
k − pj ≥ 2pn ≥ L∗

i , and n∗
1 ≥ n∗

k = 3 by Lemma 12, contradicts (7). ��
Lemma 16. If any one of the following two conditions: (i) 2 ≤ ρ < 3; (ii)

3 ≤ ρ < 4 and nNE
1 = 3 holds, then CNE(J )

C∗(J ) ≤ ρ+1
3 .

Proof. When 2 ≤ ρ < 4, then 4pn = 4
ρ > 1. Hence 2 ≤ nNE

min ≤ nNE
i ≤ 3 for any

1 < i ≤ mNE . Consider a subset of machines M3 which consists of machines
that exactly three jobs select in σNE . Denote by m3 and P3 the number of
machines of M3 and the total processing time of jobs selecting one machine of
M3, respectively. Then

n = 3m3 + 2(mNE −m3) ≥ 3m3 (9)

and

CNE(J ) = m3 + 3P3 + (mNE −m3) + 2(P − P3)

= m3 + 3P3 +
n− 3m3

2
+ 2(P − P3) =

n

2
+ 2P + P3 − m3

2
. (10)

On the other hand, 1 ≤ n∗
i ≤ 2 for any 1 ≤ i ≤ m∗ by Lemma 15. Consider

the subset of machines M∗
1 which consists of machines processing exactly one

job in σ∗. Denote by m∗
1 and P ∗

1 the number of machines of M∗
1 and the total
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processing time of jobs processed on one machine of M∗
1, respectively. Then

n = m∗
1 + 2(m∗ −m∗

1) and

C∗(J ) = m∗
1 + P ∗

1 + (m∗ −m∗
1) + 2(P − P ∗

1 )

= m∗
1 + P ∗

1 +
n−m∗

1

2
+ 2(P − P ∗

1 ) =
n

2
+ 2P +

m∗
1

2
− P ∗

1 . (11)

Define
Δ3 = (ρ+ 1)C∗(J )− 3CNE(J ).

In order to prove CNE(J )
C∗(J ) ≤ ρ+1

3 , it is sufficient to prove that Δ3 ≥ 0. By (10),

(11),

Δ3 = (ρ+ 1)

(
n

2
+ 2P +

m∗
1

2
− P ∗

1

)

− 3
(n

2
+ 2P + P3 − m3

2

)

= (ρ− 2)
(n

2
+ 2P

)
+ (ρ+ 1)

(
m∗

1

2
− P ∗

1

)

− 3
(
P3 − m3

2

)
. (12)

(i) If 2 ≤ ρ < 3, then 3pn = 3
ρ > 1. Thus M3 = ∅, P3 = 0 and nNE

1 = 2. By

(8), p1 ≤ 1− 1
ρ . Thus,

P ∗
1 ≤ p1m

∗
1 ≤ ρ− 1

ρ
m∗

1, (13)

and

P ≥ P ∗
1 + (n−m∗

1)pn = P ∗
1 +

n−m∗
1

ρ
(14)

Substituting (13), (14) to (12), we have

Δ3 = (ρ− 2)
(n

2
+ 2P

)
+ (ρ+ 1)

(
m∗

1

2
− P ∗

1

)

≥ (ρ− 2)

(
n

2
+ 2P ∗

1 +
2(n−m∗

1)

ρ

)

+ (ρ+ 1)

(
m∗

1

2
− P ∗

1

)

= (ρ− 2)

(
n

2
+

2(n−m∗
1)

ρ

)

+ (ρ− 5)P ∗
1 +

ρ+ 1

2
m∗

1

≥ (ρ− 2)

(
n

2
+

2(n−m∗
1)

ρ

)

+ (ρ− 5)P ∗
1 +

ρ+ 1

2

ρ

ρ− 1
P ∗
1

= (ρ− 2)

(
n

2
+

2(n−m∗
1)

ρ

)

+
(ρ− 2)(3ρ− 5)

2(ρ− 1)
P ∗
1 ≥ 0.

(ii) If 3 ≤ ρ < 4 and nNE
1 = 3, then p1 ≤ 1 − 2

ρ < 1
2 by (8). Thus P ∗

1 ≤ m∗
1

2 .

Moreover, P3 ≤ m3 since LNE
i ≤ 1. Together with (9), we have

Δ3 ≥ (ρ− 2)
(n

2
+ 2P

)
− 3

(
P3 − m3

2

)
≥ (ρ− 2)

(n

2
+ 2P

)
− 3m3

2

≥ n

2
− 3m3

2
+ 2P ≥ 0.

��
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Proof of Theorem 2. Since J is the minimal counterexample, CNE(J )
C∗(J ) > ρ+1

3 .

Moreover, the smallest processing time of jobs of J \JNE
1 is no smaller than pn.

Hence,
CNE(J\JNE

1 )

C∗(J\JNE
1 )

≤ ρ+1
3 . Define

Δ4 = (ρ+ 1)(LNE
1 − p1) + (ρ+ 1− 3nNE

1 )LNE
1 + ρ− 2.

Then by Lemma 5(i), (iii),

Δ4 = (ρ+ 1)(1 + 2LNE
1 − p1 + C∗(J \J NE

1 ))

−3

(

1 + nNE
1 LNE

1 +
ρ+ 1

3
C∗(J \JNE

1 )

)

≤ (ρ+ 1)(1 + 2LNE
1 − p1 + C∗(J \J NE

1 ))

−3(1 + nNE
1 LNE

1 + CNE(J \JNE
1 ))

≤ (ρ+ 1)C∗(J )− 3CNE(J ) < 0.

However, we will show below that Δ4 ≥ 0, which leads contradiction.
If ρ + 1 ≥ 3nNE

1 , then Δ4 ≥ 0. Otherwise, ρ < 3nNE
1 − 1. We distinguish

several cases according to the value of nNE
1 . If nNE

1 = 2, then ρ < 5. By (8) and
ρ ≥ 3,

Δ4 ≥ (ρ+ 1)
1

ρ
+ ρ− 5 + ρ− 2 =

2ρ2 − 6ρ+ 1

ρ
≥ 0.

If nNE
1 = 3, then ρ < 8. We only need to consider the case of ρ ≥ 4 by Lemma

16. By (8),

Δ4 ≥ (ρ+ 1)
2

ρ
+ ρ− 8 + ρ− 2 =

2ρ2 − 8ρ+ 2

ρ
≥ 0.

If nNE
1 ≥ 4, we have ρ ≥ nNE

1 −1

1− 1
τ

≥ 9
5 (n

NE
1 − 1) ≥ 27

5 by (8). Hence,

Δ4 ≥ (ρ+ 1)
nNE
1 − 1

ρ
+ (ρ+ 1− 3nNE

1 ) + ρ− 2

=
1− 2ρ

ρ
nNE
1 + 2ρ− 1− ρ+ 1

ρ

≥ 1− 2ρ

ρ

(
5ρ

9
+ 1

)

+ 2ρ− 1− ρ+ 1

ρ
=

8ρ− 31

9
≥ 0.

��
The bound given in Theorem 2 may not be tight. Currently, we only have the
following lower bound on the PoA.

Theorem 3. For any square number ρ, there exists a job set J , such that
CNE(J )
C∗(J ) ≥ ρ+1

2
√
ρ .
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Proof. Consider a job set J consists of ρ jobs. All jobs have processing times
1
ρ . All jobs select the same machine forms a NE σ. In fact, the cost of any

job is 1 + 1
ρ , which equals to the cost that it activates a new machine. Hence,

CNE(J ) ≥ ρ+1. On the other hand, consider a schedule that every
√
ρ jobs are

processed on one machine. Clearly, C∗(J ) ≤ √
ρ + ρ

√
ρ

ρ = 2
√
ρ. Consequently,

we have CNE(J )
C∗(J ) ≥ ρ+1

2
√
ρ . ��
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