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Abstract. Lyrics-based music genre classification is still understudied
within the music information retrieval community. The existing appro-
aches, reported in the literature, only deals with lyrics in the English
language. Thus, it is necessary to evaluate if the standard text classifi-
cation techniques are suitable for lyrics in languages other than English.
More precisely, in this work we are interested in analyzing which ap-
proach gives better results: a language-dependent approach using stem-
ming and stopwords removal or a language-independent approach using
n-grams. To perform the experiments we have created the Nordic mu-
sic genre lyrics database. The analysis of the experimental results shows
that using a language-independent approach with the n-gram representa-
tion is better than using a language-dependent approach with stemming.
Additional experiments using stylistic features were also performed. The
analysis of these additional experiments has shown that using stylistic
features combined with the other approaches improve the classification
results.

Keywords: Lyrics Classification, Multi-language text classification,
Music Genre Classification.

1 Introduction

Multimedia technologies have been an important field in many research areas,
for example, Music Information Retrieval (MIR) has focused in important re-
search directions such as music similarity retrieval, musical genre classification
or music analysis and knowledge representation [1]. The content of the multime-
dia data might be audio, album covers, social and cultural data, music videos
or song lyrics. In [2–6] it has been shown that song lyrics are relevant to assist
or substitute other approaches for the task of music genre classification using
standard text classification techniques. However, according to [7] the use of lyrics
generally depends on language processing tools, that might not be available for
songs whose lyrics are not in English (e.g. for Nordic music).
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The main objective of this paper is to verify which approach is more suit-
able for the lyrics-based music genre classification when dealing with lyrics
that are not in the English language. For this purpose we have employed two
standard approaches for lyrics processing (presented in Section 2): the first ap-
proach uses language-dependent resources while the second approach is language-
independent. In order to evaluate both approaches on non-English Lyrics, we
developed the Nordic Music Genre Lyrics Database (presented in Section 3).
Our computation experiments with the two different approaches for the task of
lyrics-based music genre classification and their results are shown in Section 4.
In Section 5 we present the conclusions and future research directions of this
work.

2 Lyrics Processing

An approach commonly employed for text processing is bag-of-words wherein
each document is represented as word vectors that occurs into document, this
approach is necessary to standardize the documents into a fixed format un-
derstood by the classifier. Thus, in this section we present the text processing
techniques used to build the bag-of-words model applied in this work for the
task of lyrics-based music genre classification. In Section 2.1 we describe the
lyrics pre-processing steps. In Section 2.2 we describe the optional step of stop-
words removal. Note that although stopwords are language-dependent, we have
allowed this optional step in both approaches for the sake of completeness in
our experiments. In Section 2.3 we describe the n-gram approach, which is a
language-independent approach, for representing documents as word vectors. In
Section 2.4 we describe the language-dependent stemming approach for repre-
senting documents as word vectors. In Section 2.5 we provide a brief explanation
of the Term Frequency-Inverse Document Frequency (TF-IDF) technique and
how it is used with the approaches presented in sections 2.3 and 2.4. In Section
2.6 we present an alternative approach for extracting features from lyrics, known
as stylistic features.

2.1 Pre-processing

This step removes accents, punctuation, special characters, breaking words with
hyphens, treatment of capital letters and equivalence of characters process. This
procedure is necessary because we are dealing with non-usual lyrics, special
attention is needed to some special characters present in the Nordic lyrics that
should be mapped to specific characters in order to maintain their meaning.
Table 1 presents the mapping between the Nordic languages special characters
and their equivalent form.

2.2 Stopwords Removal

The stopwords are very common words (i.e. articles and prepositions) that carry
little semantic meaning to the text, these irrelevant words are included in a
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Table 1. Special Characters Mapping for the Nordic Languages

Language(s) Special Character Equivalent Character

Danish, Norwegian æ ae
Danish, Norwegian ø oe
Danish, Norwegian, Swedish å aa
Swedish ö oe
Swedish ä ae

pre-defined list, called stopwords list or stoplist1 [8]. In this work we have used
one stoplist for each Nordic language with 114 stopwords for Swedish, 176 for
Norwegian and 94 for Danish.

In [9, 10] the authors studied the impact of stopwords for text and music
mood classification. However, as we are interested in understanding the impact
of these stopwords in the music genre classification using Nordic lyrics, we have
analyzed whether it is advantageous or not to remove them before performing
the task of lyrics-based music genre classification.

2.3 N-Grams

This technique transforms words into n-grams. A n-gram is a sequence of n
characters (adding the special character “_” to denote the beginning and ending
of the word), for example, given the term “text”: for n=2, the representative
attributes would be “_t”, “te”, “ex”, “xt” and “t_”; for n=3, “_te”, “tex”, “ext”
and “xt_”; and for n=4, “_tex”, “text” and “ext_” [11].

In distinct language cases this technique is generally used when languages
have a common root. Thus, the variation of the some words does not influence
the morphemes that are common between languages. Therefore, this approach
allows to infer the morphemes dividing the word into a character sequence of
fixed size, n, which is predefined according with application context.

2.4 Stemming

The stemming approach is used to obtain the root form of all the words from
a set of lyrics. For example, given the words “computing” and “computer”, the
result of a stemming algorithm could be “comput” [12]. In [13] it has been shown
that this technique is largely used in the text classification domain with the
objective of reducing the dimensionality. It is also a very fast procedure. It is
important to highlight that the stemming algorithms are language specific and
therefore may not be available to some languages [14].

2.5 TF-IDF

There are many methods to calculate the weight of each term (e.g., Weighted
Inverse Document Frequency (WIDF) [15] and Term Relevance [16]), being the
1 The stoplists were obtained from http://snowball.tartarus.org/

http://snowball.tartarus.org/
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TF-IDF one of most commonly employed [17]. The advantage of TF-IDF, is
the trade-off between how often a term occurs (Term frequency) and in how
many documents the term occurs. The rationale being that a term that occurs
frequently in a given document may be important but only if it does not occur
in every other document as well. The formula for computing the TF-IDF is
presented in Equation (1).

TFIDF = TF × log
nD

nDF
(1)

where:

– TF is frequency of the term in a document, in other words, the number
times that term occurs in a document;

– nD is the number of documents used;
– nDF is the number of documents where occurs the representation of that

term;

2.6 Stylistic Features

The use of stylistic features for lyrics-based music genre classification was origi-
nally proposed in the work of [2]. In this work they have proposed simple counts
of special punctuations (e.g., “!”, “-”, “?”), occurrences of digits, words and unique
words per line, unique words ratio and characters per word. The main motivation
behind using stylistic features is to capture the “interjection words” in the lyrics,

Table 2. Subset of the stylistic features proposed in [10] used in this work

Feature Definition

interjection words normalized frequency of “hey”, “ooh”, “yo”, “uh”, “ah”,
“yeah”, “hej”, “vad”, “hejsan”, “oj”, “aj”, “ja”, “hei”

special punctuation marks normalized frequency of “!”, “:”, “?”, “-”, “;”
NUMBER normalized frequency of all non-year numbers
No. of words total number of words
No. of uniqWords total number of unique words
repeatWordRatio (No. of words - No. of uniqWords) / No. of words
avgWordLength average number of characters per word
No. of lines total number of lines
No. of uniqLines total number of unique lines
No. of blankLines number of blank lines
blankLineRatio No. of blankLines / No. of lines
avgLineLength No. of words / No. of lines
stdLineLength standard deviation of number of words per line
uniqWordsPerLine No. of uniqWords / No. of lines
repeatLineRatio (No. of lines - No. of uniqLines) / No. of lines
avgRepeatWordRatioPerLine average repeat word ratio per line
stdRepeatWordRatioPerLine standard deviation of repeat word ratio per line
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special punctuations and to compute simple text statistics. In this work we em-
ploy a subset of the stylistic features proposed for the task of lyrics-based music
mood classification in [10]. We have used this subset because it complements
the original stylistic features with new measures and also due to the improved
results obtained in [2]. Note that in this work we have not used the stylistic
features related to the song recordings (e.g. the number of words per minute or
the number of lines per minute). Table 2 presents the stylistic features used in
this work.

The main advantage of the stylistic features is that they use simple statistical
measures based on word or character frequencies. In the context of this work, this
technique was used in order to evaluate its suitability for the task of lyrics-based
music genre classification.

3 Experimental Settings

In this section we present the process to create lyrics database with its charac-
teristics (Sections 3.1 and 3.2) and the classifier used in the experiments (Section
3.3).

3.1 Nordic Lyrics Database Creation

The Nordic Music Genre Classification Lyrics Database was created using the
following procedure: In the first stage we applied a questionnaire to some res-
idents of Denmark, Norway and Sweden. In this questionnaire we asked the
participants to inform their favorite songs along with the songs title, perform-
ing artist, music genre and language. Note that we imposed a restriction on the
questionnaire that only songs sung in either Danish, Swedish or Norwegian were
accepted. In the second stage, we searched the web manually to acquire the lyrics
for our experiments. The main motivation behind the development of this novel
database is to extend the analysis of lyric-based music genre classification for
languages other than English.

The final version of the Nordic Music Genre Classification Lyrics Database
contains 1,513 song lyrics divided in five genres (Dance: 265, Pop Rock: 263, Rap:
100, Pop: 357 and Rock: 528) distributed in three Nordic languages
(Fig. 1 shows the distribution of song lyrics according to each language while
Figures 2 to 6 show the word clouds for each genre using the 150 words with
the highest values of TF-IDF and a list of the top 10 terms translated into the
English language.). The music genres were labeled following the definition shown
in [18]: “a kind of music, as it is acknowledged by a community for any reason
or purpose or criteria”. It is noteworthy that in the Nordic lyrics they contain
some terms from the English language.

3.2 Dataset Details

The quantity of attributes generated by representation for Nordic Music Genre
Classification Lyrics Database using stopwords (represented by Sw) or after of
stopwords removal are shown in Table 3.
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Fig. 1. Distribution of song lyrics by genres according to each Nordic language

Fig. 2. Word cloud with the 150 words with the highest TF-IDF and a list of the top
10 terms translated into the English language for the Pop music genre

Fig. 3. Word cloud with the 150 words with the highest TF-IDF and a list of the top
10 terms translated into the English language for the Pop Rock music genre
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Fig. 4. Word cloud with the 150 words with the highest TF-IDF and a list of the top
10 terms translated into the English language for the Rock music genre

Fig. 5. Word cloud with the 150 words with the highest TF-IDF and a list of the top
10 terms translated into the English language for the Rap music genre

Fig. 6. Word cloud with the 150 words with the highest TF-IDF and a list of the top
10 terms translated into the English language for the Dance music genre
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Table 3. Number of attributes by representation

Representation Number of Attributes
With Sw Without Sw

Stemming 20,962 20,704
2-Grams 1,087 1,079
3-Grams 9,945 9,829
4-Grams 36,741 35,705

An analysis of the different representations presented in Table 3 shows that
the number of attributes grows considerably as we increase the parameter n for
the n-grams representation. The stemming representation contains more than
20,000 features which is a high dimensionality when compared to the bigram
and trigram representations. Furthermore, according to the details presented in
Table 3, the optional step of stopwords removal has little impact in filtering
out the common words in Nordic Lyrics. This might be due to the fact that
music composers aims at creating new song lyrics by using seldom used words.
The stylistic features on other hand produce a vector of low dimensionality with
17 only numeric values that can be used alone or in conjunction with other
attributes.

3.3 Classifier

In this work we have employed the Support Vector Machine (SVM) classifier
for the task of lyrics-based music genre classification. The SVM classifier is a
supervised machine learning algorithms that uses hyperplanes to separate two
classes by mapping the training examples [19]. With the objective of classify
multiple classes we use the Sequential Minimal Optimization (SMO) algorithm2

for training SVMs with default parameters and normalized features [21].
In [22] it has been shown that SVMs present three main advantages: they

do not require complex tuning of parameters, they can generalize small training
set and they are suited to learning in high dimensional spaces. Furthermore, the
SVM classifier is gaining attention in MIR mainly for its performance and better
results compared with other standard classifiers such as Decision Trees (DT), K-
Nearest Neighbors (KNN) and Random Forests (RF) [23]. Among other papers
that used SVM and its derivations for music genre classification task are [2–6].

4 Computational Results

In this section we are interested in answering the following questions by using
controlled experiments: When dealing with Nordic lyrics which document repre-
sentation should be used (Section 4.1)? Is a language-dependent representation

2 Implementation from the Weka Data Mining Tool [20].
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(using language tools such as stemmers) better than language-independent rep-
resentation (using n-grams)? What is the impact of stopwords in music genre
classification (Section 4.2)? Is it possible to combine the stylistic features with the
other representations to obtain better results (Section 4.3)? For these purposes
we perform our experiments using the Nordic lyrics music genre classification
dataset presented in Section 3.1. To evaluate the results in this work we have
used the F1-score (which is the harmonic mean of precision and recall measures)
with the ten-fold cross-validation procedure.

4.1 Which Representation to Use?

The results for the individual representations without removing the stopwords
are presented in Table 4. Analyzing the results we had three main findings: First,
the n-gram representation is better than stem in all parametrization. This is an
interesting result as the n-gram representation can be used with any language
without needing any language-specific resources. Second, by increasing the value
of n in the n-gram representation it is possible to improve the classification
results. Third, the use of stylistic features provides an interesting result as it
achieves similar classification results with the stemming approach but using only
17 features.

Table 4. Results for the individual representations without stopwords removal

Music Genre Stem 2-Grams 3-Grams 4-Grams Stylistic

Dance 13.4 42.0 66.1 75.7 43.4
Pop Rock 14.8 62.5 67.1 100 00.7
Rap 47.2 44.0 97.5 47.4 48.6
Pop 37.4 63.0 77.0 80.1 21.1
Rock 62.5 74.7 84.5 98.8 56.3
Overall 38.7 62.9 77.4 87.1 35.6

4.2 What Is the Impact of Stopwords in Lyrics Classification?

When dealing with lyrics is still not clear if the stopwords should be removed.
For this reason, we present the results for the individual representations with
stopwords removal in Table 5. The analysis of the results presented in Table
5 shows that removing the stopwords from the lyrics harms the classification
results for almost every representation.

4.3 Combining the Stylistic Features with the Other
Representations

In this subsection we are interested in verifying if it is possible to improve the
classification results by combining the stylistic features with the other represen-
tations. The main motivation for this combination is that the stylistic features
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Table 5. Results for the individual representations with stopwords removal

Music Genre Stem 2-Grams 3-Grams 4-Grams Stylistic

Dance 10.5 42.1 68.4 75.3 43.3
Pop Rock 14.9 59.8 67.5 100 00.7
Rap 40.3 39.8 97.5 50.6 50.5
Pop 31.4 64.7 78.3 80.7 09.9
Rock 59.2 73.8 84.7 99.0 55.0
Overall 35.1 62.6 78.4 87.5 32.6

obtained individual results that were on par with the results obtained by using
the stemming representation. Furthermore, the stylistic features are a language
independent approach that can be easily computed and has only 17 attributes.
The results of this experiment is presented in Table 6.

The analysis of the results in Table 6 shows that by combining the stylistic fea-
tures with the stemming representation the classification results was improved
from 38.7% (using only stemming) to 47%. This result is still worse than us-
ing any of the n-grams representation alone. Furthermore, when combining the
n-grams representation with the stylistic features there is a small gain in classi-
fication results. More precisely from 62.9% to 64.2% for bigrams; from 77.4% to
78.1% for trigrams and from 87.1% to 87.9% for quadgrams.

Table 6. Results for the combination of the stylistic features with the other represen-
tations and without stopwords removal

Music Genre STY+Stem STY+2-Grams STY+3-Grams STY+4-Grams

Dance 38.6 51.1 68.8 74.5
Pop Rock 22.2 60.3 66.9 100
Rap 50.9 47.3 97.5 57.0
Pop 43.6 65.2 78.3 81.3
Rock 65.0 75.4 84.6 99.1
Overall 47.0 64.2 78.1 87.9

5 Conclusions

In this paper we have investigated which text classification approach is more
suitable for the task of non-English lyrics-based music genre classification. In
our experiments we have employed the stemming and n-grams based appro-
aches. The stemming approach uses language-dependent resources which may
not be available for some languages while using n-grams provides a language-
independent approach. In addition to these approaches we have also studied the
impact of using stylistic features.

In order to evaluate these approaches on non-English lyrics we developed a
novel dataset. This dataset is the Nordic lyrics music genre classification dataset
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and it contains 1,513 lyrics from three different Nordic languages (Swedish, Nor-
wegian and Danish) and from five different music genres (Dance, Pop Rock, Rap,
Pop and Rock).

Our experimental results with the Nordic lyrics music genre classification
dataset suggests that the use of the n-grams approach is more suitable for the
task than the use of the stemming approach or the stylistic features alone. This
is an interesting result as the n-grams approach is a language independent ap-
proach. Furthermore, we have performed experiments with bigrams, trigrams
and quadgrams and the best results were obtained by using the quadgrams rep-
resentation.

Additional experiments were also performed in order to evaluate the impact
of stopwords removal in the task of lyrics classification. This is important for two
reasons: First, it is not clear if stopwords should be removed when dealing with
lyrics; Second, stopwords are a language specific resource and they may not be
available for some languages. Based on our experimental results our suggestion
is that the step of stopword removal is not performed when dealing with lyrics-
based music genre classification.

The last contribution of the paper was to verify whether it was beneficial or
not to combine the stylistics features with the other approaches used in this work.
The analysis of our experimental results suggests that they should be used with
other representations as the stylistic features always improve the classification
results.

As a future research directions we plan on creating other non-English lyrics
datasets in order to perform extensive experiments in the task of non-English
lyrics-based music genre classification and also to perform additional experiments
using other text classification features, such as the ones used in [24, 25].
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