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Abstract. In recent years there has been an exponential growth in the
number of vendors offering Infrastructure-as-a-Service (IaaS), with a cor-
responding increase in the number of enterprises looking to migrate some,
or all of their IT systems to the cloud. Prospective cloud consumers
need to identify providers that offer resources with the most appropri-
ate pricing and performance levels to match their specific business needs
before making any migration decisions. However, no two vendors offer
the same resource configurations, pricing models or provisioning models.
Moreover, cloud vendors tend to use different virtualization techniques
which impact the performance of the software systems running on top of
their infrastructure. Since consumers only have a black-box view of the
cloud, it makes the task of comparing and selecting appropriate comput-
ing resources a very complex exercise. In this paper, we present Smart
CloudBench, which is a suite of software tools that allows prospective
cloud consumers to test drive the cloud and make purchasing decisions
based on price, specification AND performance. Cloud consumers can
use Smart CloudBench for the automated, on-demand, real-time and cus-
tomized benchmarking of cloud infrastructure and use the benchmarking
results along with the pricing and specification information to make more
informed purchasing decisions. Tests using Smart CloudBench show that
the performance of higher priced servers is not necessarily better than
that of lower priced ones, and it has to be tested extensively in order to
substitute assumptions with facts.

Keywords: Cloud infrastructure selection - Performance benchmark-
ing + Automated benchmarking

1 Introduction

In recent years there has been an exponential growth in the number of vendors
offering Infrastructure-as-a-Service (IaaS), with a corresponding increase in
the number of enterprises looking to migrate some, or all of their IT systems
to the cloud. Prospective cloud consumers would like to obtain a quick assess-
ment of the price, specification and performance of competing IaaS providers
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before making any migration decisions. While the pricing and specifications is
public information, the performance of the computing infrastructure is unknown.
Different providers use different virtualization techniques which impacts the per-
formance of software systems running on top of their infrastructure; the only way
to compare providers based on performance is benchmarking software systems
on top of the cloud infrastructure and not relying on any assumptions based
on price and specification. One approach to do this is to benchmark the cloud
infrastructure performance by deploying own applications on selected cloud plat-
forms and testing them under variable workloads. However, this approach can
be complex, time-consuming and expensive, and very few organizations possess
the time, resources and in-house expertise to do a thorough and proactive eval-
uation in this manner. A more practical alternative is to test representative
applications' against representative workloads to estimate the performance of
cloud providers. The benchmarking results can then be used to quantify applica-
tion performance on the different TaaS platforms and to obtain valuable insights
into the difference in performance across providers. By combining the bench-
marking results with pricing information and resource specification, enterprises
can better identify the most appropriate cloud providers and offerings based on
their specific business needs.

In this paper, we present Smart CloudBench, a suite of software tools that
allows prospective cloud consumers to test-drive public cloud infrastructure.
It enables the measurement of infrastructure performance in an efficient, quick
and cost-effective manner, through the automated execution and analysis of rep-
resentative benchmarks on multiple IaaS clouds under customized workloads.
Prospective cloud consumers can use Smart CloudBench to (i) select the rep-
resentative application/s to use for evaluating cloud performance, (ii) configure
the test harness, (iii) select and acquire instances on the cloud platforms to be
tested, (iv) run the benchmark tests, and (v) aggregate the results to build a
price/specification/performance matrix that can help with decision-making for
provider and resource selection. The key benefits of using Smart CloudBench
include:

— Reduction in time and effort involved in benchmarking cloud platforms. If
the number of cloud instances to benchmark is high, and the number of rep-
resentative applications is large, then manually executing the benchmarking
process becomes a very cumbersome exercise.

— Reduction in performance testing costs. Since the cloud resources to be tested
can be commissioned just in time and decommissioned immediately after com-
pletion of the tests, there are significant cost savings.

— Simplification of repetition of the benchmark process with reduction in
human error.

— Automated and customized generation of reports and analytics for consump-
tion by technical and non-technical audiences.

Some example representative applications include TPC-W for a transactional
e-commerce web application [5] and Media Streaming benchmark application for
media streaming applications such as Netflix or Yuku [6].
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— Centralised storage of performance data, which over time enables analysis of
performance evolution.
— Performance benchmarking of cloud infrastructure can be offered as a service.

The rest of the paper is organized as follows: In Sect.2, we briefly discuss
performance benchmarking and how it relates to cloud infrastructure. In Sect. 3,
we give an overview of Smart CloudBench and present its key components. In
Sect. 4 we explain how Smart CloudBench works. We present some benchmarking
results and discuss their significance in Sect. 5. We discuss related work in Sect. 6
and conclude the paper by discussing future work in Sect. 7.

2 Performance Benchmarking of Cloud Infrastructure

In the TaaS service model, the service provider gives consumers the capabil-
ity to provision processing, storage, network and basic computing resources on
demand. While the consumer has control over the operating system, assigned
storage and the deployed applications, it has no control over the underlying
cloud infrastructure. When a client requests and receives virtual machines from
a cloud provider, it perceives the provisioned resource as a black-box whose run-
time behaviour is unknown. The use of different virtualization techniques by
different providers affects the performance of software systems running on top
of the cloud infrastructure. Therefore, there is a need for tools and techniques to
measure and compare the performance of computing resources offered by differ-
ent cloud providers. Benchmarking is a traditional approach for verifying that the
performance of a system meets the expected levels and to facilitate the informed
procurement of computer systems. In the context of cloud infrastructure, per-
formance benchmarking can serve a number of different purposes including
(a) determining whether a particular server configuration meets the performance
criteria, (b) comparing two configurations to find out which one performs bet-
ter, and (c) determining the level of QoS that can be guaranteed to end-users of
software systems deployed on the cloud infrastructure.

2.1 Elements of Benchmarking

The key elements of any benchmarking process are (a) System Under Test (SUT),
which refers to the system whose performance is being evaluated, (b) the work-
load, which refers to the operational load that is used to test the SUT, and
(c) the test agent (TA) which is the test infrastructure that is used to carry out
the benchmark tests. In our work, the SUT is the virtual cloud server whose
performance we are interested in. It is viewed as a black box, whose operational
details are not exposed and evaluation is based only on its output. The test
agents are also deployed on cloud infrastructure as the cloud is perfectly suited to
deliver scalable test tool environments which are necessary for the different types
of performance testing. Thus, with Smart CloudBench, the cloud infrastructure
forms the test environment and can also be used as the test harness.
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There are two ways to benchmark the cloud infrastructure: micro benchmark-
ing and application stack benchmarking. While a set of micro benchmarks can
offer a good starting point in evaluating the performance of the basic components
of the cloud infrastructure, application stack benchmarking offers a better under-
standing of how a real-world application will perform when run on top of the
cloud infrastructure. Hence, we focus more on benchmarking the performance
of the entire application stack. If prospective consumers can find representa-
tive benchmarks for their in-house applications, they can design experiments to
match the internal load levels and load variations, and then test the representa-
tive application to determine how the different clouds compare performance wise
and cost wise. By using representative performance benchmarking, consumers
can quickly assess multiple cloud providers and their offerings in an objective,
consistent and fully automated manner without having to deploy their own appli-
cations on the various cloud platforms.

2.2 Performance Characteristics

Performance is a key quality of service attribute that is important to both cloud
consumers and cloud service providers. It should not only be specified and cap-
tured in Service Level Agreements (SLA) but should also be tested in order
to substitute assumptions with hard facts. For example, intuitively, a 16 GB
server with 8 vCPUs is expected to perform better than a 8 GB server with only
4 vCPUs. However, the actual performance benchmarking might reveal different
results as shown in Sect. 5. In the context of cloud-based IT solutions and appli-
cations systems, the following performance characteristics can be of particular
interest to prospective cloud consumers.

— Time behaviour: This performance characteristic captures the response time,
the processing time and the throughput rate of the software system running
on the cloud infrastructure, which subjected to a given workload.

— Capacity: This performance characteristic describes the maximum limits of the
software system parameters i.e. the number of concurrent users of the system,
the communication bandwidth, the throughput of the transactions etc.

— Resource utilisation: This performance characteristic describes the degree to
which the amounts and types of resources are utilised by the system under a
given workload. This characteristic can help identify over-provisioned and/or
under-performing resources.

2.3 Types of Performance Tests

Depending upon the objectives of performance testing, there are different types
of performance tests that can be carried out:

— Response Performance Testing: This form of performance testing is used to
measure the responsiveness and duration of an IT system. This is conducted
to understand the behaviour of the system under a specific expected load.
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The load can be the expected concurrent number of users of the system per-
forming a specific number of transactions within the set duration.

— Stress Testing: This form of testing is used to determine the boundaries of
the SUT. A heavy load is generated to simulate unusual user behaviour and is
used to determine if the system will perform sufficiently under extreme load
conditions.

— Soak Testing: This form of testing is used to determine if the system can
sustain continuous expected load without any major deterioration in perfor-
mance. It involves testing the system with a significant load continuously over
a significant period of time and observe the system behaviour under sustained
use.

— Scalability Load Test: This test is used to determine how the SUT will scale
for increasing load.

— Spike Testing: This form of testing is used to determine how the system
behaves when subjected to sudden spikes in workload - will the system per-
formance suffer, will it fail or will it successfully handle the dramatic changes
to load.

3 Overview of Smart CloudBench

In this section we present a detailed description and reference architecture for
Smart CloudBench. Smart CloudBench is a configurable, extensible and portable
system for the automated performance benchmarking of cloud infrastructure
using representative applications from a suite of benchmark applications. It also
enables the comparison and ranking of different cloud service offerings based on
user requirements in terms of infrastructure specifications, application perfor-
mance, costs, security, geographic location, compliance, regulatory requirements
and other requisite criteria [1,2]. It forms a key component of the larger Smart
Cloud Broker suite? which comprises of the following additional components:

— Smart CloudMonitor - is a solution that enables the monitoring of cloud
resource consumption patterns. It can be used in conjunction with Smart
CloudBench to monitor cloud resource utilization during benchmarking in
order to identify over-provisioned and under-performing configurations.

— Smart CloudPurchaser -enables the automated procurement and consumption
of computing resources based on business rules specified by the cloud consumer
(3,4].

— Smart CloudMarketplace - offers an open electronic market where multiple
cloud consumers and providers can efficiently trade IaaS based on the supply
and demand mechanisms.

The main components of Smart CloudBench include:

— Benchmark Orchestrator (BO) - This is the main module of Smart Cloud-
Bench. It orchestrates the automated performance benchmarking of TaaS

www.smartcloudbroker.com


www.smartcloudbroker.com

64

M. Baruwal Chhetri et al.

clouds. It controls the entire process including benchmark and provider selec-
tion, workload description, resource management, workload generation, work-
load execution and result collection. It automates all the tasks that would be
manually carried out in a normal benchmarking exercise.

Cloud Comparator (CC) - This module allows users to automatically com-
pare the different cloud providers based on the cost and configuration of the
offered servers (which is stored in the provider catalog database), and the
performance benchmarking results stored in the benchmark results database.
Report Generator generates test reports in different formats including graph-
ical, tabular and textual formats for consumption by both technical and non-
technical users. Visualizer component allows users to visualize the test results
and use different ranking and evaluation criteria to rank them.

Cloud Manager (CM) - This module performs fundamental cloud resource
management. Instance Manager (IM) procures appropriate instances on the
different providers - both for the System Under Test (SUT) and the Test
Agents (TA) based on the resource provisioning instructions from the BO. It
is also responsible for the decommissioning of the instances at the end of each
test. Virtual Machine Image (VMI) Manager is responsible for creating and
maintaining virtual machine images on the different cloud providers. Common
Cloud Interface (CCI) provides a common interface to different public cloud
providers and enables the automated management of cloud instances including
instantiation and termination.

Cloud Provider and Benchmark Catalogs - Smart CloudBench maintains a cat-
alog of supported IaaS providers and their offerings. It also maintains a catalog
of supported benchmarks for the different types of representative applications.
Benchmark Results Database - The results of the performance benchmarking
are stored in the benchmark results database and can be used for analysing
the evolution of cloud performance over time.
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Workload Workload u catalog
§ Description Generation Cloud Manager EC2
=
t Manager | Manager RACKSpace
3 Common Cloud Google
= Cloud Comparator Interface e
ure
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Results

Fig. 1. Smart CloudBench architecture
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— User Interface (UI) - The user interacts with Smart CloudBench through a
browser-based UI (Fig. 1).

4 Using Smart CloudBench

In this section, we explain the steps involved in executing a typical benchmark
using Smart CloudBench (see Fig.2). We also include relevant screenshots to
illustrate the usage scenarios (see Fig. 3).

— Provider Selection - In Step 1, the user selects the specific cloud providers and
resource configurations to test. This selection is done based on user require-
ments, which could include resource configuration, cost, geographic location,
supported operating systems etc.

— Benchmark Selection - In Step 2, the user selects the representative bench-
mark application/s from the list of available benchmarks that is to be used to
evaluate the performance of the selected cloud server configurations.

— Workload Specification In Step 3, the user defines different scenarios to be
tested against the selected benchmark. The request (comprising of the selected
benchmark, test scenarios, and cloud servers to be tested) is submitted to the
BO. The first and second steps can be used interchangeably.

— Instance Procurement - In Step 4, the BO receives the benchmarking request
and directs the CM to procure the required cloud server instances from the
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Fig. 2. Smart CloudBench workflow
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selected providers. Technically, the CM generates requests to the required
cloud provider’s APIs in order to launch VMs with specific server configura-
tions as specified in Step 1. Pre-built images containing the packaged appli-

cations are used to start up the SUT and the TA.
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— Benchmark Ezecution - In Step 5, the BO executes the benchmark by issuing
remote calls to the test agents running on the newly started cloud machines
and waits for the benchmark results to be returned to it.

— Result Collection - On completion of the tests, the TAs return the benchmark-
ing results to the BO in Step 6.

— Report Generation and Visualisation - In Step 7, the BO updates the Bench-
mark Results Database. The user can visualize the results either in tabular
format or in graphical format. The reports combine the pricing and configura-
tion information with the performance results. Users can use the test results
for further analysis and decision-making.

— Instance Decommissioning - Once the tests have finished, the BO requests the
CM to decommission the instances that were initally started up for the tests
in Step 8.

— Report Analysis - In Step 9, the user can analyze the test results returned by
Smart CloudBench.

5 Benchmarking Results

In this section, we describe the experimental environment we have used to
demonstrate and validate the usefulness of Smart CloudBench. The represen-
tative benchmark application that we have used in our experiments is TPC-W
[5], which simulates an on-line retail store. We have selected this particular
application because it represents the most popular type of application running
on the cloud and its behaviour is relatively simple and well understood. We
first describe the experimental setup and the measured metrics followed by the
results of the benchmarking tests performed on 3 different servers offered by a
large IaaS provider in Australia.

5.1 TPC-W Benchmark

The TPC-W application models an online bookstore which is representative of
a typical enterprise web application. It includes a web server to render the web
pages, an application server to execute business logic, and a database to store
application data. It is designed to test the complete application stack and does
not make any assumptions about the technologies and software systems used in
each layer. The benchmark consists of two parts. The first part is the TPC-W
application which supports a mix of 14 different types of web interactions and
three workload mixes, including searching for products, shopping for products
and ordering products. The second part is the remote browser emulation (RBE)
system which generates the workload to test the application. The RBE simulates
the same HTTP network traffic as would be seen by a real customer using the
browser. An open source implementation of TPC-W is available online.3

3 Source code is available for both the TPC-W benchmark server implementation as
well as the client implementation (TA) is available online at http://www.cs.virginia.
edu/th8k/downloads/.
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During each benchmarking cycle, the TPC-W client generates a random num-
ber of simultaneous requests to the server, depending on the specified number of
emulated browsers. A single emulated browser can request only one web-page at
a time. The client also simulates the waiting time between the browsing sessions
of each emulated user. The server responds to the requests of the client by gen-
erating the corresponding web-pages. In case the request time exceeds 25s, the
request is dropped by timeout. The total number of requests that are made in a
single benchmarking cycle varies depending on the response time. If the server
cannot cope with the workload, the average response time and the number of
timeouts will be high. In such case the number of generated requests will be
lower, than when the server is capable of handling the generated workload and
responds faster to the incoming requests.

5.2 Experimental Setup

We selected three large servers - 8GB, 16GB and 24GB servers (as shown in
Table 1) to run the benchmark application on. The workload for each server was
generated from separate test agents which operated on 24GB servers. Both the
SUT and the TAs were located in Sydney. Workloads of 500 and 1000 concurrent
clients were used to test the server performance over time. The benchmarking
tests were run in parallel for 5 full days starting on Friday, 23/08/2013 at 6 pm
and finishing on Wednesday, 28/08/2013 at 6 pm.

Table 1. Configurations of the instances used in the benchmarking experiments (prices
correct on 23/08/2013)

Server RAM (GB) vCPU Price (AUD/h)
S1 8 4 0.629

S2 16 8 1.246

S3 24 8 1.8

The benchmarking exercise was configured to run as follows. The duration
of each benchmarking cycle was set at 5 min.; 2-2.5 min. for the benchmarking
exercise and 2.5-3 min. pause before resuming the next round of testing. We
paused at the end of each benchmarking cycle in order to minimise the impact
of the congested server requests on the server performance in the next bench-
marking cycle. As part of the benchmarking exercise, we collected the following
metrics:

— Average Response Time (ART)

— Maximum Response Time (MRT)

— Total Number of Successful Interactions (SI)
— Total Number of Timeouts (T)
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Fig. 4. Average and maximum response time (over time)

5.3 Discussion of Results

The results of the benchmarking exercise are presented in Figs.4 and 5. The
figures display the average response time, the maximum response time, the total
number of successful interactions and the total timeouts, all measured over time.
The black zones around the average figure (white line) represent the variance of
performance in a particular hour. On analysing the benchmark results, we made
the following observations.

— Performance of 16GGB server is significantly lower compared to that
of 8GB and 24GB servers. In Fig.4 we can see that the ART of the
16GB server fluctuates consistently between 6 and 8s. In contrast, 8GB and
24GB servers have a much better ART, which is on-average around 4s until
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Saturday midnight and then drops to around 2 s afterwards, showing improved
performance. However, the 8 and 24GB servers do have several spikes, where
the performance drops significantly, whereas the 16GB server shows more
consistent performance. If we compare the price of the three servers, we can
see that the 16GB server is nearly twice as costly as the 8GB server, and
the 24GB server is nearly three times more expensive than the 8GB server.
However, the performance of the 8GB server is better than that of the 16GB
server and comparable with that of the 24GB server (for the workload of 500
and 1000 concurrent users). These results give a clear indication that making
assumptions about the performance of cloud infrastructure based on the price
and the specification is not a good decicion-making approach.

The server performance varies quite significantly over time. We can
observe that the performance of the 8 and 24GB servers improved significantly
on Sunday; the ART dropped from 4 to 2s and the total number of client-
server interactions increased up to 1000 requests, while the number of requests
timeouts dropped to insignificant value. A potential reason for such behaviour
could be CPU bursting which is essentially the availability of additional CPU
cycles due to less CPU contention.

When the workload increases the server performance becomes more
predictive. In the case of all three servers we can observe that when the
workload increases, the deviation in server performance becomes smaller. Such
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behaviour is most likely linked with the way the TPC-W client generates the
requests to the server. As TPC-W simulates the real user behaviour, each
emulated browser requests a web-page and waits for the server response before
issuing another request to the server. Obviously, when the server is congested,
it takes longer time to respond and fewer requests are generated in a single
benchmarking cycle (about 150s). As a consequence, it is possible that 500 and
1000 EBs can generate the same number of requests. We can see in the Fig. 5
that the 16GB server is overloaded and receives 2500 requests in total; however
the 24GB server receives 5000 requests, which is twice more. Moreover, when
the server is not capable to cope with the generated workload more requests
are dropped by the timeout.

6 Related Work

There are a number of commercial and academic tools that provide support for
cloud performance benchmarking. CloudHarmony? provides an extensive data-
base of benchmark results for a fee across a number of public cloud providers
using a wide range of benchmark applications. Cloud Spectator® is another
provider which carries out periodic benchmarking and publishes the results in
reports which can be purchased. ServerBear® measures CPU, 10, IOPS and net-
work performance and provides customised reports against selected providers for
a fee. Cedexis” offers tools for the real time monitoring of response times to over
100 cloud providers and Global Delivery Networks.

There are also several academic research projects in this area. CloudCmp 8]
is a framework to compare cloud providers based on the performance of the var-
ious infrastructure components including computation, scaling, storage and net-
work connectivity. CloudProphet [9] is a tool to predict the end-to-end response
time of an on-premise web application when migrated to the cloud. CloudSuite
[6] is a benchmark suite for emerging scale-out workloads. CloudRank-D [11]
is a benchmark suite for benchmarking and ranking the performance of cloud
computing systems hosting big data applications. SkyMark [7] is a tool that pro-
vides support for micro performance benchmarking in the context of multi-job
workloads based on the MapReduce model. The Cloud Architecture Runtime
Evaluation (CARE) framework [10] evaluates cloud platforms by using a num-
ber of pre-built, pre-configured and reconfigurable components for conducting
performance evaluations across different target platforms.

There are three key features that differentiate Smart CloudBench from the
other cloud performance benchmarking tools. The first feature is real-time bench-
marking - users can conduct live, real-time benchmarking of selected cloud
providers and servers (they can also make use of historical benchmark results).
The second feature is the ability to customize workloads. Users are not restricted

4 http://cloudharmony.com/benchmarks

® http://www.cloudspectator.com/

5 http://serverbear.com/

" http:/ /www.cedexis.com /products/radar.html
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to pre-defined workloads but can instead specify workloads that are representa-
tive of their own in-house workloads making the benchmark results more mean-
ingful and relevant. The third feature is the ability to do performance baselining.
Users can baseline the performance of cloud servers against a wide range of work-
loads. This helps them select the cloud configuration and provider with the most
appropriate specifications that best meet the user’s requirements.

7 Conclusion

Prospective cloud consumers would like to obtain a quick assessment of the price,
specification and performance of different TaaS providers before making any
migration decisions. While the pricing and specification is public information,
the performance of computing infrastructure is unknown. The use of different vir-
tualization technologies by cloud providers impacts the performance of software
systems running on top of the their infrastructure. The only way to get a mea-
sure of cloud infrastructure performance is by benchmarking software systems
on it rather than relying on assumptions based on price and specification. In this
paper, we have presented Smart CloudBench, which allows the automated execu-
tion of representative benchmarks on different IaaS clouds under representative
load conditions to quickly estimate their performance levels. It helps decision-
makers make informed decisions about migrating their in-house systems to the
cloud by evaluating available options based on their price, specification and per-
formance. Users of Smart CloudBench can design different types of experiments
to test the performance of representative applications using load conditions that
match the load levels of their own in-house applications. Smart CloudBench is
particularly useful for organizations that do not possess the time, resources and
in-house expertise to do a thorough evaluation of multiple cloud platforms. Tests
conducted using it show that higher price does not necessarily translate to better
or more consistent performance and highlight the need for tools such as Smart
CloudBench to provide greater visibility into cloud infrastructure performance
and to aid in the cloud migration decision-making process.
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