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Foreword

The Australasian region can be justifiably proud of its vibrant community of
researchers and practitioners committed to services research and innovation. The
Service Science Society of Australia represents this community and seeks to promote
service innovation in all sectors of the Australian economy.

The society organizes the annual Australian Symposium on Services Research and
Innovation (ASSRI), which also serves as its annual meeting. The first two symposia
in this series were primarily community-building events. The Third Australian
Symposium on Services Research and Innovation, which took place November 27–29,
2013, in Sydney, was a much larger event with many new features. Firstly, it
put together a rigorously refereed research track with an international Program
Committee. Secondly, it included three keynotes from international speakers: Eric
Dubois (Public Research Centre Henri Tutor, Luxemburg), Christof Weinhardt (KSRI,
Germany), and Jean-Jacques Dubray (Convergence Modelling LLC, USA). Thirdly,
there were many industry-led invited presentations on service innovation topics in the
areas of big data, e-health services, service compliance, and creative industries.
Finally, there was a Panel Discussion around the Future of Service Science facilitated
by Hamid Motahari (IBM Research Almaden).

These are the proceedings of the ASSRI 2013 research track, which represent the
best in innovative thinking from this community (and beyond). These papers also
reflect the progress toward achieving a multidisciplinary synthesis of approaches to
address services research challenges.

April 2014 Fethi Rabhi
Aditya Ghose



Preface

Service Research and Innovation: Emerging Developments

In recent years, there is a growing recognition among researchers and policy makers of
the primacy of the service sector in the overall economic landscape of both developed
and developing countries. This, however, is not fully reflected in the research priorities
of universities, research agencies in both the public and private sector that engage in
applied research, and funding bodies world-wide. The productivity levels in the service
sector continue to lag behind the traditional goods-based manufacturing, mining, and
agricultural sectors. Yet, service industries offer significant potential for large-scale
innovation and productivity growth by exploiting the developments in information,
communications, and related technologies. Moreover, the gap between goods and
services-based industries is narrowing as a result of what has come be to be referred to
as the ‘‘servitization’’ of many of the activities in the goods production life cycle.

The papers included in this edited book represent a small sample of contemporary
research that attempts to document and advance the transformative role of the
evolving service sector and to expand on the critical role of the information and
communications technologies (ICT) in this transformation. The contributions are
multidisciplinary in scope and cover strategic, organizational, and technological
dimensions. They range from purely conceptual to concrete implementations and
testing of service-related technological platforms. Taken together, these papers pro-
vide a snapshot of the critical concerns and developments in service-related research
and cover some of the key areas of research focus.

The eight contributions included in this volume were selected from the 18 papers
submitted to the Third Australasian Conference on Service Research and Innovation
held in Sydney, Australia, during November 27–29, 2013. Each paper received three
reviews. Based on the reviews, the authors of the selected papers were given the
opportunity to revise and resubmit their papers for publication in this proceedings
volume.

The first two papers by Vijaya Murthy and Olivera Marjanovic (‘‘Understanding a
Transformation Process from Product-Centric to Customer-Centric Services in a
Financial Institution – A Work System Perspective’’) and Eng K. Chew (‘‘An Inte-
grative Design Framework for New Service Development’’) provide a coherent
characterization of the ‘‘service system,’’ which constitutes the basic unit of analysis
in the broader discourse on services and service economy. The central thrust of
the Murthy and Marjanovic paper is on the transition from a product-centric to a
customer-and-service-centric view of organizations and the strategic, cultural, and
organizational changes that this transition entails. The transition process is analyzed
through the theoretical lens provided by work systems theory (WST). The empirical
segment of the paper is a comprehensive case study of a financial services company
that details the transition of its services structured around specific financial products to



new ones re-designed around the customer. This paper illustrates the main challenges
and tensions during three distinct phases of the transition and provides a glimpse of
the competitive effects of the transformation. Eng K. Chew adopts a normative design
perspective. He proposes and exemplifies a customer-centric, integrative design
framework for new service development (NSD). The need for the design framework to
be aligned with the organization’s service strategy is emphasized.

The next three papers by Chhetri et al. (‘‘Smart Cloud Broker – Test Drive the
Cloud Before You Buy’’), Karunakaran et al. (‘‘Decisions, Models and Opportunities
in Cloud Computing Economics: A Review of Research on Pricing and Markets’’),
and Joukhadar and Rabhi (‘‘Effective Governance During SOA Lifecycle – Theory
and Practice’’) deal with the technology infrastructure for services in general and
service computing in particular. Cloud platforms and service-oriented architecture
models in combination offer one of the most significant technological innovations that
has transformed the way many services are conceptualized and delivered. The paper
by Chetri et al. makes an important contribution to the problem of cloud vendor
selection by developing and testing the Smart CloudBench, which is a suite of soft-
ware tools that enables prospective purchasers of cloud infrastructure services to test
drive the diverse offerings and to select the best alternative based on price, specifi-
cation profile, and performance. This automated, on-demand, and customizable tool
has been tested extensively and has the potential to take much of the guesswork out of
cloud service acquisition decisions. Karunakaran et al. provide a comprehensive
review of the key decisions and models in the context of the economics of cloud
computing. Joukhadar and Rabhi highlight the importance of service-oriented archi-
tecture (SOA) governance and attempt to analyze the gap between theory and practice
in this area. This paper also identifies the specific roles of governance in the different
stages of the SOA lifecycle.

The final set of three papers deal with emerging concerns and domain-specific
issues in service-related research. Hashmi et al. (‘‘Normative Requirements for
Business Process Compliance’’) address the problem of ensuring the regulatory
compliance of the underlying business processes. The authors present the develop-
ment and implementation of a compliance checking methodology. A preliminary
evaluation of the implemented system is also included. Chen and Rabhi (‘‘An RDR-
Based Approach for Event Data Analysis’’) propose a useful approach to detecting
event patterns using a rules learning framework called ripple-down rules (RDR) and
demonstrate its capabilities based on a real-world scenario involving financial data
analysis. Motamari (‘‘A Six-Cell Services Comparison Model for Healthcare’’) pro-
poses a healthcare service design framework based on a comprehensive review of the
extant literature of healthcare services, especially in the context of the needs of
developing countries.

April 2014 Joseph G. Davis
Haluk Demirkan

Hamid R. Motahari-Nezhad

VIII Preface
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An RDR-Based Approach for Event
Data Analysis

Weisi Chen(&) and Fethi Rabhi

School of Computer Science and Engineering,
University of New South Wales, Sydney, Australia

chenw@cse.unsw.edu.au, f.rabhi@unsw.edu.au

Abstract. Event data analysis is becoming increasingly of interest to academic
researchers looking for patterns in the data, contributing to the emergence and
popularity of a new field called ‘‘data intensive science’’. Unlike domain
experts working in large companies which have access to IT staff and expen-
sive software infrastructure, researchers find it harder to efficiently manage
event processing rules by themselves especially when these rules increase in
size and complexity over time. In this paper, we propose an event data analysis
platform intended for non-IT experts that facilitates the evolution of event
processing rules according to changing requirements. This platform integrates a
rule learning framework called Ripple-Down Rules (RDR) operating in con-
junction with an event pattern detection process invoked as a service. This
solution is demonstrated on real-life scenario involving financial data analysis.

Keywords: Event-based data � Event processing � Event data model � Data
intensive science � Ripple down rules

1 Introduction

An event is ‘‘anything that happens, or is contemplated as happening’’ [1] at a certain
time. Examples of events in the real-world are very diverse and include financial
trades and quotes, banking transactions (ATM, online, credit card use, etc.), news
broadcast, aircraft movements, sensor outputs, updates in social media sites (e.g.
Facebook), network communication message deliveries or computer systems man-
agement activities. We refer to large collections of event occurrences recorded in the
form of data as ‘‘event data’’ or ‘‘event-based data’’. For many years, event data
analysis has been conducted by the business sector for many purposes such as
studying market trends, improving the efficiency of operational processes and gath-
ering business intelligence.

To conduct event analysis tasks, domain experts have to rely on IT experts either
to implement a bespoke program/service or to customize an event processing system
(EPS) according to their needs. Because of constant changes in business needs and the
environment, domain experts need to communicate their new requirements to IT
experts all the time to update and maintain the event data analysis business logic. In
terms of rule management, Luckham [2] claims that managing large sets of event
processing rules is a challenge which has not yet been effectively tackled. In present

J.G. Davis et al. (Eds.): ASSRI 2013, LNBIP 177, pp. 1–14, 2014.
DOI: 10.1007/978-3-319-07950-9_1, � Springer International Publishing Switzerland 2014



event processing systems, rule sets are normally very simple. When it comes to large
and complex rule sets, one typical way an event data analysis process can be sup-
ported is illustrated in Fig. 1. On the one hand, the knowledge engineer manages the
rule set and on the other hand, the IT expert implements the rules according the
underlying software infrastructure. There could be a multitude of domain experts
defining new rules so the knowledge engineer need to constantly cooperate with IT
experts to manage event processing rules particularly when the size of the rule set
becomes large.

More recently, event data analysis is becoming increasingly of interest to aca-
demic researchers looking for patterns in the data, contributing to the emergence and
popularity of a new field called ‘‘data intensive science’’ [3]. Unlike domain experts
working in large companies and having access to IT staff and expensive software
infrastructures, researchers tend to conduct the analysis mostly by themselves using a
range of data processing and statistical tools. Therefore, there is a need to enable
analysis of event data by domain experts who have limited IT expertise and fewer
resources available to them. Whilst the prime motivation of investigating solutions
would be of interest to academic researchers, this research avenue would also be
relevant to Small and Medium Enterprises (SMEs) looking for simple and cost-
effective event data analysis solutions.

In this paper, we propose an approach to enable domain experts to manage event
data analysis with little or no IT expert intervention by:

• Integrating a rule learning framework supporting incremental acquisition that
enables domain users to define and add rules by themselves;

Domain ExpertIT Expert

Event Data 
Analysis

Event-
pattern

rules

Knowledge
Engineer

Maintain tools

Implement event patterns

ana
M

tes
elur

eg

Co
nd

uc
t

Define/Modify RulesCollaborate

Fig. 1. Evolution of an event data analysis process.
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• Providing event pattern detection as a service (EPDaaS) in a way that allows
domain users to conduct event processing without the concern about which event
processing language/engine to use.

The rest of the paper is organized as follows. In Sect. 2, we summarize the related
research efforts on event data analysis. Section 3 explains our proposed approach. In
Sect. 4, we apply our approach to a real-life case study – data cleansing on financial
data – to validate our proposed architecture. Section 5 concludes the paper and pre-
sents the direction of our future work.

2 Background

2.1 Basic Assumptions

There are several unique characteristics of event data; the primary ones are as follows:

• Time-based: Event data represent or record events, flowing in time-streams.
Compared with normal data, event data has a temporal axis in the data schema. To
be precise, every event data record is affixed with a timestamp as well as other
attributes when it is created. Due to this feature, an event database can also be called
time-series database.

• High flow rate and huge volume: Normally, new event data is continuously coming
in to guarantee the timeliness of the data. Also, event data records are generated and
stored in huge volumes, containing data for years.

• Immutable: On account of the high flow rate of event data, each record comes in
and will never be modified.

• Referable: Any event record may be relevant to previous records and can be
referred to other relevant records on some conditions such as within a certain time
window, several days before or after the current event, etc.

• Influential: Any new event may generate a bunch of new events. For instance,
financial market event data represent stimuli, market state transitions and outputs,
each of which is issued followed by a chain of responses such as state changes and
new outputs.

We view event data analysis as primarily the process of detecting patterns in the
data and taking a number of actions accordingly. An example is described next
followed by a review of existing work in this area.

2.2 Motivating Example

This example involves the analysis of Sirca’s daily data [4] by academic researchers.
Often, financial time-series analysis requires the computation of a company returns
over a period of time. However, the value of these returns is affected by corporate
actions such as the issuing of dividends. A dividend denotes a payment made by a firm
out of its current or accumulated retained earnings to its owners, which gives rise to a
fall of the stock price by the dividend amount on the executive date. Although the

An RDR-Based Approach for Event Data Analysis 3



information on corporate actions is available in the data, processing it is a non-trivial
task due to the need to deal with duplicate dividend announcement records. Table 1
illustrates different cases for handling this problem. In most cases (e.g. Table 1(a)),
duplicate events are just recording the same dividend announcement for multiple
times. The initial logic of duplicate dividend detection is:

If there are two Dividend events issued at the same event time (Date)
Then it is a duplicate so delete the first one

After a while, domain users may find this logic gives wrong decisions and actions
in a new case (e.g. Table 1(b)), so they have to change the rule into:

If there are two Dividend events with the same event time (Date) and Div ID
Then it is a duplicate so delete the first one

Soon later, due to another new case (e.g. Table 1(c)), this rule has to be again
modified into:

If there are two Dividend events with the same event time, the same Div ID, and the payment
status of these two events are both marked ‘approved’ (‘APPD’), and the values of ‘Div Delete
Marker’ are both 0

Then it is a duplicate so delete the first one

Table 1. Different cases in duplicate dividend detection

(a) Case 1 simple duplicate dividend records
#RIC Date Type Div 

Ex Date
Div 
Amt

Div ID Div 
Delete 
Marker

Payment 
Status

ABC 12/08/2012 Dividend 11/09/2012 0.07 7885540 0 APPD
ABC 12/08/2012 Dividend 11/09/2012 0.07 7885540 0 APPD
(b) Case 2 although these two dividends are issued at the same time (Date), the Div IDs are 

different which indicates that these are two different dividends rather than a duplicate.
#RIC Date Type Div 

Ex Date
Div 
Amt

Div ID Div 
Delete 
Marker

Payment 
Status

ABC 12/08/2012 Dividend 11/09/2012 0.07 7885540 0 APPD
ABC 12/08/2012 Dividend 11/10/2012 0.07 7926058 0 APPD
(c) Case 3 the first dividend is proposed (PROP) and has been deleted (Delete Marker = 1), 
which is considered to be an out-dated record; the second dividend is an update so this case is 

not a case of a duplicate dividend to be detected.
#RIC Date Type Div 

Ex Date
Div 
Amt

Div ID Div 
Delete 
Marker

Payment 
Status

ABC 12/08/2012 Dividend 11/09/2012 0.08 7885540 1 PROP
ABC 12/08/2012 Dividend 11/09/2012 0.07 7885540 0 APPD

4 W. Chen and F. Rabhi



In real-world event processing, rules are never ‘‘perfect’’ as there are always
exceptions against existing rules. As an extension of the example above, the defined
data cleansing rules built for Australian stock data may be applied to other country’s
stock data, e.g. the German stock data, with similar but not exactly the same logic,
which requires additional modifications to the rules which can be even more com-
plicated than the example above. This also explains why IT experts and knowledge
engineers are always needed to evolve the program or system; in many cases, they
have to develop a number of various applications for different or even slightly dif-
ferent event processing tasks.

2.3 Related Work

According to the book Event Processing in Action [5], event processing is ‘‘com-
puting that performs operations on events’’. The main operations on events include:

• Filter: reducing the overall set of events to be processed by an event-processing
system to those events that are actually relevant for the given processing task, e.g.,
removing erroneous or incomplete data.

• Transformation: changing event instances from one form to another, including
translation, splitting, aggregation, composition, etc.

• Pattern Detection: finding a particular pattern by examining a collection of events.

An event processing system is typically a dedicated platform that provides
abstractions (event processing logic) for operations on events that are separated from
the application logic (event producers and event consumers). This can reduce the cost
of development and maintenance. Event processing logic is expressed by event pro-
cessing languages (EPLs). A stream of event data is fed into the EPS and the event
processing language code is executed, then a list of actions is generated (Fig. 2).
Table 2 lists different types of event processing languages. These languages all have
advantages and disadvantages that reflect the usual tradeoffs between simplicity and
expressiveness. Therefore, whatever EPL/EPS the domain user uses, there might
always be limitations, and switching is by any means troublesome. This is to say that
the performance of the event data analysis largely depends on the selected EPL/EPS.

In the book The Power of Events [1], Luckham have defined event processing
rules as ‘‘the foundation for applications of complex event processing (CEP)’’.
Although some work has realized that user customization of the system according to

List of ActionsEvent Stream

Event processing 
language code

Fig. 2. An event data analysis process.
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their needs is an important criterion for EPS [7], most efforts are focusing on the
operational issues, e.g. event processing language expressiveness and performance
[8], rather than event processing rule management. Most work on EPS does not
support user-driven event data analysis no matter how good the language expressivity
is. Among the very limited discussion on event processing rule management, there are
two important insights:

• Reuse of existing event patterns is of great importance for efficiency [9].
• The idea of rule templates are suitable for EPS for completing rules as well as

decoupled ‘‘building blocks’’ of rule logic [10].

We agree with these insights. However, the use of rule templates is not sufficient
to eliminate rule re-building efforts when modifying the rule. In most cases, the same
IT expert and/or knowledge engineer who built the existing rule set (rule base) are
needed to re-build the entire rule set. Besides, most literature on event processing rule
management tends to focus on building each single rule and disregard the manage-
ment of the rule base as a whole. It has been proved in the knowledge acquisition
community that when the size of the rule base becomes huge, it would be very difficult
to maintain the rule base, as any modification of the rule base may cause the system
collapse [11]. Thus in most existing EPSs, as rules may be closely associated with
each other, it is difficult to keep track of changes effectively.

3 Proposed System

3.1 Architecture

In this paper, we are proposing a novel approach to facilitate incremental event
processing rule definition, which is desirable to eliminate event processing rule-
rebuilding, to enhance the reuse of existing event processing rules, to keep track of
event processing changes, to simplify rule management process, and to avoid rule base
collapse. Our architecture enables domain experts to manage rules, define simple
event patterns or build event patterns upon existing ones. In addition, the event data
analysis system can be incrementally enhanced by domain users. In this case, IT

Table 2. Types and examples of event processing languages

Language type Language/product [5, 6]

Stream-oriented (SQL extension) Aleri, Esper, CQL

Rule-oriented Production rules DROOLS fusion, TIBCO BusinessEvents
ECA rules Amit, IBM WebSphere Business Events
Logic programming Etails, Prova

Imperative MonitorScript, Netcool Impact policy
language

Event processing framework or library for a general
purpose programming language

Progress Apama

6 W. Chen and F. Rabhi



experts will only play one role in the data analysis process: to define and deploy
complex event patterns.

The proposed architecture illustrated in Fig. 3 has two components – a rule-based
system and an event pattern detection as a service (EPDaaS). In order to achieve
‘‘incremental management’’ and eliminate clashes, we utilize a framework called
Ripple Down Rules (RDR) in the rule-based system to route the event processing
logic, which can organize and maintain the rule base more effectively [11]. Unlike
other rule management systems, RDR is an error-driven, incremental rule acquisition
framework, which enables domain experts to evolve the system solely by themselves
and eliminates the risk of corrupting the rule base because all existing rules are never
changed, which reserve the existing decision logic of the event processing. When
errors occur, RDR allows users to capture the characteristic of the new case as an
‘‘exception’’, and add a new rule to quickly recover the degraded performance. The
case that prompted the addition of a rule is called a cornerstone case, which is stored
along with the rule and is used to be compared with new cases by the domain experts.
It has been proved that the whole processing of adding a rule including checking
cornerstone cases takes only a couple of minutes [12].

In this architecture, the EPDaaS has a service interface that has the ability to
invoke any underlying EPS (using any EPL) to detect event patterns. When invoked
with an event pattern type and a reference to an event stream, EPDaaS will select one
available/suitable EPS, run the corresponding EPL code and finally return event
pattern occurrences in this event stream, abstractions or aggregations of these

request to 
detect event patterns

Domain Expert

Service
Interface

Event Pattern 
Rule Manager

Event Pattern 
Rule Processor

ManageApply

Event Pattern 
Definition

and EPL Code 
Database

Rule Base

event pattern occurrences,
abstractions or aggregations

Fig. 3. Proposed EP-RDR architecture
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occurrences. The role of the RDR component is to allow incremental definition of
rules based on the presence of event patterns – each event ‘‘situation’’ is represented as
an event pattern in a rule. The architecture provides the link between the RDR and the
EPDaaS components, i.e. the RDR component sends a request to detect an event
pattern, and the EPDaaS responds with event pattern occurrences back to the RDR.
Finally, RDR will generate a list of actions on the original event stream, which will be
inspected by the domain expert. One of the advantages of this architecture is that for
different event data analysis, the only things that have to be changed are the rule set
and the choice of the EPS invoked by the EPDaaS component; the RDR component,
however, does not have to be changed. IT experts are not involved in rule management
but managing the EPL code in the database. We call this architecture Event-
Processing RDR (EP-RDR).

3.2 Overview of Event Processing Rules

Generally, an event processing RDR rule can be:
If 

an event pattern occurs
Then

case action; 
inference action: go to rule a

Else
inference action: go to rule b

If an error is found in a new case, domain experts can use the Event Pattern Rule
Manager to associate a new event-based rule to the rule that causes the error. Table 3
illustrates the evolution of duplicate dividend rule in EP-RDR. Table 3(a) is a sample
of the initial rule set, in which Rule 4 handles a duplicate dividend case in Table 1(a).
The domain user executes this rule set and finds out an error occurs on Rule 4 due to

Table 3. (a) A sample of the original rule base for event data cleansing. (b) The evolved
sample of rule base for event data cleansing.

(a)

Rule No. Event pattern ID Action Inf. action
(true)

Inf. action
(false)

... ... ... ... ...
4 4 Delete duplicate Div to rule 5 to rule 5
... ... ... ... ...
7 7 Report it as an error exit exit

(b)

Rule No. Event pattern ID Action Inf. action
(true)

Inf. action
(false)

... ... ... ... ...
4 4 Delete duplicate Div to rule 8 to rule 5
... ... ... ... ...
7 7 Report it as an error exit exit
8 8 Retrieve the last action to rule 5 to rule 5

8 W. Chen and F. Rabhi



the case in Table 1(b); then the domain user can add a new rule (Rule 8) to take the
attribute Div ID into account. The new rule is attached to Rule 4, whose Inf. action
(true) is modified (Table 3(b)). Also, the case in Table 1(b) – the cornerstone case – is
stored together with Rule 8. Table 4 shows a summary of the event pattern types used
in this example.

Figure 4 illustrates how an event processing rule is added. Before defining a rule,
an event pattern must be newly defined or selected from the pre-existing event patterns
via an event pattern definition GUI. Note that every time a new pattern is defined, it is
saved so that all defined event patterns can be re-used when building new rules. After
defining or selecting the event pattern, the domain expert can use a rule definition GUI
to define the rule and associate the pattern with the condition and action of the rule.

3.3 A Dynamic View of EP-RDR

Figure 5 demonstrates the business process associated with event-pattern RDR rule
execution. For each single rule being processed on an event, the RDR engine sends a
request to the EPDaaS with three inputs:

• (1) the key of the event pattern to be detected (the key is used as an index in the
event pattern definition and EPL code database);

• (2) a reference to the event stream to be searched from, along with a reference event
to be used as the original point to detect the particular event pattern occurrence(s).

For each occurrence sent back by EPDaaS, RDR will then assert the action
according to the rule and go to the next rule according to the inference defined in the
rule. After processing all rules on all events, a log with a list of actions and a track of

Table 4. Event pattern types used in rule base example

Event pattern ID Event pattern definition

4 Another dividend event is before the current dividend with the same date
7 Missing an End Of Day event on the effective date of a capital change event
8 Two dividend events have different Div ID

Event Pattern 
Definition GUI

1. Define simple patterns 
or select an existing pattern

Event
Pattern

Definition

Rule Definition 
GUI2. Define a rule

4. Add the rule
Rule Base

3. Associate a pattern with the rule

Domain Expert

Event Pattern Rule Manager

Fig. 4. Event processing rule management.
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all ‘‘decisions’’ made during execution will be generated for the domain expert’s
inspection. Figure 6 shows what the domain expert has to do after the rule execution
process: inspect the result; if an error is found due to a case, the domain expert can add
a new rule, where the cornerstone case is stored.

To enable communication between the RDR engine and the EPDaaS, we have
designed a new event data model (see Fig. 7), which allows the architecture to be
independent from any particular event processing language.

There are two sub-types of events, i.e. simple events and complex events. A
complex event is generated by an event pattern occurrence that matches a particular
event pattern. Each event pattern occurrence involves a number of events, which can
be simple events as well as complex events. All events have a number of attributes

RDR Engine EPDaaS

Apply the rules set

Request: (1) Event pattern key
(2) Event stream

Respond: Event pattern occurrences

If next rule is not “exit”

Domain Expert

Apply rules 
on Event e

Associate the first rule
 as “current rule”

Apply the current rule
Determine the pattern
associated in the rule

load EP definition;
run the selected code

EP
Definition
and EPL 

Code
Database

Determine action
Determine next rule Rule Base

Associate the rule
 as “current rule”

If next rule is “exit”More events?
Yes

Event
Pattern Rule 

Processor

Return actions

Apply rules set
on event stream

Select next event e

No:
Return all actions

EP
Definition
and EPL 

Code
Database

Fig. 5. Apply rules on events.
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including ‘‘event time’’ that has a timestamp and ‘‘event type’’ that determines the
headers of attributes. For more details about this data model, see [13].

4 Application and Validation

4.1 Implementation

We have implemented a prototype of the proposed architecture in Java with a simple
GUI which allows users to define RDR rules as well as simple event pattern types
graphically (using JGraph). In this prototype, the underlying event pattern rule pro-
cessor is a Java program that implements the rule processing logic. Among many
structures of RDR, rather than using a tree structure in most RDR applications
[14, 15], we apply the linked-production structure, where all rules are at the same level
and can be reused. Therefore, event processing logic is separated from the inference
logic, and modifications can be made merely on inference logic (which rule to be
processed next) rather than on the content of rules (event patterns or actions) when
adding rules. This method can reduce rule redundancy and protect existing rules for
the sake of rule maintenance. The example previously shown in Table 3 essentially
uses the linked-production RDR structure.

List of 
Actions with 

track of 
decisionsRun Event Pattern 

Rule Processor
Inspect Results 
(list of actions) Add a New Rule

If an error
is found

Fig. 6. Rule evolution.

Simple
Event

Complex
Event

Consists
of

n

1

Event
Pattern
Type

Event
Pattern

Occurrence
Matches

n

Event

1

Event
TimeTimestamp

Attribute Has
1n

NameValue

Headers Event
Type

Other
Attribute

Generates

1

1

Has 11

Determines 1n

Fig. 7. Event data model.
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The EPDaaS used in this prototype is also a dedicated Java program that imple-
ments some simple pattern detection functions. All event pattern definitions/code and
rules are stored in PostgreSQL relational database separately.

4.2 Case Study – Event Data Cleansing

Due to its unique characteristics listed in Sect. 2.1, event data cleansing is an
important part of event data analysis. Working with a domain expert in the financial
area, the case study involves conducting data cleansing in the context of Sirca daily
stock data. As preliminary work, we developed a bespoke program which imple-
mented the data cleansing process. However, every time the domain expert has asked
for the business logic to be changed, it took several days to modify the program, as
changes on one particular rule normally affect some other rules. In total, 8 modifi-
cations took more than a year to complete.

We then repeated the process using the prototype. Firstly, we defined 7 initial
event patterns using the Event Pattern Definition GUI, each representing one type of
event data quality issue respectively: missing value in an end-of-day (EOD) event,
missing value in a dividend (Div) event, missing value in a capital change (CC) event,
duplicate Div events, duplicate CC events, missing an EOD event on dividend
effective date (DED), missing an EOD event on capital change effective date (CCED).
Then the domain expert defined totally 7 rules (Table 5) using the Rule Definition
GUI, each being associated with one of the defined event patterns.

The domain expert worked iteratively by executing the current rule set, inspecting
the resulting list of generated actions and decisions, and adding new rules. Table 6
shows the rule base after the 8 iterations, which only took several hours. The per-
formance is as good as the bespoke program. Note that at each stage of the evolution,
each existing rule is true in terms of all previously encountered cases. Compared to the
previous approach, the domain expert was able to update the rule base simply and
neatly without assistance by the IT expert with significantly less amount of time.

Table 5. Initial data cleansing rule set

Rule
no.

Event pattern Action Inf. action
(true)

Inf. action
(false)

1 Missing value in an EOD
event

Fill in with previous
value

To rule 2 To rule 2

2 Missing value in a Div event Report missing value To rule 3 To rule 3
3 Missing value in a CC event Report missing value To rule 4 To rule 4
4 Duplicate Div events Delete the former one To rule 5 To rule 5
5 Duplicate CC events Delete the former one To rule 6 To rule 6
6 Missing an EOD event on

DED
Report it as an error To rule 7 To rule 7

7 Missing an EOD event on
CCED

Report it as an error Exit Exit
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5 Conclusion and Future Work

In this paper, we have proposed an architecture called EP-RDR for building and
maintaining user-driven event data analysis, in which a Ripple-Down Rule (RDR)
framework is integrated with an event pattern detection service. Our architecture is
designed to optimize the process of rule management from the perspective of managing
the whole rule base and to leverage the power of existing Event Processing Systems.

We have implemented a prototype of the architecture, and validated the archi-
tecture by applying it to event data cleansing in the context of Sirca daily stock data.
The implementation has proved successful in evolving 15 rules, which is not a very
huge rule base size. Besides, the implementation has been validated with financial
data, even though potentially most event data analysis in other domains can be defined
and maintained easily with the proposed architecture. In our future research, we will
focus on managing larger rule bases and apply the approach in various domains.

Acknowledgement. We would like to thank the Smart Services Cooperative Research Centre
in Australia for sponsoring our research project and Sirca for providing financial data used in the
case study. We would also thank Prof. Paul Compton for his valuable advice on the RDR
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Abstract. This research provides a theoretical conceptualization of SOA
governance aspects that can be used to assess SOA governance practices and
provide guidance to improve them. The review of IT and SOA governance
shows that there are conflicting claims and inconsistency in the literature
concerning the role of SOA governance. Moreover, there is no empirical evi-
dence on the implications of the governance frameworks used for SOA and
how they are working in the most effective ways. As a result, there is confusion
in practice as the issues of SOA governance have not been successfully
addressed. Based on an extensive analysis of major governance frameworks, a
comprehensive list of key SOA governance aspects is proposed. This research
will focus on the assessment of the importance of SOA governance aspects by
finding the role of the governance framework during the different activities of
SOA lifecycle and outlining the discrepancies between theory and practice.

Keywords: Service-oriented � IT governance � SOA governance � SOA
governance model � Governance aspects � Governance processes � Service
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1 Introduction

Service Oriented Architecture (SOA) governance has become a topic of high interest
for both academics and practitioners. While the academic literature is focusing on the
technical aspects associated of SOA [1, 2] and the major software vendors are putting
huge efforts to promote the growth of SOA adoption [1], there has been a lack of
empirical evidence about SOA governance and SOA governance models. CIOs are
recognizing the need to align business and IT in meaningful and measurable ways
[3, 4]. However, no common understanding of SOA governance exists [5]. This
research focuses on drawing the main aspects of SOA governance from previous work
and examines the role of these aspects in building effective SOA governance.

Section 2 of this paper provides a literature review on the major aspects of SOA
governance. Section 3 discusses the research approach, methodology and design used
to achieve the aims of this study while Sects. 4 and 5 address the preliminary results
and future work respectively.

J.G. Davis et al. (Eds.): ASSRI 2013, LNBIP 177, pp. 15–28, 2014.
DOI: 10.1007/978-3-319-07950-9_2, � Springer International Publishing Switzerland 2014



2 Literature Review

2.1 SOA Governance Standards

The difference between SOA and IT architectures is its emphasis on Information
Systems (IS) agility which enhances business agility [6]. Unlike other architectures,
the SOA paradigm creates an IT view from a business process perspective. It allows
these business processes to be constructed, analyzed, and modified much more
easily [7].

Researchers agree that organizations planning to broadly adopt SOA should start
with governance [8–13]. Organizations need to decide how to implement governance
over the SOA implementation in the organization. Technology adoption alone is not
enough to enable business or IT transformation [4] - for the fact that decisions made in
the information system affect and are affected by the impact that IT has on business
processes [14]. When organizations choose to treat integration as just another tech-
nology implementation, experiences show zero to minimal reuse, minimal improve-
ment in business responsiveness or flexibility, and higher IT costs over time [4].
Therefore, we see that SOA governance is extending out of IT and merging with
business considerations [15]. This comprehensive SOA governance will provide
additional strength to the overall information management policies, and aid in
maintaining the authenticity and integrity of the corporate information assets [16].

In order to address the existing challenges and successful SOA adoption, orga-
nizations need exact definition of processes and relationships, control mechanisms,
SOA metrics and enforcement of policies that are defined in an SOA governance
framework. The role of an SOA governance framework is defining the set of pro-
cesses, organization structures, policies, solutions and technologies that can help to
manage complex SOA deployment in an effective and efficient manner [17].

2.2 SOA Governance Framework Aspects

There is a general consensus in the literature that there are many different aspects of
SOA governance. These aspects vary across different authors and vendors. To identify
the existing SOA governance aspects, an extensive literature review on major IT and
SOA governance frameworks has been conducted.

Review of Major IT Governance Frameworks
The IT Infrastructure Library (ITIL) mainly deals with IT process definition [12]. It
supports implementation of processes related to delivery and support of IT and details
establishment and maintenance of service level agreements and operation level
agreements.

The basis of COBIT is that accountability of the IT systems is achieved by the use
of a set of audit control processes [18]. The framework provides a definition of IT
governance consisting of four domains and 34 processes. Each process contains a
number of IT governance maturity indicators, such as activities, documents, metrics,
and support for role and responsibility assignment. These 34 reference processes are
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defined as control framework, more tightly aligned with the business objectives of the
organization than with operational issues [12, 19].

Val IT takes IT governance onto a higher level of abstraction by providing general
directions on how to manage IT from a business point of view. The high level of
abstraction is however also a limitation, as Val IT purely focuses on the interface
between IT and the business and lacks the support to represent e.g. the processes of an
IT organization [20]. Val IT takes on where COBIT ends, and the two frameworks
complement each other well [21].

While COBIT processes manage all IT related activities and Val IT best describes
how to progress and maximize the return on investment, the role of Risk IT is enhance
risk management. Risk IT was published in 2009 by ISACA [22]. It is the result of a
work group composed by industry experts and some academics of different nations,
coming from organizations such as IBM, PricewaterhouseCoopers, Risk Management
Insight, Swiss Life, and KPMG. Risk IT is a framework based on a set of guiding
principles for effective management of IT risk [22].

The COBIT 5 framework is the successor to the COBIT 4.1, with the Risk IT and
Val IT frameworks integrated as well. Where principles, policies, frameworks, cul-
ture, ethics and behaviour were mentioned in a few COBIT 4.1 processes, COBIT 5 is
based on a revised process reference model with a new governance domain and
several new and modified processes that now cover enterprise activities end-to-end,
i.e., business and IT function areas. COBIT 5 consolidates COBIT 4.1, Val IT and
Risk IT into one framework, and has been updated to align with current best practices,
e.g. ITIL [23].

Weill and Ross [24] have identified six interacting components for the effective
design of IT Governance in their framework. Their main focus lies in the use of IT
metrics and accountabilities to influence behaviour. The goal is to create target-
oriented incentives in order to evoke specific desirable behaviour. However, their
model does not cover SOA lifecycle [12].

SOA Governance Frameworks Proposed in the Research Literature
Numerous models for SOA Governance have been proposed so far. Most of them are
motivated by software providers that offer SOA business solutions and closely align
their SOA governance perspectives with their products [12]. They differ extensively in
scope and capability and many remain abstract. They emphasize on different aspects,
e.g., service lifecycle management or organizational change.

Bieberstein et al. [25] propose an SOA Governance Model in which they identify
six governance processes and three steps for launching the SOA governance model.
They found that SOA strategy and SOA objectives should be defined in such a way
that both the business and IT units have a clear understanding of such objectives.
Accordingly, policies defined by governance positions should form the basis for any
decision. Their model is made complete by a set of best practices.

Derler and Weinreich [26] propose a framework that deals mainly with services.
They looked at the governance issues from a technical side. They provided two main
tools: the Service Repository Console and the Service Browser. They stated that their
model is to support service reuse and service lifecycle activities.
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Kuang-Yu et al. [27] developed their own framework because they could not find
any suitable on the market that could meet their special requirements for Chunghwa
Telecom (CHT). The main functions of their system which they called Service Ori-
ented Bus (SOBUS) are: (1) Managing the applications and registrations of the ser-
vices on Enterprise Service Bus (ESB). (2) Managing and monitoring the web services
and messages services. (3) Analysis of services performance.

Varadan et al. [4] enlightened in their framework on the added benefits of an SOA
documented vision and how it can drive the scope towards an SOA governance. They
cited four governance processes that must be included in the framework: compliance,
vitality, exceptions and appeals and communication. They argued that the use of
Enterprise Service Bus is essential for SOA adoption and how using it with a registry
can increase business benefits.

Neimann et al. [12, 28] propose an SOA governance framework that consists of
two parts: the SOA Governance Control Cycle and the SOA Governance Operational
model. According to them, the first represents the overall steering process that controls
the operation of the SOA system and it consists of four phases: planning, design,
realization and operation. The operational model describes the activities and com-
petencies. They argued that the two parts interact with each other.

de Leusse et al. [29] propose an SOA governance framework based on require-
ments that underline the need for policy and process management, policy adminis-
tration, resource life-cycle management, resource adaptation, resource visibility and
resource contextualization. They made a distinction between the operational, data and
management models. In the operational model, they listed: business capability,
infrastructure capability, access control, identity management, message interceptor,
metadata repository, policy management, profile management and service registry. In
the Object model, they listed the policies and processes. In the management model,
they listed profile management, capability management and governance layer base.

Hojaji and Shirazi [17, 30, 31], developed an SOA governance framework based
on COBIT 4.1. Their framework consists of a set of service lifecycle processes
governed by governance processes. They stated that their framework contributes to
SOA governance needs by: promoting the alignment of business and IT, organizing
service lifecycle and governance processes, defining the management control objec-
tives, providing SOA reference architecture and infrastructure, and providing metrics
and maturity models to measure achievement of defined goals.

Vendor-Based SOA Governance Frameworks
The SOA governance approach proposed by Oracle consists of nine ‘key areas of
interest’, that are combined with a structured set of best practices. It is completed by
an SOA adaptation model which defines a cycle of six steps that supports continuous
improvement of the SOA [32].

Software AG [8] identifies maturity and governance levels. Their maturity model
is consisted of six levels and they also defined an SOA service lifecycle which
incorporates services, artifacts and roles. They provided a five-step SOA adaptation
plan and a set of best practices [28].

Before being acquired by Software AG in 2007, the SOA governance approach at
WebMethods consists of two parts: Architecture Governance and Service Lifecycle
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Governance. The latter is divided into design-time, run-time and change-time Gov-
ernance. Architecture Governance deals with issues such as corporate technology
standards, the definition of an SOA topology and the determination of an SOA plat-
form strategy. Service Lifecycle Governance focuses on the regulation of design, etc.
of services through its respective policies and enforcement mechanisms [28, 33].

Authors at IBM - have defined SOA Governance as an extension of IT Governance
that focuses on the service lifecycle and composite applications [28]. The IBM SOA
Governance model comprises a service lifecycle and an SOA governance lifecycle,
both consist of four phases [34–36]. They also advocated a best practice approach for
performing SOA governance called SOA Governance and Management Method
(SGMM). SGMM focuses on the three main aspects: people (including governance
organizational structures and the concept of a Center of Excellence), process (the
governance processes used to govern the SOA) and technology. The SGMM reference
model defines concepts in terms of principles, organizations roles and responsibilities,
infrastructure and tools, and governing and governed processes.

In conclusion there are many IT and SOA governance frameworks, either pro-
posed or vendor-based. The next section will show which aspects are recognized by
each of frameworks reviewed above.

2.3 Summary of SOA Governance Aspects

Based on an extensive analysis of governance frameworks described above, a com-
prehensive list of key SOA governance aspects is proposed. This paragraph will define
each of these aspects, set them up in a table to compare them against different
proposed frameworks, and discuss the research issues. The aspects could be classified
into the followings two categories:

SOA Business Aspects

• SOA vision: This element shows to which degree implementing an SOA gover-
nance model can provide a clear SOA vision for the enterprise. Its role is to make
sure SOA is compliant with the governed processes.

• SOA roadmap: Is one of the most important aspects of the framework; its major role
is in the Planning phase as well defining an ‘SOA Strategy Plan process’ [17].

• SOA maturity: Is a method of evaluating the organization that creates an under-
standing of the maturity level of SOA within the organization and its readiness to
ensure that framework is defined in an appropriate level for the organization [30].

• Service lifecycle management: Is the key component of an SOA governance
framework [37]. It includes the processes to produce and manage services. It
comprises main processes to design, develop, deploy, manage and retire services
[30].

• Service Portfolio Management: Is the main process of the service strategy involved
determinant control objectives and measurement metrics [17].

• SOA Business capabilities: When implementing SOA organizations should be able
to realize business capabilities to gain increased visibility across the IT landscape.
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• Governance processes: Includes the governance processes to manage service life-
cycle activities.

• Organizational change management: Companies that build strong SOA governance
and change management capabilities — in tandem with their SOA technology and
processes — are poised to reap significant improvements in business agility and
speed to market [38].

• SOA Governance Board (or Centre of Excellence - CoE): This is referred to the
board of people who govern SOA.

• Open service market-place management: The governance framework should go
over geographical boundaries [12].

SOA Technical Aspects

• Enterprise Service Bus (ESB): The Enterprise Service Bus role is to simplify the
integration of business components using a standards-based, service-oriented
architecture.

• Service performance analysis: This includes the cost to build a new service, elapsed
time to build a new service, service utilization, cost to run the service, governance
costs and mainly Return on Investment (ROI).

• Policy management: This is the role of the governance Board or (Centre of
Excellence). Policies should define clearly the role and responsibility of who will
manage, change, and use the service.

• Best practices deployment: Organizations should use best practices and guidance
related to SOA and service management especially for determining control objec-
tives and measurement metrics [17].

• SOA Governance Technology: Controls and policies should be introduced enforced
in the SOA service lifecycle [17].

• Infrastructure capability: Organizations need to assure that their infrastructure is
ready to launch a service.

• Process monitoring and evaluation: is being considered part of the governance
lifecycle and the service operation of the service lifecycle [17].

• Service transparency control: Through the registration and discovery mechanism,
SOA should provide service location transparency, which allows clients not to
know about where a component or service is actually located.

• Service security control: Organizations need to assure their services are secure
enough to use.

Table 1 classifies the SOA governance aspects and shows how these aspects are
addressed by the IT and SOA governance frameworks discussed previously.

In conclusion, there is no empirical evidence on the implications of the gover-
nance frameworks used for SOA and how these frameworks are actually working in
the most effective way. There is so much that is not known and not researched and
there are many claims made in the literature that are not substantiated by empirical
evidence. As a result there is confusion about the usage of SOA governance, and
hence the aspects of SOA governance have not been successfully addressed.
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Table 1. SOA governance aspects
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2.4 The Research Problem

Numerous IT and SOA governance frameworks have been proposed. However, there
are no guidelines to adopt these frameworks and no evidence regarding their impli-
cations and their success rate. What emerges as a critical issue in any adoption of SOA
governance is not which governance framework to choose, but more importantly to
identify and focus on SOA particular aspects that need to be addressed irrespective of
the framework. This research therefore first examines a range of aspects of SOA
governance that are of key importance when an organization adopts an IT or SOA
governance framework, and then validates these aspects in the real world of SOA. What
are the key business and technical aspects of SOA governance that are critical for its
effective implementation remains an important research problem.

On the other side, there have been many SOA governance frameworks proposed.
Most of them are based on theories and they do not provide guidelines on how to be
applied by the organizations. There is a need to have a conceptual list of aspects to be
used to assess the effectiveness of SOA governance practices [12, 13, 16, 28, 39]. As it
is unclear what organizations are doing in practice, what is needed beyond the current
research is a study of the real-world adoption of SOA across the enterprise and the
aspects of SOA governance that aid such adoption. This is critical for a better
understanding of this popular architectural concept that is being rapidly adopted by
industry organizations [2]. Studies of the aspects of SOA governance are crucial as the
number of SOA implementations grows. Therefore, we need to know if IT and SOA
governance efforts are well integrated with overall corporate governance arrange-
ments in the organization; and how effective are IT and SOA governance arrange-
ments within the organization [25, 40–42]. This proposed research could well provide
executives with some guidelines on how to practice effective governance (directing
and controlling of IT resources).

2.5 Research Aims

The paper aims to contribute to knowledge about effective implementation of SOA
governance in organizations that adopt either IT or SOA governance frameworks. It
provides a conceptual list of aspects – to be verified in practice – that contribute to
effective SOA governance. As a result the research will make the following contri-
bution to literature and practice. The contribution to literature will consist of the list of
aspects used to assess the effectiveness of SOA governance practices in selected
organizations. The focus will be on the assessment of the importance of these aspects
as listed in Table 1 and the identification of new aspects that have not been consid-
ered. Practically, this research will find out what organizations are doing in practice to
address SOA governance, it will investigate whether and how IT or SOA governance
frameworks are used and will also provide insights into the ways these frameworks are
being used by organizations in practice and what problems they face as a result.
Moreover, the list of SOA governance aspects will provide guidance for organizations
to improve SOA governance.
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3 Problems, Research Approach, Methodology and Design

3.1 Problem Statement

We can conclude that frameworks have been created but most of them address the
technical aspects, others were satisfied with the abstract design guidelines and some
others focus on specific management aspects [3]. We don’t know to which degree
SOA governance frameworks and processes have been adopted; there is also a gap in
the literature related to the experience in using SOA governance frameworks and
processes and how these models are related to SOA adoption. Therefore, the problem
to be addressed in this research paper is that of assessing the level of adoption of SOA
governance frameworks and processes in practice and to identify correlations between
the level of adoption of SOA governance framework and that of SOA in general.

3.2 Methodologies and Design

Since the research problem statement is concerned with determining a common
understanding of what SOA governance means in practice by highlighting the aspects
of SOA governance frameworks, and since the number of organizations that have
adopted SOA governance framework is likely to be small, this research uses an
interpretive qualitative research methodology based on interviews as a first phase and
in-depth field-study in the second phase, to address the research problem. Following a
long tradition in qualitative, interpretive research in IS, Goldkuhl [43] claims that
scientific knowledge should be based on the meanings and knowledge of the studied
actors and also co-constructed through inter-subjective meaning by the actors and
researchers making during the empirical study. Given that the focus of this study is the
practice of SOA governance in real-life contexts and that the aim is to find out
whether and how different SOA and IT governance frameworks are applied in practice
so as to create an understanding of the discrepancy between theory (how frameworks
should be applied) and the practice, an interpretive methodology is adopted involving
a particular research design, discussed next.

Phase I – Interviewing Experts – An Interpretive Study
The first phase involves conducting interviews with experts who have experience with
SOA governance in multiple companies and who participated in several SOA projects.
The role of the interviews is to acquire a broad view of SOA governance issues at the
time the study is done. The interviews will focus on the aspects of the governance
frameworks used in practice. The expected outcomes of these interviews are the
verification of relevant aspects of SOA governance found in the literature (as pre-
sented in Table 1) and the identification of new elements. The interviewees will be
selected and recruited through professional networks of SOA/IT governance experts.
The interviews will take the form of face-to-face personal interviews.

Phase II - In-Depth Field Study
The second phase – a field research study – will consist of an in-depth study of two
organizations. One that has been highly successful with SOA governance and another
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one that attempted and failed to implement SOA governance. The selection of two
cases will enable the identification and analysis of SOA governance aspects present in
both, and those present in one of them. By contrasting SOA governance effectiveness in
the two cases and the ways individual aspects are implemented will provide grounding
for the development of substantive theoretical claims regarding the importance and role
of SOA governance aspects. The aim is not to generalize empirically but to generalize
conceptually and provide an account of SOA governance aspects. This phase will allow
having direct, in-depth contact with organizational participants, particularly through
interviews and direct observations of activities. Data collection in this phase relies on
observing, listening to members, taking notes, getting involved sometimes, and running
field interviews.

3.3 Data Analysis

Data analysis will be conducted during and after each phase. The interview transcripts
in Phase I will be analyzed using Thematic analysis [44]. The empirical material
collected in Phase II – including filed notes, interviews, and various documents – will
be analyzed during the field work thus enabling raising new questions and directing
the study towards interesting emerging aspects. Analysis of texts in both phases will
proceed following Thematic analysis by first coding interesting ideas, topics, and
concepts and then organizing them into themes and identifying links among them.
Coding in Thematic analysis helps the researcher to build a systematic account of
what has been observed and recorded [44]. The thematic analysis will proceed in three
steps: The first step of data analysis will involve coding and categorizing the textual
data often called an open coding. The codes will be described and all related texts
compared and analyzed. As the codes take shape, looking for relationships between
these codes comes next. This is called axial coding. Axial coding allows certain codes
to be subsumed under broader headings and some abstract codes to be seen more
crucial than others. The last step is called theoretical coding (or selective coding). It
will involve the identification of the core category around the analysis focuses. It will
ideally identify the core code or codes allowing a central story to be developed.
Theoretical coding usually occurs later when major themes emerge; the core cate-
gories will be verified and revised after checking the data [44].

4 Preliminary Findings

4.1 Participants

This study is still at infancy stage. Three face-to-face interviews were conducted as
part of Phase I. The interviewees are selected and recruited through professional
networks of SOA/IT governance experts. Contacts were made in advance by email
and one page summary of the research was sent upon request. Each interview was
given one-hour. The interview questions were not given in advance. The participants
had a decision-making role in their organizations and their experience with SOA
governance varies from 7 to 25 years. They have worked with a minimum of two
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organizations and on different SOA projects at different sectors: telecommunication,
government, information systems, IT Architecture, IT management, software services
and software products. The participants have occupied the roles of Systems Analyst,
Project Manager, Technical Architect, Enterprise Architect, and others. Table 2
summarizes the organizations profile and interviewees’ roles at their organizations.

4.2 Results

A broad set of questions were asked regarding the participants’ background, their
experience with IT and SOA governance, the mechanisms used to select a governance
framework, the benefits realized from selecting that framework, the aspects consid-
ered in the framework, how the aspects were observed, and the lessons learned.

The interviews demonstrate the need to assess and validate the governance
aspects. During the interviews, the participants were asked to assess each of the
aspects listed in the literature review and to evaluate its importance: Not Very
Important, Important and Very Important (Table 3). The interview transcripts were
analyzed using Thematic Analysis as mentioned in Sect. 3.3. First, interesting ideas,
topics, and concepts were coded, and then organizing and grouping the coded con-
cepts into themes and broader categories and identifying links among them. Finally,
the themes were reviewed to identify similar patterns across the data from the three
organizations interviewed. All participants have used different SOA governance
frameworks at the organizations they have worked. None of them have used an IT
governance framework for an SOA project. The participants’ view to SOA was based
on their own experience. They all agreed that SOA needs a governance framework,
but more importantly was their view to the aspects to consider in the governance
framework. They selected their governance frameworks based on their organizations’
needs. They either modified the framework selected to match with their organizational
requirements or built their own one.

As a preliminary analysis based on the three interviews, the most important
aspects were: organizational changes, Enterprise Service Bus, process monitoring and
evaluation, and service security. This is not to ignore the service performance analysis
and infrastructure capability. All three participants discussed in details the Enterprise
Service Bus as being critical to their organization’s SOA governance framework. One
of the participants pointed to a new potential aspect - the interaction with web services
- and suggested that it could be as a new aspect rather than being included under
‘‘Enterprise Service Bus’’. The three interviewees conducted were used to adjust the
interview questions of Phase I in order to capture additional empirical data and try to
achieve the aims of this research.

Table 2. A snapshot of the organizations interviewed

Firm Industry sector Interviewee 
1 Software services Project Manager 
2 Government sector Enterprise Architect 
3 Software products Systems Analyst 
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5 Conclusion and Future Work

Since the study is still under development and more interviews are to be conducted
soon, it is probably too early to comment further on the results. From what has been
done so far, we conclude that the literature covers enough about SOA governance and
SOA governance frameworks theoretically but there is a gap about the usage of these
frameworks by organizations and how the selection and implementation of a frame-
work affects SOA adoption. This research is seeking to complete Phase I by con-
ducting a total of twenty interviews. When Phase I is completed, two organizations
will be selected for Phase II: one organization that has been highly successful with
SOA governance and another one that attempted and failed to implement SOA gov-
ernance. Comparing and contrasting the results of the two phases will provide
grounding for the development of substantive theoretical claims regarding the
importance and role of SOA governance aspects.
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Abstract. This research aims to contribute to building an increased under-
standing of the strategic, business, cultural as well as other changes in an
organisation’s transition process from product-centric to customer-centric
services. This paper offers an exploratory case study conducted in a complex
financial organisation in the context of their customer-facing services. The
transition process is examined through a theoretical lens of the Work System
Theory (WST), following the argument previously made by other researchers
that service systems could be seen as work systems. This holistic theory
enabled the researchers to capture the three key phases of the transition process
as work systems snapshots and show the manner in which the transitions
occurred from one phase to another. More importantly, WST enabled an in-
depth study of the transition process through the complex and unfolding
interplay of strategy, customers, products and services, processes, people,
information and technology, tracing the key challenges and success factors.
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1 Introduction

The service sector has grown over the last 50 years to dominate economic activity [1],
no longer only in advanced economies, but in all economies [2]. Consequently, the
global landscape of business and society is increasingly seen as a very large global
service ecosystem [3]. While in the past the term ‘‘service systems’’ was predomi-
nantly associated with technology because of its system component, this is no longer
the case. Service systems are now considered to be a complex and very dynamic
configuration of people, technologies, organizations and shared information that
create and deliver value to customers, providers and other stakeholders [3]. ‘‘The
smallest service system centres on an individual as he or she interacts with others, and
the largest service system comprises the global economy’’ [4, p. 18].

In spite of their growing importance, scientific understanding of modern services
is still rudimentary [1]. Many academic disciplines, from technical to organisational
and social sciences, have accumulated knowledge relevant to understanding a service
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system, but each remains focused on different aspects of the overall system [4].
Relevant research remains in unconnected academic and research silos [1]. Yet
‘‘research in service innovation requires cross-disciplinary work’’ [5].

The ever-increasing complexity of service systems calls for an integrated, multi-
disciplinary approach. This in turn requires common foundations including shared
concepts and theories. As a starting point we adopt the following definition of Services
Sciences, as previously proposed by Bitner et al. [5]. ‘‘Services Sciences is an
emerging discipline that focuses on fundamental science, models, theories and
applications to drive innovation, competition, and quality of life through services(s)’’
[5, p. 228].

Furthermore, the so-called service-dominant logic (S-D logic) proposed by Vargo
and Lusch’s [2] is widely seen to provide ‘‘just the right perspective, vocabulary, and
assumptions on which to build a theory of service systems, their configurations, and
their mode of interaction’’ [4]. First developed in marketing, S-D logic is now widely
considered to provide the philosophical foundations for service science, with the
concept of ‘‘service system’’ being its basic theoretical construct. Service systems are
seen as complex business and societal systems that create benefits for customers,
providers, and other stakeholders [6]. More importantly, service systems engage in,
and focus on knowledge-based interactions to co-create knowledge [4] and as such are
expected to provide a more sustainable source of competitive advantage in the
knowledge economy.

Services are no longer perceived just as add-ons to products or as after-thought of
product delivery (e.g. after-sales customer care). S-D logic acknowledges the fact that
in order to remain competitive many companies are now shifting from Product-
dominated logic (P-D logic), to services and not only in manufacturing. However, any
transition from products (P-D logic) to S-D logic is a very complex process.

This paper focuses on a transition process from product-centric to customer-
centric services in a financial service company, aiming to contribute to building an
increased understanding of the strategic, cultural as well as other changes experienced
in the transition process. More precisely, this paper offers an exploratory case study
conducted in a complex financial organisation in the context of their customer-facing
services, examining the transition from their services structured around financial
products to the new ones focused on customer. The transition process is examined
through a theoretical lens of the Work System Theory (WST) [7–16] following the
argument that service systems could be seen as work systems [7]. This holistic theory
enabled us to capture the three key phases of the transition process as work systems
snapshots and show the manner in which the transitions occurred from one phase to
another.

This innovative approach provided the researchers an in-depth insight into key
issues related to organisational environment, strategy, customers, products and ser-
vices, processes & activities, participants, information and technologies – all relevant
for each phase of the transition process. More importantly, WST enabled the
researchers to study the transition process through the complex and unfolding inter-
play of these elements, tracing the key aspects and its success factors.

The next section introduces the related work on the emerging field of service
sciences research. This is followed by an introduction to the Work Systems Theory
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used as the theoretical lens for this research. After presenting the case organization
and the research method, the paper proceeds to describe the main research findings.
The final section describes conclusions, limitation and future work.

2 Related Work

Service-oriented thinking is one of the fastest growing paradigms in today’s economy
with relevance to many disciplines including information technology, information
systems, accounting, finance, marketing, operations [17]. As stated, many research
disciplines are already working on various aspects and perspectives of service sys-
tems. However, their efforts and research contributions still remain in unconnected
research silos as ‘‘precious few attempts to integrate them have been undertaken’’
[1, p. 36]. This silo approach to service research has resulted in ‘‘conceptual confu-
sion’’ [1, p. 36], best illustrated by numerous definitions of the fundamental concept of
service, ranging from technical IT-enabled services on one end, to customer-centric
business service on the other.

As the starting point in this research we adopt a definition proposed by Spohrer
et al. [18] who define a service as the application of competence and knowledge to
create value between its providers and receivers. This value is created from the
interactions of service systems that involve people, technology, organisations, and
shared information including language, laws, norms, shared models, measures etc.
[18]. Furthermore, service systems are seen as complex business and societal systems
that create benefits for customers, providers and other stakeholders [6].

Prior research confirms that effective competing through services require the entire
organisation to view and approach both itself and the market with S-D logic [19] ‘‘It is
a logic that is philosophically grounded in a commitment to collaborative processes
with customers, partners and employees; a logic that challenges management at all
levels to be of service to all the stakeholders;’’ [19, p. 5].

So far, companies focusing on service innovation are adopting two different
approaches, as confirmed by Bitner and Brown [20]. The first one is to focus on
making service more cost-effective through increased productivity and efficiency. The
second, more complex approach is to focus on developing new services or improving
the service experience. Regardless of the approach taken, companies are faced with an
increasing push to compete on the basis of services [20].

However, while managers are aware of the links among services, competitive
advantage and firm performance, they often fail to execute on that knowledge, in spite
of being motivated to perform [21]. At the same time, ‘‘academics, though aware of
these links, have not sufficiently informed normative theory to adequately assist in that
execution’’ [19, p. 5]. This is the first research gap relevant for this project. To fill this
gap, we use a formal theory to develop a better understanding of an organisation’s
adoption of services, motivated by its objective to attain a more sustainable source of
competitive advantage.

Furthermore, prior literature also confirms a research gap related to the capabilities
required to enact S-D logic or in other words transition from product orientation to
service orientation. While the managerial aspects of different notions of value
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co-creation have been widely discussed in the literature, ‘‘managers only have limited
guidance in the literature for implementing S-D practices’’ [22, p. 21]. The process of
‘‘servicialization’’ has been recognised as a research challenge [23, 24] and an answer
is not found to date. As pointed out by Stauss [25], a service science that focuses on
this process and its challenges has a clear and relevant focus. This is even more
important ‘‘because the available research contributions highlight merely the indus-
trial perspectives, with the focus on product, technology, efficiency and costs.
Therefore, there is a risk of the traditional customer-oriented perspective of service
research having to take back seat’’ [25, p. 67]. Recent literature confirms that the same
research gap related to transition from product to service orientation still exists [26]
and includes it in the service research priority list.

This is the second research gap we aim to address through our research, by
focusing on identification and analysis of the key aspects of the transition process
from product-centric services to customer-centric service in the case organisation.
These key aspects are identified through an application of the Work Systems Theory,
explained in the next section.

3 Foundation Theory

3.1 An Overview of Work System Theory

The Work System Theory (WST) by Alter [7–16] is a theory proposed to bridge the
gap between research and practice, by helping business professionals attain a good
understanding of a work system, how well it performs and how it might be improved
[16, p. 3]. At the same time, ‘‘Academic researchers can apply it for gaining a deeper
appreciation of past research and for developing future research projects’’ [16, p. 2].
Alter argues that in order to develop even a rudimentary understanding of a work
system by empirical research it is necessary to acquire knowledge of the customers,
products and services, processes and activities, participants, information, and tech-
nologies [11].

‘‘A work system is a system in which human participants and/or machines perform
work using information, technology and other resources to produce products and/or
services for internal or external customers’’ [11, p. 451]. The examples include any
project, supply-chain, e-commerce web site, loan approval [11, 13] and in more recent
times, service systems [8], as elaborated in the next sub-section.

The work system framework (depicted by Fig. 1), ‘‘identifies nine elements that
are part of even a rudimentary understanding of a work system’’. [11, p. 465]. The
arrows represent the links through which a change in one element can affect the other
elements. The framework provides a visual representation of a static view of a work
system’s form and function during a particular time period.

Overall, the work system framework provides ‘‘an outline for describing the
system being studied, identifying problems and opportunities, describing possible
changes and tracing how these changes might affect other parts of the work system’’
[11, p. 465]. Application of the work system framework to a particular situation is
called a work system snapshot.
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The main elements are briefly described as follows [9, 11]:
CUSTOMERS – the main purpose of any work system is to produce products and
services for customers. Thus, customers (internal and external) are the recipients of a
work system’s outcomes.
PRODUCT AND SERVICES – they consist of information, physical things, and/or
actions produced by a work system for the benefit or use of its customers.
PROCESSES AND ACTIVITIES – they occur within the work system to produce
products and services. There must be at least one activity. Also, it is important to note
that work being performed may not involve a set of clearly predefined and specified
steps with their beginning, sequential flow, and end being well defined. Thus work
systems could include activities and processes that rely heavily on human judgment
and improvisation.
PARTICIPANTS - these are people who perform work within the work system,
including both users and non-users of IT.
INFORMATION – All work systems use or create information that in this context is
expressed as the so-called informational entities that are used, created, captured,
stored, transmitted, deleted, manipulated, updated, and/or displayed by processes and
activities. Examples include orders, invoices, job descriptions, medical histories, job
offers etc. Informational entities could be of different granularity and could contain or
be contained by other entities e.g. an order containing a line item.
TECHNOLOGY – this component includes both tools that are used by work system
participants and automated agents performing automated activities.
ENVIRONMENT – this component includes the relevant organisational, cultural,
competitive, technical, regulatory, and even democratic environment within which the
work system operates and that affect its efficiency and effectiveness. Examples of
organisational aspects include stakeholders, policies and procedures as well as
organisational history, culture and politics.
INFRASTRUCTURE – This component includes the relevant human, information,
and technical resources that are used by the work system but are shared by other work
systems and managed outside of it. The infrastructure component is sub-divided into
information infrastructure, technical infrastructure and human infrastructure.

Fig. 1. The work system framework by Alter [11]

Understanding a Transformation Process 33



STRATEGIES – The relevant strategies for each work system include enterprise
strategy, organisational strategy and work system strategy. The work system strategy
should support organisational and enterprise strategies and all three should be in
alignment.

The Work System Theory and its central concept – work system – have been
previously tested and adopted in numerous research and practical projects. For a very
extensive list of these projects, see [10, p. 6].

3.2 Relevance of the Adopted Theory

As already indicated, the term ‘‘service’’ has been extensively used across different
disciplines such as marketing, accounting, operations, computer science and infor-
mation systems, but with very different and often inconsistent meanings and imple-
mentation. In order to provide a unified view as well as a fundamental unit for
understanding, analysing and designing services, Alter [11] proposes the term ‘‘a
service system’’, following an argument that all services are delivered through service
systems. Furthermore, he argues that ‘‘service systems are work systems’’ [11, p. 71].
‘‘A service system is a work system that produces services for customers’’ [8, p. 202].

Viewing service systems as work systems means that the previously introduced
work system framework and work system snapshot also apply to service systems and,
as such, can be used as a basis of a flexible, business-oriented service analysis and
design method. For example, the work system snapshots can be used to clarify the
scope of an existing or proposed service and identify and describe the other work
system components. They could be used to show the static view of how the chosen
service system operates at a particular point of time. Most importantly, the work
system perspective is applicable to all types of services. ‘‘The framework and the
analysis and design approaches are applicable to a wide range of services: services for
external customers and for internal customers; automated, IT-reliant, and non-auto-
mated services; customised, semi-customised, and non-customised services; personal
and impersonal services; repetitive and non-repetitive services; long-term and short-
term services; and services with varying degrees of self-service responsibilities’’ [11,
p. 72].

In addition to making service-related design choices more visible, the work system
view of services facilitates an improved communication with business professionals,
provides a common denominator for talking about services and provides synergy
between different ways of looking at systems such as business, technical and func-
tional (e.g. marketing, operational etc.). Most importantly, it emphasise the customer-
centricity and as such further strengthen the core principle of service research and
practice. Finally, Alter [11] argues that the work system view of services and service
systems could be used to advance the current, multidisciplinary research of a science
of service research that ‘‘could benefit substantially from an internally consistent and
inclusive set of ideas that help in interpreting service research and practice’’ [11,
p. 84].

Following the above-described arguments by Alter [8, 11], our research adopts the
work system view and uses the associated concepts and frameworks to describe an
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organisation’s transformation from products-centric to customer-centric services. The
next section gives an overview of the case organisation selected for the research.

4 Case Organisation

The case organisation, a financial institution here named the NSW Bank (pseudonym)
is one of the four leading banks in Australia employing tens of thousands of people.
NSW bank has branches throughout the Pacific region and maintains offices in key
financial centres around the world. The bank has global assets of few hundred billion
dollars and ranks in the top 10 listed Australian companies by market capitalisation
and has several million customers. The bank’s operations comprise of five key busi-
ness areas namely: Retail & Business Banking (RBB), Financial group (FG), Insti-
tutional Banking (IB), NZ Retail Bank (NZR) and Australasia Banking (AB). These
five divisions are in direct contact with end-customers and were considered revenue
generators.

These operations are supported by the back office (BO) called as Core Business
Support (CBS). The BO operates the complete information technology division;
supports and develops the software systems; provide infrastructure support for cash
management, loan applications, fraud and anti-money laundering and security; and
performs records management. The BO also develops, implements, and manages
major projects and also controls the outsourced services by liaising with the out-
sourcing partners on behalf of the bank. The BO plays a pivotal role in developing the
critical capabilities of the bank through strategic project execution and day-to-day
delivery of core process outcomes.

After many years of focusing on competing through financial products, the NSW
Bank adopted a new strategy focused on customer-centric services, because they
believed that this would create a more sustainable competitive advantage. As a result,
the organisation started transitioning from product-centric to customer-centric ser-
vices. Hence, we chose this organisation for our study to gain an in-depth under-
standing of their transition process that remains an open research question as argued in
the previous sections of this paper. The next section introduces the research method.

5 Research Method

In line with the exploratory nature of this research, a case study method that involved
an interpretive approach was adopted as the most appropriate to capture and under-
stand the contextual richness and complexity [27]. A case study is an empirical
inquiry that investigates a contemporary phenomenon within its real life context when
the boundaries between phenomenon being studied and context are not clearly evident
[28]. Case study is an ideal methodology when a holistic, in-depth investigation is
needed [29].

Prior research also recommends case study research as an appropriate method for
service systems– in particular, their organisational aspects. ‘‘Case histories are a
recommended method for understanding and adopting a service mind-set because
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doing so requires changing deeply held values, beliefs, and assumptions about the way
things work. Changing employee reward systems may soon lead to new service-
oriented behaviours, but it does not guarantee an authentic change in the deeper
cultural mind-set that is truly sustainable’’ [26, p. 13].

As a case study this research could also be considered as a ‘field research’ since
we as investigators immersed ourselves in the Bank to witness naturally occurring set
of events and gain a firsthand knowledge of the situation [30]. We were ‘outside
researchers’ or ‘neutral observers’ who carried out the study simply by collecting data
and had no involvement in action in the field (NSW Bank) or in providing feedback to
participants [31].

Since this is a case study, we designed our study to bring out the details by using
multiple sources of evidence [27]. As per Hammersley [32] our ‘case study’ data is a
collection of detailed, relatively unstructured information from a range of sources
about the NSW Bank and includes the accounts of subjects themselves.

Hence we collected information from the NSW Bank’s annual report, Sustain-
ability Impact Reports, other internal documents such as their strategy reports,
employee newsletters and external documents such as one-point contact commitment
reports.

We also conducted interviews with 14 executives and 45 employees of the BO.
The interviews started with a brief introduction for the purpose of the study and data
required. The interviewees were assured of confidentiality and anonymity. The
questions to executives were open-ended and revolved around the strategy of the
bank; strategically important resources of the BO; challenges faced by the BO in
implementing customer-centric services; and their individual role in development of
important resources. The employees were asked to narrate stories on their work life
experiences within the bank and how work gets done normally at the bank. We used
stories to collect information from employees as we believed that story-telling could
be useful for explaining strategy, managing change and engaging employees in
contemporary organisations [33]. The stories enabled us to cover a broad topic area
that allowed employees the freedom to choose any work experience they remembered.
We observed that employees usually gave stories that focused on themselves, and
described organisational activities that had a direct effect on them personally or their
work. This process of story collection (both good and bad experiences) also stimulated
stories around the manner in which the transition process affect an individual
employee’s work life. No lead questions were asked and the interviews were informal,
building a rapport with the respondent. However, probing questions were asked during
the process to access more information.

Informed by prior research that service systems could also be seen as work sys-
tems (Alter 2008), we focused our research on one service system called ‘one point
contact’. This was the main customer-facing service the NSW Bank introduced in
order to implement its customer-centric service strategy. This core service will be
explained in more detail in the finding section.

We performed data analysis by methodically identifying themes and building
ideas guided by WST. By doing so, we were able to draw a picture of a fuller account
of the connections between events and experiences. By combining data collected from
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interviews and the documents, we are able to offer an account of the Bank that
transcends the individual voices of the participants [34].

We use the interpretive approach as we understand reality as holistic and socially
constructed, rather than objectively determined [35]. Adopting such an approach for
this study, offered us an opportunity to understand the happenings in NSW Bank
through the meanings that people (in the Bank) assigned to them [36]. What we call
our data are really our own constructions of other people’s constructions of what they
and their compatriots are up to [37, p. 9]. We as researchers are the measuring
instruments and our understanding has been derived from our personal experience
learned from theory rather than manipulating variables [38]. Thus, we have tried to
grasp the ‘meanings’ of research participants’ thinking and behaviour. By doing so we
figured out that the transformation process of NSW Bank could be divided into three
distinct phases that we captured by the corresponding WS snapshots. These phases
will be elaborated in our findings section.

As a qualitative case study, our research involves a large number of documents
and interview transcripts, which had to be managed, kept track of and coded
methodically. Since we needed an efficient, consistent and systematic data manage-
ment system, we opted to use NVivo software. All documents and transcripts were
imported into the software which was later used for coding the documents according
to themes as prescribed by WST. The use of NVivo software helped in making the
study reliable and robust, enhancing transparency and the quality of the evidence
could be judged [39].

6 Findings

6.1 Work System - Phase 1

The NSW bank’s strategy was ‘customer focused’ and their ‘mission’ was to be
number one for customer service in the banking industry. The bank aimed to deliver
value across their business through the ‘service-profit chain’ and trusted that there was
a direct link between superior customer service and sustainable profit growth.
Therefore, in order to achieve superior service the bank intended to develop a ‘high
performance organisational culture’ built around quality people, effective manage-
ment processes and strong values. Based on their service-focused strategy the bank
launched a new service system called ‘one point contact’ and decided to start focusing
on the customer rather than products, which was the case before.

‘One point contact’ was a commitment from the bank to the customers that they
would provide an appropriate answer (solution) within an appropriate time without
passing the customers around. Also, the NSW Bank committed to consistently monitor
their progress using a customer experience tracker survey and publish an external
progress report on a regular basis. Thus, the bank believed that they could create long-
term shareholder value by committing to provide superior services to their customers
and adhering to it.

This had an effect on the way processes were conducted at the NSW bank that lead
to two important changes. First, it was decided to provide training to the bank’s
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employees (participants) to be able to deliver the ‘one point contact’ service system.
Second, it was decided to automate their processes so as to enable participants to have
immediate access to information about the customer in order to deliver ‘one point
contact’ service system. Also, the bank decided to offer fully automated, customer
self-service, available 24 h per day, 7 days per week, with an assumption that this
would help improve the customer experience and increase loyalty to the bank.

Figure 2 depicts implementation process of one-point contact work system during
phase 1. It illustrates the NSW bank’s focus on two key elements – training the
employees representing the Participants component of the work system (WS) (i.e. WS:
Participants) to embrace high performance culture (WS: environment) and automation
of service-oriented processes (WS: Processes, activities and technology). This was
expected to result in improved employee productivity. The combined effect of high
performance culture and improved productivity was expected to result in improved
customer satisfaction and loyalty (WS: Customers) that over-time would translate into
a more sustainable competitive advantage.

6.2 Work System - Phase 2

While the organisational strategy and the work system strategy were intended to be the
same, in the second phase it became apparent that these two strategies were in direct
conflict. The organisational strategy continued to focus on the big picture of customer
satisfaction and high performance culture, but the work system strategy focused on a
different objective i.e., cost cutting and economization, taking a short-term view.

Both these strategies were pulling the Bank in two different directions. This
misalignment could be found in their process automation. For instance, when they had
to decide and prioritize what to automate, based on the principles of the service
oriented strategy, they preferred to automate processes that were expected to result in
improved customer satisfaction. This could not be materialised since it involved large
financial investments. Instead, they were compelled to automate processes that were
focused on particular products because of cost pressures. Also, the bank was finding it
difficult to transform the existing product-centric legacy infrastructure to a customer-
centric oriented infrastructure, as systems and data had to be integrated across product
silos.

Fig. 2. Implementation of the ‘‘one-point contact’’ work system – phase 1
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Furthermore, they could not find the right mix of automation and human inter-
vention that would enhance customer experience. This required the NSW Bank to shift
from routine to knowledge work, yet they had problems in transitioning their
employees from process to knowledge workers. To add to this problem, they were also
not able to attract, engage with and retain a qualified knowledge workforce. They also
had difficulty in shifting their employees’ mindset from product to a customer-centric
culture.

In this manner, the shift in the strategy on ‘papers’ resulted in disorientations
within the Bank due to the contradicting nature of the strategies, which was also
fueled by the prolonged time taken for the implementation of ‘one point contact’
service system. Contrary to the aspirations set by the organisational strategy, the end
result was reduced competitiveness, as depicted by Fig. 3.

6.3 Work System - Phase 3

All the challenges identified in phase 2 were still present in phase 3. Figure 4 confirms
that tension between organisational strategy and WS strategy still existed. The neg-
ative effects on employees (i.e. WS: participants) were the same as in Phase 2.
However, in spite of the problems faced by NSW Bank due to the misalignment of
organisational and work systems strategy, they started to move towards service ori-
entation. The reason for this could be explained by the changes that occurred in three
work system components, namely, environment (in particular, organisational culture),
participants and customers. More precisely, the NSW Bank’s initiatives to increase
employees’ awareness towards community volunteering started to gradually change
the organisational culture. This turned out to be the key element which neither
impacted on organisational strategy (of one-point contact) or the WS strategy (budget
restriction). Employees were allowed to take one day off in a year to involve in
community volunteering of their choice. The employees proceeded to involve in
community volunteering in their own time (on weekends and after hours) still rep-
resenting NSW Bank. The effect of this volunteering engagement was three-fold.
First, the negative effects on employees created by the mismatch between

Fig. 3. Implementation of the ‘‘one-point contact’’ work system – phase 2
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organisational and WS strategies were offset to a certain extent thus creating a positive
work culture characterised by improved employee morale and commitment. Second, it
had a positive effect on community in general. Employees’ presence was noticed by
the community and their (employees) contribution was valued and attributed to the
Bank. Third, increased public visibility resulted in improving customers’ impression
of the Bank, thus having a positive impact on customer loyalty.

In summary, the Bank initiated the transition process from the organisational
service oriented strategy of one-point contact, with an expectation of improved
competitiveness. However, the way this transition process was implemented resulted
in the opposite effect. The major shift towards customer-centric services was not
initiated by the organisational strategy but could be traced back to employee volun-
teering (the WS Participants component). At the time of writing this article, the
transition process was still in progress.

7 Conclusions and Future work

The main objective of this research was to contribute to the emerging multi-disci-
plinary research field of Service Sciences. In this context we used the Work System
Theory to analyse strategic, cultural, and other relevant changes that occurred in the
NSW Bank’s transitioning process from product-centric to customer-centric services.
Out research confirms the importance of mutual alignment between the organisational
strategy and work system strategy, but also illustrates the complexities of this
alignment. More precisely, we found that organisational strategy focused on the big
picture and long-term vision of customer-centric service, but was implemented
through the work system guided by the strategy still driven by the product-centric
view of the business. This misalignment has slowed down the NSW Bank’s transi-
tioning process, as described in the previous section.

Fig. 4. Implementation of the ‘‘one-point contact’’ work system – phase 3
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Furthermore, our research confirms the importance of organisational culture that
needs to be understood in a broader context and beyond the service being studied. For
example, in the NSW Bank the main impetus for the gradual change in organisational
culture, necessary for the implementation of customer-centric services, came outside
of the work system (i.e. service) being implemented. As it occurred parallel to WS
implementation, not affecting its cost cutting and economisation strategy in any way,
it could have gone unnoticed had we only focused on the service alone, without taking
a broader perspective.

This case also confirms the previous observation that managers only have limited
guidance in the literature for implementing service-oriented practices [22]. In the
absence of such guidance organisations are left to their own experimentation. In the
case of NSW Bank, the transitional process is confirmed to be complex and contin-
uously evolving through experimentation and organisational learning. Most impor-
tantly unexpected and unintentional aspects of the process (community volunteering)
turned out to be critical to the transition process rather than deliberate design and
implementation of organisational strategy. The WST enabled us to take a holistic
approach of a service system and through this capture this important aspect that could
have been easily missed if we were to focus on implementation of organisational
strategy, or just a single service being studied.

By definition, case study research is not generalisable [27, 28, 30]. Therefore, the
outcomes of this research are not intended to be directly transferable to another
organization. This is because every complex organisational environment is always
unique. Even though the results cannot be generalised, we argue that the innovative
approach of using the Work System Theory, in particular work system snapshots to
understand the transition process from product-centric to customer-centric services is
replicable in other contexts. This is the main research contribution of our work, as
described in this paper. Our current and future work involves further study of the
transition process from product-centric to customer-centric services in service
industries through more case study research across different industry domains.
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Abstract. Service innovation is focused on customer value creation. At its
core, customer-centric service innovation in an increasingly digital world is
technology-enabled, human-centered, and process-oriented. This requires a
cross-disciplinary, holistic approach to new service design and development
(NSD). This paper proposes a new service strategy-aligned integrative design
framework for NSD. It correlates the underlying theories and principles of
disparate but interrelated aspects of service design thinking: service strategy,
concept, design, experience and architecture into a coherent framework for
NSD, consistent with the service brand value. Application of the framework to
NSD is envisioned to be iterative and holistic, accentuated on continuous
organizational and customer learning. The preliminary framework’s efficacy is
illustrated using a simplified telecom case example.

Keywords: Service concept � Service design � Service architecture �
Customer experience � New service development � Service innovation

1 Introduction

With service science maturing and gaining wider acceptance by academics and
practitioners alike, a growing interest in the theories and practices of service systems
design and implementation [1, 2] has emerged, as exemplified by recent work on
conceptual frameworks for guiding service systems design [3] and service networks
innovation [4]. However, the observations that ‘‘the narrowness of much writing on
service design’’ and ‘‘the dilemma of service design [as to] whether it is a product or a
process that is being designed’’ have led Voss and Hsuan [5, p. 232] to argue for the
need to rethink service design from a cross-disciplinary (including marketing, oper-
ations and information technology) holistic perspective, in the context of New Service
Development (NSD) [6–8]. However, it remains a knowledge gap in the literature as
to whether and how the disparate views of service design seen by marketing, oper-
ations and systems experts within a firm could logically be integrated to produce new
coherent service designs. This paper contributes to closing this knowledge gap.

This paper pursues the research question: Could an integrative design framework
be defined that would integrate the disparate business and technical views of service
design into a coherent model that would ensure end-to-end design integrity? In par-
ticular, inspired by our initial informal dialogues with practitioners from large and
new start-up enterprises concerning NSD challenges, the paper seeks to define a new
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integrative service design framework that will allow cross-disciplinary (marketing,
operations and IT) experts in a firm to systematically co-conceptualize, co-design and
co-implement new services, in line with the service strategy and brand value, to meet
current or emergent customer needs, efficiently and effectively. We conduct an
exploratory review of the extant literature and correlate, holistically and integratively,
the underlying theories and principles of various disparate but interrelated aspects of
design thinking for NSD, namely, service strategy [9, 11], service concept [9–12],
service design [11–17], customer experience [16–21, 25], and service architecture
[5, 26–30] which hitherto have often been analyzed individually in a somewhat
fragmented manner. Using the basic principles and theories of service science, we
correlate these different aspects of service design thinking and integrate them into a
coherent framework. The efficacy of the framework is illustrated using a simplified
telecom NSD case example [30].

The paper is organized as follows. Section 2 reviews the basic service science
conceptual building blocks for constructing the proposed integrative service design
framework. From the extant literature, the integrative design framework is then
synthesized, in Sect. 3, design aspect by design aspect, with the inter-aspect rela-
tionships clearly articulated to ensure conceptual alignment and to minimize design
conflicts or contradictions. Then, an exemplar telecom integrative design practice is
described, in Sect. 4, to illustrate a preliminary operationalization of the framework.
Finally, Sect. 5 concludes by summarizing the framework’s benefits and limitations;
and suggests areas for further study to reduce the limitations.

2 Conceptual Building Blocks

2.1 Process for Capabilities Integration

A service is defined as a process of applying the competencies and skills of a provider
for the benefit of, and in conjunction with, the customer [31, 32]. A service offering is
produced using the firm’s resources including both tangible (such as goods) and
intangible (such as knowledge, competence and relationship) assets [33]. The value
characteristics of the service provisioned, however, are co-created through the
interactions of the client’s competences with that of the service provider [34]. Thus
the client is active in a service interaction; it co-creates value (for itself) with the
provider by integrating the provider’s competences with its own [13, 34, 35].
Therefore, service is about ‘‘the process of parties doing things for and with each
other, rather than trading units of output, tangible or intangible’’ [32]. Consequently,
from the NSD perspective, service design is about designing the processes to facilitate
resource or competence/capability integration by the customer.

A service firm (such as a telecom provider) is conceptualized as a service system
[30] which is defined as a complex adaptive system of people, and technologies
working together to create value for its constituents [36]. Thus, service innovation by
a service system (firm) using NSD must be cross-disciplinary [5] and is only possible
when the service system (firm) has information about the capabilities and the needs of
its clients, its competitors and itself [37].
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2.2 Value Co-creation in a Digital Ecosystem

In an increasingly digital world, information technologies are ‘‘liquefying’’ physical
assets into information resources, and transform a service firm into a value-creating
service system in which a constellation of economic actors (customers, suppliers,
business partners and the like) are able to seamlessly collaborate to co-create value
[38]. So the firm must establish collaborative processes with customers, partners, and
employees to engage in the co-creation of value [39]. And the customer is regarded as
an operant resource – a dynamic proactive resource that is capable of acting on other
resources to create value for itself [32].

Value co-creation and innovation in the digital world would require firms to
institute individualized and immediate customer feedback (to and from the customers)
to engender customer and organizational learning [40]. This requires a new IT-
enabled organizational logic which encompasses modular (multi-sourcing) flexibility,
front-line (customer learning) focus, IT-enabled individualization and ‘‘connect and
develop’’ innovation practices [40, 41]. In addition, the firm needs new cooperation
structures by partaking in global competence clusters and practicing coopetition [40].
This means the service design framework must support selective participation by
suppliers, partners and customers in the overall co-design process. And, customer
experience design must incorporate customer learning and facilitate two-way feed-
back between client and provider.

Above all, to be agile and adaptable as they learn of changing customer needs,
firms need to develop dynamic operant resources – the dynamic capabilities [42]. The
dynamic capabilities allow firms to continually align their competences to create, build
and maintain relationships with (thus the value propositions to) customers (the ultimate
source of revenue) and suppliers (the source of resource inputs). Thus, the service
design framework must institutes agile organizational and customer learning to sustain
the service system’s (firm’s) dynamic capabilities and thus its evolutionary fitness.

2.3 Customer Centricity for Service Excellence

Customer is at the heart of value creation and service is about relationship with the
customer [43]. The customer interacts with the service provider via the interface
through which information/knowledge, emotions and civilities are exchanged to co-
create value [34]. Value is wholly determined by the customer upon, and in the
context of, service usage (and resultant customer experience), in which the compe-
tence of the provider is integrated with the competence of the customer to (perform ‘a
job’ to) create (business) value with the customer [32, 43]. To win the service game,
the value proposition must consistently meet the customer expectations and behavioral
needs [20]. This can be assured by co-opting the customer competence in co-creating
the service offering with the provider [44] – e.g. user toolkits for innovation [45].
However, the customer would collaborate with the provider in co-creation of core
service offerings (in the context of service conceptualization and design practices)
only if they would gain benefits, such as: expertise, control, physical capital, risk
taking, psychic benefits, and economic benefits [19]. The service design framework
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must therefore support the potential for engaging customers in service offering co-
conceptualization, service co-design and customer experience experimentation.

3 Proposed Integrative Service Design Framework

To create new innovative services that sustainably co-create superior customer value
in the constantly evolving digital ecosystem, an integrated design framework is pro-
posed. It is synthesized from the extant literature in accordance with the preceding
conceptual building blocks. First and foremost, the proposed integrated design
framework is founded on (Step 0 in Fig. 1) the firm’s mission and service strategy
focused on meeting the customers’ existing and emerging needs. In particular, the
firm’s brand value and its subordinate service value proposition must resonate and
align with the customers’ requirements (or value expectations).

The integrative design framework for NSD (see Fig. 1) consists of closely inter-
related practices of: (a) service concept which defines what the service is and how it
satisfies customer needs [9–12], (b) service design which defines the service delivery
mechanisms to consistently satisfy customer needs [13–17], (c) customer experience
and value creation which guides service design to align the provider’s competences and
learning regime to those of the customers to ensure superior experience [16–25], and
(d) service architecture which systematizes service concept, service design and inno-
vation [5, 26–30]. These four interrelated practices and their underlying theories and
principles are detailed below individually, but are typically practiced in the real-world
iteratively and holistically – accentuated on agile organizational and customer learning
for each and every iterative step such that the integrated design practice becomes the
firm’s dynamic capability enabling it to attain evolutionary fitness with the turbulent
external market environment [42].

3.1 Service Strategy

Strategy (Step 0) is designed to fulfill the firm’s vision and mission. There is a four-
step approach to developing a successful service strategy: (1) Select the innovation

Fig. 1. An integrative service design framework
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focus, such as new service innovation or service delivery innovation, and the target
customer group(s); (2) Uncover customer needs in terms of jobs to get done and
outcomes expected; (3) Prioritize customer needs; (4) Develop a service strategy (and
attendant service concept) to fulfill the high priority customer needs [9]. A successful
service strategy fits what the customer will value with what the company can deliver.
This means aligning the service concept (what it would take to deliver on the customer
value propositions), and hence the service architecture, with firm’s capabilities,
resources, culture and strategy.

3.2 Service Concept

A service concept (Step 1) defines the conceptual model of the service. It describes
what the service is and how it satisfies customer needs [9]. Service concept is the most
critical component of service strategy, and reflects the alignment of the customer
needs (job and outcome opportunities) with the company capabilities. It reinforces the
firm’s brand strategy/value. Service concept also forms the fundamental requirements
for service design, service development and service innovation [10]. It is developed as
the end-result of the activities of strategic positioning, idea generation and concept
development/refinement – a marketing-led cross-disciplinary endeavor. The concep-
tual model of a service consists of seven components which together define the
desired customer outcomes (value propositions) of the service: service benefits, par-
ticipation activities, emotional component, perception component, service process,
physical environment, and people/employee [10]. To define an innovative service
concept, Bettencourt [9] recommends that a service firm should: focus creative
energies on specific job and outcome opportunities; identify where the key problems
lie in satisfying high-opportunity jobs and outcomes; systematically consider a diverse
set of new service ideas to satisfy the opportunities; and build a detailed concept with
service strategy and service delivery in mind.

Service concept is the principal driver of service design decisions at all levels of
planning and implementation. It relates to service architecture or service blueprint
which guides service design, and to service governance which defines the decision
rights and the decision making process for service design, planning and implemen-
tation [11]. For example, at the strategic planning level (marketing-led), the service
concept drives design decision for new or redesigned services. At the operational level
(IT/operations-led) it defines how the service delivery system implements the service
strategy and how to determine appropriate performance measures for evaluating
service design. At the service recovery level (operations-led), it defines how to design
and enhance service encounter interactions. Thus service concept along with the
overarching service architecture is the common foundation for new service develop-
ment, service design and service innovation. For instance, service concept develop-
ment and testing is at the heart of service design in new service development. Central
to service conceptualization is declaring what the customer value proposition is in
relation to the firm’s strategic intent, how it meets the customer needs and what is the
service logic required in delivering the value proposition [11]. Service concept
articulates the service operation – why and how the service is delivered (in line with
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the brand value); the service experience – i.e. customer experience; the service out-
come – i.e. customer benefits; and the service value – i.e. the perceived customer
benefits minus the service cost [12]. Service concept and the corresponding service
design (described below) are intended to reflect the service firm’s business strategy
and brand value, and therefore directly impact the firm’s financial performance.

3.3 Service Design

Service design (Step 2) – an IT/operations-led cross-disciplinary endeavor – starts
with the customer/user and defines how the service will be performed using human-
centered and user-participatory methods to model the service performance [15].

We distinguish service design at two levels: new service development (NSD) at
the individual service offering level (akin to new product development in manufac-
turing), and service system at the service firm level (akin to enterprise design).

From NSD perspective, a service is conceptualized as an open system with cus-
tomers being present everywhere. Service design must address strategic service issues
such as marketing positioning and the preferred type of customer relationship, in line
with the strategic intent of the service organization. Service governance is also
required to monitor the service qualities and financial performance against the design
outputs. The framework for designing the service delivery system must address
multiple interrelated factors: standardization; transaction volume per time period;
locus of profit control; types of operating personnel; types of customer contacts;
quality control; orientation of facilities; and motivational characteristics of manage-
ment and operating personnel [11]. The service delivery system fulfills the firm’s
strategic service vision and is designed/specified by means of service blueprinting [16,
18]. Service blueprinting is a map or flowchart of all the transactions constituting the
service delivery process. The map identifies: the potential ‘fail-points’; the line of
interaction between client and provider known as service encounters; the line of
visibility – above it employees actions are visible to the customer (directly affecting
customer experience); below it is the ‘back-stage’; and the internal line of interactions
below the line of visibility [16, 18]. The service encounter design is a critical element
of service design, because from the customer’s viewpoint ‘‘these encounters ARE the
service’’ [16]. The design focuses on maximizing the quality of ‘service experience’
by the customer. However, service experience is the result of the combined efforts of
the ‘back stage’ information and processes and the ‘front stage’ customer handling –
both must work seamlessly in unison in satisfying the customer request [17].

Taking an end-to-end view of service process allows designers to analyze the
stakeholders’ requirements, pain points and performance metrics from which service
design (or redesign for an existing service) could be developed in collaboration with
the stakeholders (including suppliers and partners) incorporating a combination of
changes across process, organization, technology, and tool in an integrative
manner [14].

NSD service design must include strategies for handling service variability to
ensure sustained level of service quality expected by customers [17]. For instance, to
manage an unexpected deviation from normal service encounter, the service design
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(per service strategy and governance) may incorporate the notion of service personnel
‘empowerment’ which grants them the discretion to recover from service deviation
(failure) by offering ‘compensations’ or alternative solutions to the customer to
minimize adverse impacts to the customer [38]. Moreover, where multichannel ser-
vices are provided, the design must ensure consistent service experience across all
channels. Finally, service design needs to incorporate the requirements of lean con-
sumption by the customers [21] (in accordance with the customer experience design
principles described in the next section) and achieve the objectives of service profit
chain [46].

At the service firm level, service design is concerned designing the service system
(which offers the service) – akin to enterprise or organization design – to achieve the
firm’s mission and strategy, a C-level executive-led cross-disciplinary endeavor.
Service system design must address the roles of people, technology, shared infor-
mation, as well as the role of customer input in production processes and the appli-
cation of competences to benefit others. Consequently, it will influence the design of
service delivery system for each service offering created by NSD. This design
interrelationship will be managed through the modularity principles of the attendant
service architecture (see later). The design must also address the service systems’
requirements for agility and adaptability in alignment with their environments [36].
A learning framework is necessary to sustain the firm’s creative design ability, and
improve and scale the service systems. The framework is designed to achieve three
critical requirements: effectiveness – the right things get done; efficiency – things are
done in the right way; sustainability – the right relationships exist with other service
systems to ensure the system’s long term sustainability [36, 37]. Sustainability is
achieved through the service system’s (brand) reputation, because excellent reputa-
tions naturally attract value propositions from other service systems wanting to co-
create value. It also requires appropriate amount of shared information to be available
to all service systems (the principle of information symmetry) to enhance coordination
and mutual sustainability within the service ecosystem. The design is however
inherently challenged by the people factor, as people are complex and adaptive.

In sum, service system design, broadly, must address four variables: physical
setting; process design – the service blueprinting or mapping which designs ‘quality’
into the service delivery system; job design – the social technical job design which
include addressing the employee motivational requirements; and people – the staff
(competence) selection [11].

3.4 Customer Experience

Service design excellence strives to achieve superior customer experience (Step 3),
where the design practice is focused on the usability and pleasurability of the service
interactions [25, p. 84]. Service organizations are increasingly managing customer
experiences to promote differentiation and customer loyalty. Due to its strategic
significance as a competitive differentiator, this specialist design practice, whilst being
an integral part of service design, is factored out as a crucial step deserving special
attention in the overall design framework. Customer experience requirements of each

50 E.K. Chew



service type are usually analyzed using use-case scenarios similar to that of service
blueprint [16, 22].

Customer experience is influenced by the service intensity, which is defined in
terms of the number of actions (frequency and sequence) initiated by the service
provider, or the amount (and importance) of information exchanged in a service
encounter or the duration of the service encounter [17, 25]. The service design of
multi-interface system must unify service management, human computer interface,
and software engineering perspectives into an integrated design embodying the cus-
tomer experience requirements [22]. The experience-centric service providers design
the activity and context of the experience to engage customers in a personal, mem-
orable way.

Customer experience is contingent on the efficacy of service encounter design,
which in turn is guided by the possible relationships between the three parties in the
service encounter: the service organization (whether to pursue a service strategy of
efficiency (cost leadership) or effective (customer satisfaction) or both); the contact
personnel (following strict rules/order or empowered with autonomy and discretion);
and the interaction between contact personnel and the customer (balancing conflicting
‘‘perceived control’’ by both parties) [13]. Technology could be designed to assist,
facilitate, mediate or generate the service encounter, each with a different customer
role in the service delivery process [13, 47]. Technology design therefore must
account for potential customer (as well as employee) reaction so as to avoid future
problems of acceptance [18].

The customer experience design must also address the complete ‘‘customer
journey’’ (from presale, purchase, usage to expiry) and the attendant dynamic
engagement process with the service firm [50]. The engagement can be emotional,
physical, intellectual, or even spiritual, depending on the level of customer partici-
pation and the connection with the environment [23]. The experience is influenced by
the effectiveness of value co-creation between the provider and beneficiary – mea-
sured by a composite of benefits (utility) and burdens (costs) [18]. Burdens relate to
the service’s usability or the degree of customer efficiency in ‘consuming’ the service
[21, 48]. Thus, the most compelling service with the best ‘‘value for money’’ to the
client is one that has the largest ‘‘benefit-to-costs’’ ratio. Service firms must therefore
‘‘consider not only the employees’ productivity but also the ‘productivity’ and
experience of the customer.’’ [18–21] From a service system viewpoint, customer
value, created as a result of integrating the provider’s resources with the client’s,
increases the client system’s adaptability and survivability to fit with its changing
environment [49].

Customer value creation process is a dynamic, interactive, non-linear and often
unconscious process [24]. It is culminated from the customer’s cognitions, emotions
and behavior during the relationship with the provider, across the entire customer
journey [50]. Value co-creation is determined in the context of the customer’s
resource (and capability) integration practice. To achieve optimal value, the customer
processes, the supplier processes and the interfacing service encounter processes must
all be aligned [24]. The process design must be congruent with the overall service
architecture (see next section) to ensure consistent experience across all services and
all channels (and devices).
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3.5 Service Architecture

Service architecture is conceptualized to systematize service design and innovation.
Leveraging concepts from product architecture, service architecture aims to create a
common language across different views on service design and a systematic way to
operationalize and measure the degree of service architecture modularity [26]. For a
new start-up service firm, service architecture practice is likely to be non-existent (or
immature). Service architecture capability emerges as the firm becomes more stable
financially and growth is accelerating. It culminates in becoming a dynamic organi-
zational capability. For mature firms service architecture features centrally as a ref-
erence framework for design governance (to assure customer-effectiveness and
efficiency of all new services).

Service architecture is constituted in accordance with the principle of modularity,
which in turn is characterized by five dimensions: components and systems as the
basic modular units, the interfaces, degree of coupling, and commonality sharing
between components, and platform as the overarching configuration of components
and interfaces that make up the service architecture [27]. Modularity refers to the
degrees by which interfaces between components are standardized and specified to
allow for greater reusability and sharing of (common) components among service
families. It provides the basis for mixing and matching of components to meet the
mass-customization requirements; yields economies of scale and scope, and can help
structure services to facilitate outsourcing. Platform strategies are the vehicles for
realization of mass customization [27]. As platform decisions often cut across several
service lines or divisional boundaries, platform strategic decisions must belong in the
top management team who need to and can resolve cross-functional conflicts to
jointly-achieve the firm overall strategy.

An important and challenging aspect of service architecture is the interface.
Interfaces in services can include people, information, and rules governing the flow of
information. Service interface can also include the flow of people. In general, an
active role in service customization would be played by both the front-end employees
and the customers themselves. This would suggest the service components need to be
more loosely coupled than product components [28].

A service system can be analyzed, for the purposes of service architecture, in
terms of four levels of increasing details in specification: industry level, service
company/supply chain level, service bundle level, and service package/component
level [26]. At level 0, the industry architectural template defines the value creation and
the division of labor as well as value appropriation and the division of surplus or
revenue among the different players. (This is the financial or commercial view of
service design that is seen from the Chief Executive Officer/Chief Financial Officer
level.) At level 1, the service company and its supply chain(s) are modeled both
upstream and downstream. Both shared (internal cross-functional) and outsourcing of
service components are important consideration for the service company level for
economic and resource flexibility reasons, in line with its business strategy. (This is
the operations management view of service design that is seen from the Chief
Operating Officer level.) At levels 2 and 3, the service concept and service design
activities of service innovation practice are harmonized and integrated to assure
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service agility. (This is the Chief Marketing Officer and Chief Information Officer
view of detailed service design, operational and management levels.) At level 2, the
individual service bundles of the service offering at the company level are analyzed –
each bundle is viewed as a set of modules of service delivery, comprising the front-
and back-office functions (and associated capabilities). The front-office design must
comply with the above-mentioned customer-provider service encounter process
design principles to ensure superior customer experience and optimal value creation
(see Sect. 3.4 Customer Experience). At level 3, the service package and component
level, the characteristics of the building blocks (components) are specified that con-
tribute to the overall systems architecture, namely: standardization, uniqueness,
degree of coupling and replicability [26]. Thus, service architecture enables service
agility as new services can be designed and provisioned with minimal cost and little
internal change, and the architecture can be dynamically adapted in response to
external stimuli. But this would require support by a corresponding modular organi-
zational architecture as well as IS architecture [26].

4 Exemplar Integrative Service Design Practices

Telecom companies (telcos), like banks, compete on customer service (experience)
differentiation. Their missions, strategies and brand values are highly customer-centric
which, through disciplined strategic alignment, strongly influences the ways their
services are conceptualized, designed and operationalized.

A simplified telecom service system can be conceptualized as shown in Fig. 2.
The telecom service system is composed of four service system entities (SSEs): the
service provider SSE in collaboration with its IT supplier SSE and network supplier/
partner SSE delivers telecom service offerings to its customer SSE. The telecom
service provider SSE consists of a collection of network- and systems-capabilities that
together with the resources or capabilities of its partners and suppliers are configured
(by service design) to create a differentiated service offering (composed of an

Fig. 2. A simplified telecom service system (Adapted from [30])
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internally-standardized set of ‘‘service encounter’’ capability components/bundles:
fulfillment, assurance, billing and in-service usage) for the customer SSE.

We illustrate below an exemplar application of the proposed integrative service
design framework to telecom NSD based on this telecom service system model.

In Step 0, telecom business executive defines the competitive service strategy,
often founded on customer intimacy value discipline [51], which is purposefully
designed to satisfy the emerging or unmet needs of the chosen (existing and new)
customer segments.

In Step 1, the product (marketing) manager informed by deep customer insights
envisions and defines a new service concept (supported by operations and IT) – e.g.
education institutions’ emerging need for a virtual classroom service (in support of an
innovative remote education service). This new service would allow geographically
separated students from anywhere to participate in a real-time lecture from their home
or office, using any device over any network of their choice, while still experiencing
the same level of intimate interpersonal interactivity as if they were co-located in the
classroom. At the service concept level, the focus is on conceptual (functional)
requirements for the utility, usability and pleasurability (including exception handling)
of the proposed service concept.

In Step 2 service design, IT and network experts will design (supported by mar-
keting and operations) the integrated network and systems solution that satisfies the
service concept requirements. Using the service architecture (Step 4) as a reference
framework to leverage service component reusability and ensure the solution’s fitness
with the telco’s overall portfolio of services, the IT/network experts may design, on
one hand, a quadruple-play service solution (for ‘‘in-service usage’’ – see Fig. 2),
combining broadband, mobile, IPTV and multi-media contents in an integrated ser-
vice delivery (by configuring the appropriate network capabilities in collaboration of
network partners/suppliers – see Fig. 2); and, on the other hand, design the appropriate
accompanying customer ‘‘service encounter’’ capability components of fulfillment,
assurance and billing (by configuring the OSS/BSS systems capabilities – Fig. 2)
ensuring end-to-end service integrity in line with the espoused customer service
strategy (Step 0) and the attendant customer experience criteria (Step 4).

In Step 3, customer experience design is typically led by systems designers with
human factors engineering expertise [52] who are skillful in designing service
encounter interfaces to satisfy the customer’s cognitive, emotive and behavioral
requirements. Customer experience design is focused on crafting pleasurable (often
technology-facilitated) customer interactions (touch-points) with the ‘‘service
encounter’’ capability components: fulfillment, assurance, billing and usage
throughout the end-to-end customer journey [50] with the telecom provider. Customer
experience design effectiveness is linked to the measure of Net Promoter� Score and
consequently to firm’s financial performance [52]. This entails aligning the end-to-end
service encounter processes [24, 50] as well as the alignment of service capabilities
between the provider and the customers to enhance the experience and productivity of
each customer in using the said service [18–21].

In Step 4, the firm-specific service architecture is used as a reference model for
governing the overall aforementioned service design practices. Telecom service
design depends critically on the designer’s understanding of the provider’s service
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process (the OSS/BSS systems and digital network capabilities – Fig. 2) to ensure
effective value co-creation accompanied by excellent customer experience. To that
end, the telecom industry has specified a standard framework of telecom service
provider business processes, known as eTOM (enhanced Telecommunications Oper-
ations Map) [29]. The eTOM reference framework has been adopted as generic
telecom service architecture, Fig. 3, and can be used to specify firm-specific service
processes, and to source commercial-off-the-shelf standards-based OSS/BSS software
systems to support and, where appropriate, automate the specified service processes
(business operations such as fulfillment, assurance and billing) [30].

5 Conclusions and Future Work

Service innovation is focused on creating customer value. Customer co-creates value
with the provider by integrating their competences/capabilities with those of the
provider. Thus customer productivity is as important as that of the provider in service
provision as it impacts directly the service experience. At its core, customer-centric
service innovation in an increasingly digital world is technology-enabled but more
human-centered and process-oriented. This calls for research into whether and how
cross-disciplinary holistic approach to service design would facilitate new service
development and innovation.

This paper has used service science principles and theories to reexamine the
different aspects of service design from the literature to explicate their logical and
conceptual interrelationships. It results in a proposed new integrative service design
framework which enables systematic joint service conceptualization, design, archi-
tecture and innovation, by cross-disciplinary experts from business, operations and IT.
The strategy-aligned framework comprises four closely interrelated practices of: (a)
service concept which defines what the service is and how it satisfies customer needs,
(b) service design which defines the service delivery mechanisms to consistently
satisfy customer needs, (c) customer experience and value creation which guides
service design to align the provider’s competences and learning regime to those of the

Fig. 3. Telecom service architecture (Adapted from [30])
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customers to ensure superior experience and (d) service architecture which system-
atizes service concept, service design and innovation. These four interrelated practices
are typically practiced in the real-world iteratively and holistically – accentuated on
agile organizational and customer learning for each and every iterative step such that
the integrated design practice becomes the firm’s dynamic capability enabling it to
attain evolutionary fitness with the turbulent external market environment.

The efficacy of the proposed integrative service design framework has been pre-
liminarily validated by applying it to an exemplar telecom NSD in which telecom
service environment is modeled as a service system. More case examples from diverse
industries, however, need to be developed to fully validate the industry-wide appli-
cability of the framework and to refine and improve its theoretical soundness.

Service innovation commercialization is contingent on careful alignment of the
firm’s service strategy, service design and business model design. The proposed
framework could therefore be further extended by incorporating business model
design principles in the overall service design thinking. We envision the enhanced
framework would facilitate rapid business model experimentation of any new service
concept to test its commercial viability before committing capital on the compre-
hensive detailed design process. Learning from our initial analysis of this conceptual
extension shows promising potential. Plan is afoot to advance our preliminary
knowledge of an integrative service design framework to the next level of theoretical
and practical maturity.
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Abstract. In recent years there has been an exponential growth in the
number of vendors offering Infrastructure-as-a-Service (IaaS), with a cor-
responding increase in the number of enterprises looking to migrate some,
or all of their IT systems to the cloud. Prospective cloud consumers
need to identify providers that offer resources with the most appropri-
ate pricing and performance levels to match their specific business needs
before making any migration decisions. However, no two vendors offer
the same resource configurations, pricing models or provisioning models.
Moreover, cloud vendors tend to use different virtualization techniques
which impact the performance of the software systems running on top of
their infrastructure. Since consumers only have a black-box view of the
cloud, it makes the task of comparing and selecting appropriate comput-
ing resources a very complex exercise. In this paper, we present Smart
CloudBench, which is a suite of software tools that allows prospective
cloud consumers to test drive the cloud and make purchasing decisions
based on price, specification AND performance. Cloud consumers can
use Smart CloudBench for the automated, on-demand, real-time and cus-
tomized benchmarking of cloud infrastructure and use the benchmarking
results along with the pricing and specification information to make more
informed purchasing decisions. Tests using Smart CloudBench show that
the performance of higher priced servers is not necessarily better than
that of lower priced ones, and it has to be tested extensively in order to
substitute assumptions with facts.

Keywords: Cloud infrastructure selection · Performance benchmark-
ing · Automated benchmarking

1 Introduction

In recent years there has been an exponential growth in the number of vendors
offering Infrastructure-as-a-Service (IaaS), with a corresponding increase in
the number of enterprises looking to migrate some, or all of their IT systems
to the cloud. Prospective cloud consumers would like to obtain a quick assess-
ment of the price, specification and performance of competing IaaS providers
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before making any migration decisions. While the pricing and specifications is
public information, the performance of the computing infrastructure is unknown.
Different providers use different virtualization techniques which impacts the per-
formance of software systems running on top of their infrastructure; the only way
to compare providers based on performance is benchmarking software systems
on top of the cloud infrastructure and not relying on any assumptions based
on price and specification. One approach to do this is to benchmark the cloud
infrastructure performance by deploying own applications on selected cloud plat-
forms and testing them under variable workloads. However, this approach can
be complex, time-consuming and expensive, and very few organizations possess
the time, resources and in-house expertise to do a thorough and proactive eval-
uation in this manner. A more practical alternative is to test representative
applications1 against representative workloads to estimate the performance of
cloud providers. The benchmarking results can then be used to quantify applica-
tion performance on the different IaaS platforms and to obtain valuable insights
into the difference in performance across providers. By combining the bench-
marking results with pricing information and resource specification, enterprises
can better identify the most appropriate cloud providers and offerings based on
their specific business needs.

In this paper, we present Smart CloudBench, a suite of software tools that
allows prospective cloud consumers to test-drive public cloud infrastructure.
It enables the measurement of infrastructure performance in an efficient, quick
and cost-effective manner, through the automated execution and analysis of rep-
resentative benchmarks on multiple IaaS clouds under customized workloads.
Prospective cloud consumers can use Smart CloudBench to (i) select the rep-
resentative application/s to use for evaluating cloud performance, (ii) configure
the test harness, (iii) select and acquire instances on the cloud platforms to be
tested, (iv) run the benchmark tests, and (v) aggregate the results to build a
price/specification/performance matrix that can help with decision-making for
provider and resource selection. The key benefits of using Smart CloudBench
include:

– Reduction in time and effort involved in benchmarking cloud platforms. If
the number of cloud instances to benchmark is high, and the number of rep-
resentative applications is large, then manually executing the benchmarking
process becomes a very cumbersome exercise.

– Reduction in performance testing costs. Since the cloud resources to be tested
can be commissioned just in time and decommissioned immediately after com-
pletion of the tests, there are significant cost savings.

– Simplification of repetition of the benchmark process with reduction in
human error.

– Automated and customized generation of reports and analytics for consump-
tion by technical and non-technical audiences.

1 Some example representative applications include TPC-W for a transactional
e-commerce web application [5] and Media Streaming benchmark application for
media streaming applications such as Netflix or Yuku [6].
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– Centralised storage of performance data, which over time enables analysis of
performance evolution.

– Performance benchmarking of cloud infrastructure can be offered as a service.

The rest of the paper is organized as follows: In Sect. 2, we briefly discuss
performance benchmarking and how it relates to cloud infrastructure. In Sect. 3,
we give an overview of Smart CloudBench and present its key components. In
Sect. 4 we explain how Smart CloudBench works. We present some benchmarking
results and discuss their significance in Sect. 5. We discuss related work in Sect. 6
and conclude the paper by discussing future work in Sect. 7.

2 Performance Benchmarking of Cloud Infrastructure

In the IaaS service model, the service provider gives consumers the capabil-
ity to provision processing, storage, network and basic computing resources on
demand. While the consumer has control over the operating system, assigned
storage and the deployed applications, it has no control over the underlying
cloud infrastructure. When a client requests and receives virtual machines from
a cloud provider, it perceives the provisioned resource as a black-box whose run-
time behaviour is unknown. The use of different virtualization techniques by
different providers affects the performance of software systems running on top
of the cloud infrastructure. Therefore, there is a need for tools and techniques to
measure and compare the performance of computing resources offered by differ-
ent cloud providers. Benchmarking is a traditional approach for verifying that the
performance of a system meets the expected levels and to facilitate the informed
procurement of computer systems. In the context of cloud infrastructure, per-
formance benchmarking can serve a number of different purposes including
(a) determining whether a particular server configuration meets the performance
criteria, (b) comparing two configurations to find out which one performs bet-
ter, and (c) determining the level of QoS that can be guaranteed to end-users of
software systems deployed on the cloud infrastructure.

2.1 Elements of Benchmarking

The key elements of any benchmarking process are (a) System Under Test (SUT),
which refers to the system whose performance is being evaluated, (b) the work-
load, which refers to the operational load that is used to test the SUT, and
(c) the test agent (TA) which is the test infrastructure that is used to carry out
the benchmark tests. In our work, the SUT is the virtual cloud server whose
performance we are interested in. It is viewed as a black box, whose operational
details are not exposed and evaluation is based only on its output. The test
agents are also deployed on cloud infrastructure as the cloud is perfectly suited to
deliver scalable test tool environments which are necessary for the different types
of performance testing. Thus, with Smart CloudBench, the cloud infrastructure
forms the test environment and can also be used as the test harness.



62 M. Baruwal Chhetri et al.

There are two ways to benchmark the cloud infrastructure: micro benchmark-
ing and application stack benchmarking. While a set of micro benchmarks can
offer a good starting point in evaluating the performance of the basic components
of the cloud infrastructure, application stack benchmarking offers a better under-
standing of how a real-world application will perform when run on top of the
cloud infrastructure. Hence, we focus more on benchmarking the performance
of the entire application stack. If prospective consumers can find representa-
tive benchmarks for their in-house applications, they can design experiments to
match the internal load levels and load variations, and then test the representa-
tive application to determine how the different clouds compare performance wise
and cost wise. By using representative performance benchmarking, consumers
can quickly assess multiple cloud providers and their offerings in an objective,
consistent and fully automated manner without having to deploy their own appli-
cations on the various cloud platforms.

2.2 Performance Characteristics

Performance is a key quality of service attribute that is important to both cloud
consumers and cloud service providers. It should not only be specified and cap-
tured in Service Level Agreements (SLA) but should also be tested in order
to substitute assumptions with hard facts. For example, intuitively, a 16 GB
server with 8 vCPUs is expected to perform better than a 8 GB server with only
4 vCPUs. However, the actual performance benchmarking might reveal different
results as shown in Sect. 5. In the context of cloud-based IT solutions and appli-
cations systems, the following performance characteristics can be of particular
interest to prospective cloud consumers.

– Time behaviour: This performance characteristic captures the response time,
the processing time and the throughput rate of the software system running
on the cloud infrastructure, which subjected to a given workload.

– Capacity: This performance characteristic describes the maximum limits of the
software system parameters i.e. the number of concurrent users of the system,
the communication bandwidth, the throughput of the transactions etc.

– Resource utilisation: This performance characteristic describes the degree to
which the amounts and types of resources are utilised by the system under a
given workload. This characteristic can help identify over-provisioned and/or
under-performing resources.

2.3 Types of Performance Tests

Depending upon the objectives of performance testing, there are different types
of performance tests that can be carried out:

– Response Performance Testing: This form of performance testing is used to
measure the responsiveness and duration of an IT system. This is conducted
to understand the behaviour of the system under a specific expected load.
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The load can be the expected concurrent number of users of the system per-
forming a specific number of transactions within the set duration.

– Stress Testing: This form of testing is used to determine the boundaries of
the SUT. A heavy load is generated to simulate unusual user behaviour and is
used to determine if the system will perform sufficiently under extreme load
conditions.

– Soak Testing: This form of testing is used to determine if the system can
sustain continuous expected load without any major deterioration in perfor-
mance. It involves testing the system with a significant load continuously over
a significant period of time and observe the system behaviour under sustained
use.

– Scalability Load Test: This test is used to determine how the SUT will scale
for increasing load.

– Spike Testing: This form of testing is used to determine how the system
behaves when subjected to sudden spikes in workload - will the system per-
formance suffer, will it fail or will it successfully handle the dramatic changes
to load.

3 Overview of Smart CloudBench

In this section we present a detailed description and reference architecture for
Smart CloudBench. Smart CloudBench is a configurable, extensible and portable
system for the automated performance benchmarking of cloud infrastructure
using representative applications from a suite of benchmark applications. It also
enables the comparison and ranking of different cloud service offerings based on
user requirements in terms of infrastructure specifications, application perfor-
mance, costs, security, geographic location, compliance, regulatory requirements
and other requisite criteria [1,2]. It forms a key component of the larger Smart
Cloud Broker suite2 which comprises of the following additional components:

– Smart CloudMonitor - is a solution that enables the monitoring of cloud
resource consumption patterns. It can be used in conjunction with Smart
CloudBench to monitor cloud resource utilization during benchmarking in
order to identify over-provisioned and under-performing configurations.

– Smart CloudPurchaser -enables the automated procurement and consumption
of computing resources based on business rules specified by the cloud consumer
[3,4].

– Smart CloudMarketplace - offers an open electronic market where multiple
cloud consumers and providers can efficiently trade IaaS based on the supply
and demand mechanisms.

The main components of Smart CloudBench include:

– Benchmark Orchestrator (BO) - This is the main module of Smart Cloud-
Bench. It orchestrates the automated performance benchmarking of IaaS

2 www.smartcloudbroker.com

www.smartcloudbroker.com
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clouds. It controls the entire process including benchmark and provider selec-
tion, workload description, resource management, workload generation, work-
load execution and result collection. It automates all the tasks that would be
manually carried out in a normal benchmarking exercise.

– Cloud Comparator (CC) - This module allows users to automatically com-
pare the different cloud providers based on the cost and configuration of the
offered servers (which is stored in the provider catalog database), and the
performance benchmarking results stored in the benchmark results database.
Report Generator generates test reports in different formats including graph-
ical, tabular and textual formats for consumption by both technical and non-
technical users. Visualizer component allows users to visualize the test results
and use different ranking and evaluation criteria to rank them.

– Cloud Manager (CM) - This module performs fundamental cloud resource
management. Instance Manager (IM) procures appropriate instances on the
different providers - both for the System Under Test (SUT) and the Test
Agents (TA) based on the resource provisioning instructions from the BO. It
is also responsible for the decommissioning of the instances at the end of each
test. Virtual Machine Image (VMI) Manager is responsible for creating and
maintaining virtual machine images on the different cloud providers. Common
Cloud Interface (CCI) provides a common interface to different public cloud
providers and enables the automated management of cloud instances including
instantiation and termination.

– Cloud Provider and Benchmark Catalogs - Smart CloudBench maintains a cat-
alog of supported IaaS providers and their offerings. It also maintains a catalog
of supported benchmarks for the different types of representative applications.

– Benchmark Results Database - The results of the performance benchmarking
are stored in the benchmark results database and can be used for analysing
the evolution of cloud performance over time.

Fig. 1. Smart CloudBench architecture
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– User Interface (UI) - The user interacts with Smart CloudBench through a
browser-based UI (Fig. 1).

4 Using Smart CloudBench

In this section, we explain the steps involved in executing a typical benchmark
using Smart CloudBench (see Fig. 2). We also include relevant screenshots to
illustrate the usage scenarios (see Fig. 3).

– Provider Selection - In Step 1, the user selects the specific cloud providers and
resource configurations to test. This selection is done based on user require-
ments, which could include resource configuration, cost, geographic location,
supported operating systems etc.

– Benchmark Selection - In Step 2, the user selects the representative bench-
mark application/s from the list of available benchmarks that is to be used to
evaluate the performance of the selected cloud server configurations.

– Workload Specification In Step 3, the user defines different scenarios to be
tested against the selected benchmark. The request (comprising of the selected
benchmark, test scenarios, and cloud servers to be tested) is submitted to the
BO. The first and second steps can be used interchangeably.

– Instance Procurement - In Step 4, the BO receives the benchmarking request
and directs the CM to procure the required cloud server instances from the

Fig. 2. Smart CloudBench workflow
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(a) Provider Catalog

(b) Workload Specification

(c) Result Summary

Fig. 3. Smart CloudBench UI

selected providers. Technically, the CM generates requests to the required
cloud provider’s APIs in order to launch VMs with specific server configura-
tions as specified in Step 1. Pre-built images containing the packaged appli-
cations are used to start up the SUT and the TA.
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– Benchmark Execution - In Step 5, the BO executes the benchmark by issuing
remote calls to the test agents running on the newly started cloud machines
and waits for the benchmark results to be returned to it.

– Result Collection - On completion of the tests, the TAs return the benchmark-
ing results to the BO in Step 6.

– Report Generation and Visualisation - In Step 7, the BO updates the Bench-
mark Results Database. The user can visualize the results either in tabular
format or in graphical format. The reports combine the pricing and configura-
tion information with the performance results. Users can use the test results
for further analysis and decision-making.

– Instance Decommissioning - Once the tests have finished, the BO requests the
CM to decommission the instances that were initally started up for the tests
in Step 8.

– Report Analysis - In Step 9, the user can analyze the test results returned by
Smart CloudBench.

5 Benchmarking Results

In this section, we describe the experimental environment we have used to
demonstrate and validate the usefulness of Smart CloudBench. The represen-
tative benchmark application that we have used in our experiments is TPC-W
[5], which simulates an on-line retail store. We have selected this particular
application because it represents the most popular type of application running
on the cloud and its behaviour is relatively simple and well understood. We
first describe the experimental setup and the measured metrics followed by the
results of the benchmarking tests performed on 3 different servers offered by a
large IaaS provider in Australia.

5.1 TPC-W Benchmark

The TPC-W application models an online bookstore which is representative of
a typical enterprise web application. It includes a web server to render the web
pages, an application server to execute business logic, and a database to store
application data. It is designed to test the complete application stack and does
not make any assumptions about the technologies and software systems used in
each layer. The benchmark consists of two parts. The first part is the TPC-W
application which supports a mix of 14 different types of web interactions and
three workload mixes, including searching for products, shopping for products
and ordering products. The second part is the remote browser emulation (RBE)
system which generates the workload to test the application. The RBE simulates
the same HTTP network traffic as would be seen by a real customer using the
browser. An open source implementation of TPC-W is available online.3

3 Source code is available for both the TPC-W benchmark server implementation as
well as the client implementation (TA) is available online at http://www.cs.virginia.
edu/th8k/downloads/.

http://www.cs.virginia.edu/th8k/downloads/
http://www.cs.virginia.edu/th8k/downloads/
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During each benchmarking cycle, the TPC-W client generates a random num-
ber of simultaneous requests to the server, depending on the specified number of
emulated browsers. A single emulated browser can request only one web-page at
a time. The client also simulates the waiting time between the browsing sessions
of each emulated user. The server responds to the requests of the client by gen-
erating the corresponding web-pages. In case the request time exceeds 25 s, the
request is dropped by timeout. The total number of requests that are made in a
single benchmarking cycle varies depending on the response time. If the server
cannot cope with the workload, the average response time and the number of
timeouts will be high. In such case the number of generated requests will be
lower, than when the server is capable of handling the generated workload and
responds faster to the incoming requests.

5.2 Experimental Setup

We selected three large servers - 8GB, 16GB and 24GB servers (as shown in
Table 1) to run the benchmark application on. The workload for each server was
generated from separate test agents which operated on 24GB servers. Both the
SUT and the TAs were located in Sydney. Workloads of 500 and 1000 concurrent
clients were used to test the server performance over time. The benchmarking
tests were run in parallel for 5 full days starting on Friday, 23/08/2013 at 6 pm
and finishing on Wednesday, 28/08/2013 at 6 pm.

Table 1. Configurations of the instances used in the benchmarking experiments (prices
correct on 23/08/2013)

Server RAM (GB) vCPU Price (AUD/h)

S1 8 4 0.629
S2 16 8 1.246
S3 24 8 1.8

The benchmarking exercise was configured to run as follows. The duration
of each benchmarking cycle was set at 5 min.; 2–2.5 min. for the benchmarking
exercise and 2.5–3 min. pause before resuming the next round of testing. We
paused at the end of each benchmarking cycle in order to minimise the impact
of the congested server requests on the server performance in the next bench-
marking cycle. As part of the benchmarking exercise, we collected the following
metrics:

– Average Response Time (ART)
– Maximum Response Time (MRT)
– Total Number of Successful Interactions (SI)
– Total Number of Timeouts (T)
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. Average and maximum response time (over time)

5.3 Discussion of Results

The results of the benchmarking exercise are presented in Figs. 4 and 5. The
figures display the average response time, the maximum response time, the total
number of successful interactions and the total timeouts, all measured over time.
The black zones around the average figure (white line) represent the variance of
performance in a particular hour. On analysing the benchmark results, we made
the following observations.

– Performance of 16GB server is significantly lower compared to that
of 8GB and 24GB servers. In Fig. 4 we can see that the ART of the
16GB server fluctuates consistently between 6 and 8 s. In contrast, 8GB and
24GB servers have a much better ART, which is on-average around 4 s until
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(a) (b)

(c)

Fig. 5. Timeouts and successful interactions

Saturday midnight and then drops to around 2 s afterwards, showing improved
performance. However, the 8 and 24GB servers do have several spikes, where
the performance drops significantly, whereas the 16GB server shows more
consistent performance. If we compare the price of the three servers, we can
see that the 16GB server is nearly twice as costly as the 8GB server, and
the 24GB server is nearly three times more expensive than the 8GB server.
However, the performance of the 8GB server is better than that of the 16GB
server and comparable with that of the 24GB server (for the workload of 500
and 1000 concurrent users). These results give a clear indication that making
assumptions about the performance of cloud infrastructure based on the price
and the specification is not a good decicion-making approach.

– The server performance varies quite significantly over time. We can
observe that the performance of the 8 and 24GB servers improved significantly
on Sunday; the ART dropped from 4 to 2 s and the total number of client-
server interactions increased up to 1000 requests, while the number of requests
timeouts dropped to insignificant value. A potential reason for such behaviour
could be CPU bursting which is essentially the availability of additional CPU
cycles due to less CPU contention.

– When the workload increases the server performance becomes more
predictive. In the case of all three servers we can observe that when the
workload increases, the deviation in server performance becomes smaller. Such
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behaviour is most likely linked with the way the TPC-W client generates the
requests to the server. As TPC-W simulates the real user behaviour, each
emulated browser requests a web-page and waits for the server response before
issuing another request to the server. Obviously, when the server is congested,
it takes longer time to respond and fewer requests are generated in a single
benchmarking cycle (about 150 s). As a consequence, it is possible that 500 and
1000 EBs can generate the same number of requests. We can see in the Fig. 5
that the 16GB server is overloaded and receives 2500 requests in total; however
the 24GB server receives 5000 requests, which is twice more. Moreover, when
the server is not capable to cope with the generated workload more requests
are dropped by the timeout.

6 Related Work

There are a number of commercial and academic tools that provide support for
cloud performance benchmarking. CloudHarmony4 provides an extensive data-
base of benchmark results for a fee across a number of public cloud providers
using a wide range of benchmark applications. Cloud Spectator5 is another
provider which carries out periodic benchmarking and publishes the results in
reports which can be purchased. ServerBear6 measures CPU, IO, IOPS and net-
work performance and provides customised reports against selected providers for
a fee. Cedexis7 offers tools for the real time monitoring of response times to over
100 cloud providers and Global Delivery Networks.

There are also several academic research projects in this area. CloudCmp [8]
is a framework to compare cloud providers based on the performance of the var-
ious infrastructure components including computation, scaling, storage and net-
work connectivity. CloudProphet [9] is a tool to predict the end-to-end response
time of an on-premise web application when migrated to the cloud. CloudSuite
[6] is a benchmark suite for emerging scale-out workloads. CloudRank-D [11]
is a benchmark suite for benchmarking and ranking the performance of cloud
computing systems hosting big data applications. SkyMark [7] is a tool that pro-
vides support for micro performance benchmarking in the context of multi-job
workloads based on the MapReduce model. The Cloud Architecture Runtime
Evaluation (CARE) framework [10] evaluates cloud platforms by using a num-
ber of pre-built, pre-configured and reconfigurable components for conducting
performance evaluations across different target platforms.

There are three key features that differentiate Smart CloudBench from the
other cloud performance benchmarking tools. The first feature is real-time bench-
marking - users can conduct live, real-time benchmarking of selected cloud
providers and servers (they can also make use of historical benchmark results).
The second feature is the ability to customize workloads. Users are not restricted
4 http://cloudharmony.com/benchmarks
5 http://www.cloudspectator.com/
6 http://serverbear.com/
7 http://www.cedexis.com/products/radar.html

http://cloudharmony.com/benchmarks
http://www.cloudspectator.com/
http://serverbear.com/
http://www.cedexis.com/products/radar.html
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to pre-defined workloads but can instead specify workloads that are representa-
tive of their own in-house workloads making the benchmark results more mean-
ingful and relevant. The third feature is the ability to do performance baselining.
Users can baseline the performance of cloud servers against a wide range of work-
loads. This helps them select the cloud configuration and provider with the most
appropriate specifications that best meet the user’s requirements.

7 Conclusion

Prospective cloud consumers would like to obtain a quick assessment of the price,
specification and performance of different IaaS providers before making any
migration decisions. While the pricing and specification is public information,
the performance of computing infrastructure is unknown. The use of different vir-
tualization technologies by cloud providers impacts the performance of software
systems running on top of the their infrastructure. The only way to get a mea-
sure of cloud infrastructure performance is by benchmarking software systems
on it rather than relying on assumptions based on price and specification. In this
paper, we have presented Smart CloudBench, which allows the automated execu-
tion of representative benchmarks on different IaaS clouds under representative
load conditions to quickly estimate their performance levels. It helps decision-
makers make informed decisions about migrating their in-house systems to the
cloud by evaluating available options based on their price, specification and per-
formance. Users of Smart CloudBench can design different types of experiments
to test the performance of representative applications using load conditions that
match the load levels of their own in-house applications. Smart CloudBench is
particularly useful for organizations that do not possess the time, resources and
in-house expertise to do a thorough evaluation of multiple cloud platforms. Tests
conducted using it show that higher price does not necessarily translate to better
or more consistent performance and highlight the need for tools such as Smart
CloudBench to provide greater visibility into cloud infrastructure performance
and to aid in the cloud migration decision-making process.
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Abstract. Healthcare services delivery is particularly complex. Understanding
patients’ perception and channeling those factors into services design and
operation enhances sustainability. For its survival, a service must perform
better than competition. Comparison with competition is a core element of
House-of-Quality. There are isolated studies focused on single service systems,
and very few studies on inter-system comparison. In the quest to identify the
distinguishing factors of mHealth from other conventional services, the author
realized the pressing need for a systematic model to relatively position com-
parison studies. Services comparison vis-à-vis competition is vital for services
innovation. To fill this gap in literature, a Six Cell Services Comparison Model
(SCSCM) is proposed and is applied to a few studies related to healthcare. The
outcomes of services comparison, provides vital measures for improved and
efficient design of services that meet and fulfill patients’ needs, and hence
contribute to quality healthcare.

Keywords: Healthcare � (SCSCM) � House of Quality (HoQ) � Services
design � Mobile health (mHealth)

1 Introduction

In the quest to address healthcare challenges of the developing world [1, 2], the author
has identified that there are three significant research opportunities for services science
and in healthcare sector. These broad themes can be summarized as:

1. Services Life Cycle Model
2. Services Design; and
3. Services Comparison.

In manufacturing, finance and other services industries, continual innovation has
brought newer forms of delivery giving rise to newer forms of services [3]. Compe-
tition in healthcare delivery has led to the evolution of services like: outpatient surgery
centers, executive wellness programs, independent nursing group practices, hospitals,
nursing homes, intermediate care facilities and home healthcare programs [4]. Mobile
Health (mHealth) is one of the emerging alternatives to this range of healthcare ser-
vices [1]. Motamarri [1] has analyzed mHealth with respect to conventional healthcare
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services, i.e., general practitioner (GP), public hospital (PH), and traditional medicine
(TM). Motamarri et al. [2] provides a quantitative comparison of mHealth and con-
ventional services from patients’ perspective. The study extracted the distinguishing
factors of mHealth with the aid of multiple discriminant analysis (MDA). In due course
of these investigations, the author has identified the need for a model to relatively
position comparison studies. Furthermore, the model must span the comprehensive
spectrum of comparisons to comprehend extant literature and establish avenues for
future research. If the model happens to be domain independent, then this as well can
be applied to other domains, and becomes a valuable artifact for services science. This
paper focuses on the development and brief application of such a model, termed as, a
Six Cell Services Comparison Model (SCSCM).

2 Methods

A literature search has been made in various sources like PubMed, Google Scholar,
and SciVerse databases for studies devoted to healthcare services design or compar-
ison (patient-service provider interaction). A reconnaissance of the results has not
pointed to any suitable artifacts relating to healthcare services design or comparison.
The author has noted that the Agency for Healthcare Research and Quality (AHRQ)
of the US Department of Health and Human Services has made significant contri-
butions to improve quality, safety, efficiency and effectiveness of healthcare for the
Americans. The AHRQ supports research that helps people make more informed
decisions and improves the quality of healthcare services. The School of Design and
Carnegie Mellon University has contributed towards design research pertaining to
healthcare facilities to improve the patient flows and the patients’ experience of
healthcare environments [5].

Services design, provision and operation are essentially multi-disciplinary in
nature [6]. Considering the complexity and inter-disciplinary nature of this endeavor,
the research calls for the assimilation of knowledge from several disciplines. Fol-
lowing this multi-disciplinary search in terms of healthcare services in developing
countries converging to healthcare services comparison, spanning the knowledge
domains of ICT, Quality of Service, IT Infrastructure Library (ITIL) and House of
Quality (HoQ) has provided interesting insights. As this is a significant opportunity
that can benefit healthcare service providers as well as researchers, these insights will
be reviewed towards developing a framework for services comparison.

The study of the extant literature revealed that three distinct streams play a pivotal
role in addressing the significant shortcomings of the developing world, i.e. the
provision of healthcare to the underserved and unserved segments across the globe [1].
The three aspects are: ICT/Mobile Communications, healthcare services quality in the
developing world and services science. The finer elements of individual disciplinary
streams are portrayed in Fig. 1. A detailed discussion of these elements is beyond the
scope of this paper, and interested readers can refer to [1].
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3 The Need for Healthcare Services Design Framework

Considering the broad agenda of better healthcare for all and the dire situation of
healthcare status in developing countries [2, 7] there is a significant opportunity for
the research community to direct attention toward services design and services
operation. However, there is a paucity of studies on how to bring the patients’ per-
spective to the service providers and guide them in devising healthcare services. Our
multi-disciplinary search pointed us to House of Quality (HoQ) and IT Infrastructure
Library (ITIL) as potential tools to this end. ITIL [8] provides a systematic framework
to address the services operation phase. While ITIL focuses on the operational aspect
of Services Management, HoQ essentially deals with the design of products and
services.

Deming’s famous PDCA Cycle is the underlying foundation for QFD and ITIL.
HoQ is a basic design tool and part of the management approach Quality Function
Deployment (QFD). Hauser and Clausing’s [9] classic paper on HoQ, has brought its
significance to the worldwide community. With its wide spread success in bringing
together various functional divisions of manufacturing, HoQ has been applied in
various forms and to various degrees of sophistication in manufacturing, engineering
and subsequently in the design of services [10, 11]. HoQ inter-links customer
requirements, their rankings, engineering characteristics, performance measures,
competitive products/services and thereby elicits in a single diagram the areas of
improvements required to win in the market.

Fig. 1. Healthcare services comparison – a multi-disciplinary investigation, source: [1]
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The HoQ Matrix consists of eight rooms, each room exemplifying a stage of
service design [10, 12]. HoQ not only helps in the design of products/services but also
in drawing conclusions about their competitive position in the market. This compar-
ative evaluation of the market helps in examining the strengths and weaknesses and
thereby helps in product/services positioning. It also directs in devising an action plan
to bridge any of the identified deficiencies [12]. In the event, a service provider
ignores these competitive insights; Keaveney’s model [13] suggests that the customers
may switch providers thereby either leading to the eventual decline or disappearance
of a product/service from the market. In either case, both HoQ and Keaveney’s models
emphasize the importance of comparative analysis of services. A good service
design and consistent operation of the service are essential to raise the bar of user
satisfaction [8].

Within the healthcare realm, scholars have investigated patient perceptions of
service quality in general [14–20] and mHealth in particular [21]. While there has
been research on the aspects of service quality of mHealth from patients’ perspective
[21–24], they have not addressed how mHealth is different from other healthcare
services. These lessons provided motivation to search the literature for comparative
analysis of healthcare services. In the extant literature there are very few studies
devoted to the comparison of healthcare services. And there are hardly any studies
devoted to a comparative analysis of mHealth with respect to other healthcare
alternatives.

4 A Six Cell Services Comparison Model (SCSCM)

Services delivery is challenging. Services marketing and management pose special
challenges because services deal with ‘processes rather than things, with performances
more than physical objects’ [25]. Three management functions – marketing, opera-
tions and human resources – are intimately joined in what Lovelock has dubbed the
‘service trinity,’ to create and deliver services. Healthcare services are even more
complex due to the inherent nature of their dealing with people’s health and survival.
As noted before, service providers shall constantly need to understand their value
proposition vis-à-vis competition. It is essential for both healthcare service providers
as well as regulators to understand and measure the perceptions of the patients with
respect to the services they receive in the market place. To fill this gap in the extant
literature, the author proposes a Six Cell Services Comparison Model (SCSCM) as
shown in Fig. 2.

In the broadest sense, patients’ perceptions and comparison of competing services
can be performed both at qualitative and quantitative levels. So the model considers
this as vertical axis. On the other hand, the studies can be devoted into:

(i) A sole service (GP, PH, TM or mHealth);
(ii) A set of services within a system (intra-system i.e., hospital vs. hospital); or

(iii) Services across a broad spectrum of inter-systems (GP vs. mHealth).

So there is a possibility for three categories of comparison along the horizontal
axis, namely: single system, intra-system and inter-system. Thus, the combination of
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three categories along the horizontal and two divisions on the vertical axis, gives rise
to six cells as shown in the Fig. 2. The cells are numbered from C1 to C6. The model
also highlights the original investigation, i.e., Quantitative Inter-System Comparison
(C6) that has led the author to the formulation of this model. In the extant literature,
there are very few studies devoted to inter-system comparison (C5 and C6). Fur-
thermore, researchers have considered many aspects of mHealth, but it is scarce to see
a comparative study of mHealth vis-à-vis conventional services.

Historically, physicians are used to act as surrogate decision makers for the
patient. However, with drastic changes in healthcare this model is replaced by a
consumer centric model which recognizes the patient’s increasing role in both
influence and selection stages of the healthcare decision process [4, 26, 27]. The next
sub-sections will look into a couple of studies devoted to general practice, hospitals
and then move on to inter-system studies. Figure 2 also plots some of these studies on
the SCSCM classification scale. These comparison studies facilitate in finding dis-
tinguishing characteristics of different services that separate them from each other.

4.1 Patients’ Evaluation of General Practice

Ascertaining and promotion of quality in general practice (GP) and primary care is not
only a necessity but also essential in retaining the service portfolio. The continual
assessment helps to alter and tailor the services to suit to the consumers [18]. Similar
motivations have driven Thorsen et al. [19] to study the purpose of GP consultation
from the patients’ perspective. Other researchers like van den Brink-Muinen et al. [28]
have explored the basic question of whether doctors’ talks with patients meet the
patients’ expectations. They observe that patients want an attentive, friendly, frank,
and empathetic doctor who listens well of their bio-medical concerns and advises and
tries to alleviate their issues. As these studies primarily devoted to a particular
healthcare service, i.e. GP and they are quantitative in nature, these studies belong to
Cell-2 of SCMCS.

Fig. 2. Six cell services comparison model (SCSCM)

78 S. Motamarri



Petek et al. [17] have performed a longitudinal survey (n = 7472) in which they
have collected patients’ evaluations of European General Practice. The respondents
are chronic care illness patients. The research objective is to compare patients’
evaluation of the current study of 2009 with a previous similar study done in 1998.
They have used EUROPEP questionnaire consisting of 23-items. Petek et al. have not
found any major changes between the 1998 and 2009 for all the countries combined.
More than 80 % of the patients rated GPs most positively (4 or 5 on the Likert scale).
However, they are not happy on the factors: waiting time (72.1 %), telephone
accessibility (82.7 %), and dealing with emotional problems (83.2 %). Petek et al.
found accessibility over phone to GP and waiting time are important determinants of
the healthcare system satisfaction. Incidentally, mHealth can alleviate accessibility,
availability and waiting time issues.

The other important conclusion which comes out of the Petek et al. study is that
there is no good correlation between patients’ assessments of the quality of care and
the respective biomedical outcomes. Similar observations are also made by other
researchers based on their patient satisfaction studies in relation to total hip arthro-
plasty [29]. Finally, Petek et al. conclude that service providers must aim for complete
patient satisfaction; else there is a chance that patients change their physician. This
conclusion affirms that of the Keaveney’s model that the consumers may switch
providers if a better service alternative is available.

4.2 Intra-System Comparisons

Andaleeb [30] has studied quality of services provided by public and private hospitals
in Bangladesh. He notes that large segments of the population in developing countries
are deprived of a fundamental right: access to basic health care. Quoting a World
Bank 1987 study, he observes that the situation is acute in Bangladesh as only 30 % of
the population has access to primary health care. Due to the Bangladesh government’s
regulatory reforms during 1982–1996, there was an increase of 346 private hospitals
and 5,500 beds. Though there are signs of improvement in numbers in capacity, there
is dearth of information with regard to quality of the services offered by hospitals.
Public hospitals being subsidized by the government have marginal tendency to
improve their services, while private hospitals which primarily run on patients’
patronage are obligated to improve their services and be competitive among peers. As
these quantitative studies focus on hospital systems, these studies are classified as
Cell-4 of SCSCM.

To gauge patients’ assessments of the hospital services they have received in the
past, Andaleeb has used a modified framework to that of SERVQUAL of Parasuraman
et al. [31]. Through qualitative interviews, Andaleeb established that a prominent
cultural concept, baksheesh (facilitation payments) was prevalent in Bangladesh and
needs to be included in the modified framework. He applied 2 group discriminant
analysis (DA) to determine whether: service quality ratings (along with education and
income) predicted choice of hospitals; and which factors accounted most for the
differences in the scores; and how reliably the patients could be grouped into public or
private hospital users.
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The DA identified one significant discriminant function that produced a classifi-
cation accuracy of 70.16 %. The accuracy is 25 % greater than that obtained by
chance [32, 33] confirming a satisfactory predictive power of the model. Private
hospitals were evaluated better on responsiveness, communication and discipline. The
outcomes supported Andaleeb’s premise that market incentives would explain dif-
ferences in perceived quality of services provided by public and private hospitals. He
observes that as the private hospitals’ level of service has not measured up to the
satisfaction of some of the affordable patients, they are switching to services in foreign
countries thus costing the economy on the foreign exchange front. This implies that
there is vast opportunity to improve healthcare services in Bangladesh. It can be noted
that the emergence of mHealth service as a favorable alternative in Bangladesh [34] is
not a major surprise due to the prevailing structural failure of the healthcare delivery
in Bangladesh. This conclusion is well supported by a detailed study undertaken by
the World Bank on the status of health services in developing countries [35].

Moving forward on the works of Andaleeb, Siddiqui and Khandaker [36] com-
pared services of public and private hospitals of Bangladesh and then compared
private hospitals with foreign counterparts from the perspective Bangladesh patients.
They have quoted several prior studies that essentially concluded that public hospitals
are used 30 % or lower due to the facts of unavailability of doctors and nurses, their
attitudes and behavior, lack of drugs, waiting time, travel time etc. Their analysis
showed that private hospitals were doing better in terms of availability of drugs,
tangibility, perceived costs, empathy of nurses and responsiveness. It has also been
derived that foreign hospitals are doing even better on these dimensions compared to
private hospitals. Public hospitals also fared lower in the aspects of tangibility com-
pounded by the factors of cleanliness, water supply, and availability of equipment.
The cost has been treated as the patients’ perception of costs that includes consulta-
tion, diagnostics, accommodation etc. Based on their analysis they concluded that the
overall quality of service was better in foreign hospitals than the private hospitals in
Bangladesh in all the factors, including ‘perceived cost’ factor.

4.3 Inter-System Comparisons

Lim and Zallocco [4] for the first time studied inter-system competition by analyzing
the consumer attitudes toward divergent healthcare systems, namely: hospitals, home
healthcare, nursing homes, and outpatient clinics. Their research objectives are:

• to determine consumer attitudes toward the four healthcare delivery systems;
• to determine how consumers’ perceptions of these systems vary on specific attri-

butes; and
• to identify dimensions that most clearly discriminate the four systems.

Lim and Zallocco conducted a survey in which respondents were questioned about
their attitudes toward four healthcare delivery systems along 10 attributes: quality of
medical care, safety, speed of recovery, quality of medical personnel, risk of com-
plications, cleanliness, convenience, comfort, privacy provided, and cost. As this
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quantitative study focuses on different healthcare services, it belongs to Cell-6 of the
SCSCM model.

Overall mean scores put hospitals as more safe, clean and of better quality.
However, hospitals are perceived as more expensive. Nursing homes have the most
negative image with respondents. In terms of lowest cost, outpatient clinics are rated
more positively. On the dimensions of convenience, comfort, privacy and likelihood
of speedy recovery, home health care is most positively rated. They performed MDA
to classify the services. Lim and Zallocco found that the three dimensions: person-
alized care, quality of medical care and value distinguish the four healthcare services.
MDA provided insights on which dimensions a particular service was positively
viewed thereby providing useful inputs for service providers, healthcare researchers
and policy makers. For example, home healthcare service providers can highlight their
strengths as perceived by consumers in comfort, privacy, medical quality and likeli-
hood of speedy recovery as differentiating factors to offer better services.

Motamarri et al. [2] have analyzed the distinguishing factors of mHealth in
developing countries vis-à-vis three other conventional services: GPs, public hospitals
and traditional medicine. To begin they have analyzed these services on a qualitative
scale, conforming to Cell-5 of SCSCM. They conducted a quantitative survey and
gathered patients’ perceptions about mHealth and conventional services, conforming
to Cell-6. They applied MDA to classify these services. Their analysis provided
interesting comparative advantages of mHealth along three distinct attribute direc-
tions, namely, ubiquity, information-quality and value. The three attribute bundles
extracted by MDA consisted of 11 sub-elements. This investigation not only filled a
substantial gap in the literature on inter-system comparative studies, but also dem-
onstrated for the first time, how mHealth is perceived significantly better than other
alternatives in a developing country, i.e., Bangladesh.

5 Discussion

The review of healthcare services in developing countries, mHealth and HoQ has
brought to fore the importance of services comparison and design. It is possible to
draw a comparative analysis of existing healthcare services from both qualitative and
quantitative perspectives. As the patients are the ultimate consumers of these services,
it is essential to understand how patients perceive different healthcare services. Such
research endeavors can answer from the patients’ perspective:

1. Are different healthcare services distinguishable from each other?
2. Is mHealth (or for any service) distinct from other existing services? and
3. If so, what factors contribute to the service differentiation?

The answers to these questions are crucial for services design. Furthermore, it is
also essential to understand the scope of this comparison and how it fits into the
overall comparison spectrum. To this end the proposed SCSCM is a significant
contribution not only to healthcare services but also to services in general.
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5.1 Limitations/Future Research

This study has some limitations. There are opportunities to perform a comprehensive
review of the literature to identify qualitative and quantitative studies pertaining to
Cells-1, 2, 3 & 5. However, the main thrust has been Cell-6, i.e. quantitative studies
devoted to inter-system comparison. Future research can be directed to consider this
broad and impactful opportunity.

5.2 Conclusions/Research Contribution

The discussion emphasized the need for a robust healthcare services design frame-
work. One of the key aspects of HoQ services design is evaluation of competing
services. There is a vast research opportunity for comparative assessment of health-
care services. With this motivation the current investigation proposed a Six Cell
Services Comparison Model (SCSCM). The application of SCSCM is briefly dis-
cussed for the set of studies, identified in a multi-disciplinary search (Fig. 1). Though
the application of the proposed model focused on healthcare services, the model itself
does not make any domain specific assumptions. Thus, the SCSCM model is generic
and is of significant value for other service domains as well. The author thus hopes
that the model generates interest and motivation and which in turn, shall pave way for
better services.
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Abstract. Cloud computing has emerged as a key information
technology and systems model over the last few years. Major organi-
zations have developed and delivered cloud computing solutions and
continue to do so. Consequently, a number of strides were made in the
advancement of technology leading to a growth in the adoption of cloud
computing. The growing recognition of cloud computing services neces-
sitates a focus on the business aspects of cloud. However, we feel that
research in this area is scant. To this effect, we performed a systematic
review of cloud computing literature and reviewed 2891 abstracts and
157 articles published until the year 2012. Based on the findings of the
review, we establish a framework for organising the extant research on
cloud business aspects. Using the framework, we find cloud economics to
be the most widely researched business aspect. In this paper, we provide
a detailed review of the application of decision models in the context of
cloud economics, with a specific focus on pricing and markets. The pro-
posed framework and review results serve as a reference to IS researchers
and practitioners to understand decision situations, models and
opportunities.

Keywords: Cloud computing · Utility computing · Decision models ·
Pricing · Markets · Review

1 Introduction

In the last few decades, technical research in IS contributed a number of parallel
and distributed architecture based solutions [1]. Solutions like virtualisation and
web-technologies coupled with continuing growth in hardware speed, decreasing
costs of processing and storage and a dramatic increase in the number of com-
putational devices has led to commoditization of computing resources popularly
known as cloud computing. Cloud computing offers infrastructure, platform and
software as a service (IaaS, PaaS and SaaS), and is envisioned to be the 5th
utility [3]. With this movement to commoditization and forecasts of a market of
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size 241 billion USD [4] , ideas stemming from fields such as economics, manage-
ment, and decision theory have become relevant to the new domain of comput-
ing. Research themes under economics include aspects such as pricing, markets,
consumer behaviour, agent technology and so on. Studies on these aspects in
particular have emerged and begun to mature. In terms of review studies, there
are several works that provide review of themes pertaining to cloud. While most
review works deal with taxonomy [5–10], few deal with detailed review of a spe-
cific focus area such as pricing [11] and adoption [12]. Further, most of extant
research on cloud computing focuses on technology aspects and it is vital to
look at economic aspects to bring in a holistic perspective to cloud computing
discussions [13].

In our paper, we address these notions and specifically look into providing (1)
a general classification framework for research pertaining to business features of
cloud computing. (2) a detailed review of research on two streams under cloud
economics namely, pricing and markets. The process of identifying the most
widely researched business theme involved a systematic review of research on
various business facets of cloud computing and classifying the identified research
works. A review of business facets of cloud could typically benefit managers in
an organizational setting and researchers in the IS space. In the course of deci-
sion making, organizations need to consider parameters relevant to the decision
and use appropriate models and techniques to support their decision making.
Researchers need to understand gaps, identify opportunities and address them
suitably. Hence we organize our review discussion into three parts: decisions,
models and research opportunities.

The organization of rest of this paper is as follows: In Sect. 2, we discuss
previous literature reviews in cloud computing. In Sect. 3, we discuss the review
methodology adopted in this study. In Sect. 4, we propose a classification frame-
work and discuss in detail, two of the top researched areas under cloud eco-
nomics, namely pricing and markets. In Sect. 5, we provide the implications and
in Sect. 6, discuss the summary and limitations. Conclusions are presented in the
last section.

2 Background

In this section, we provide a brief account of previous review studies in cloud
computing and establish the motivation and the scope of our review. The fol-
lowing summary lists the various review studies pertaining to business and/or
service aspects of cloud. Studies on technological aspects such as distributed
computing frameworks and architectures, resource allocation technologies and
autonomic management are beyond the scope of this paper.

2.1 Summary of Review Studies in Cloud

Literature review on business features of cloud computing are limited. Literature
surveys have focused on (a) taxonomy of cloud services such as Infrastructure as
a Service (IaaS), Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS)
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[5,9,10], (b) classification based on technology, business, and applications [14],
(c) classification based on service models and deployment modes namely pub-
lic, private or hybrid [6], (d) classification based on license type, intended user
group, security measures, standardization efforts and openness of cloud [11] and
(e) state-of-the-art in cloud computing such as software frameworks, cloud archi-
tecture and security [15].

While, the aforementioned studies dealt with a broad morphology of cloud,
few studies were specific to certain themes. Reference [11] dealt with a review
of pricing models but the emphasis was on deriving a comparison across cloud
and grid systems rather than the research review of cloud pricing literature.
In [12], the authors provide a comparison of various cloud offerings and focus
on building a decision framework but do not provide a comprehensive review
of research pertinent to decision frameworks for the cloud. In [10], the authors
provide a review and reference guide to Infrastructure as a Service type of cloud
offering, but the focus is only on implications for e-Governance. Marston et al,
provided a research agenda for business aspects of cloud [13].

An evaluation of review works on cloud indicates that (a) they lacked a sys-
tematic review approach and (b) they did not deal with decision situations/
models. A review of decisions and models is critical for the following reasons: (1)
It acts as a basis for researchers to learn the state-of-the art, current challenges,
enhance current models and propose solutions (2) It acts as a guide for practi-
tioners to seek and apply such models. The extant literature is scant on review
of decisions and models for organizational implications of cloud computing, par-
ticularly in densely researched areas such as cloud economics. This emphasizes
the need for a systematic literature review.

2.2 Scope of Our Paper

We try to seek answers for two specific questions in our review. First, we try
to understand the depth of research in terms of decision situations and models
encompassing various business aspects of cloud computing. Second, we provide
a discussion on top two widely researched areas focusing on decisions, models
and opportunities for further research.

3 Methodology and Review Statistics

We looked at review studies from cloud computing and other domains to decide
our review methodology. Our review methodology is adapted from systematic
procedures followed in literature and includes planning and execution stages
[2,10,16]. Following Kitchenham and other review studies, research objectives
were framed as part of the planning stage. The research objectives are to identify
(1) The business situations where decision models are applied and (2) Models
and techniques used in modelling the decisions. As part of the execution stage,
primary studies for the review were collected through a four step process. In the
first step, 4207 articles were collected using a set of twenty one keywords and
nine bibliographic databases (refer Table 1). All papers published until the year
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Table 1. Keywords and databases

Keywords Adoption, Allocation, Auction, Behaviour, Broker,
Contract, Culture, Decision, Economics, Game,
Market, Negotiation, Optimization, Partnership,
Policy, Pricing, Regulation, Sourcing,
Scheduling, SLA, Strategy

Databases ACM, AIS, EBSCO,
Emerald, Engineering Village
IEEE, Scopus, Proquest

2012 were part of the screening process. The keywords were derived through a
brainstorming session among the authors and was intended to capture various
business dimensions of cloud computing. In the next step 1161 duplicates, 133
non-peer reviewed 22 non-cloud computing papers were eliminated, reducing
the count to 2891 articles. The third and fourth steps were designed to ensure
that selected articles meet the inclusion criteria. In accordance with the research
objective, the inclusion criterion is defined as the application of a decision model
towards the achievement of a business objective. The decision model could vary
from a simple check-list to a complex mathematical model. Few trial reviews
of abstracts ensured that the authors were on a common understanding. Subse-
quent to the review trials, in the third step, the authors divided the resultant
2891 papers among themselves and reviewed the abstracts to ensure that the
paper met the inclusion criteria. As an outcome, 2317 papers were eliminated.
In the fourth and final step, a joint review was performed to strengthen the
selection process, reducing the count further down to 235 articles. However, 78
of these articles were inaccessible for complete download, limiting the full review
to 157 papers. Figure 1 gives a snapshot of the review methodology and step-wise
statistics.

The final set of 157 papers included 43 papers from 28 journals and 114
papers from 91 conferences as of December 2012. Figures 2 and 3 gives the top
five journals and top five conferences based on the number of articles chosen
from those journals and conferences. The disciplines that have contributed to
decision models include techniques and models from economics, finance, opera-
tions, decision science and statistics. As part of our review, we have classified the
decision models found in the 157 articles into 23 categories. The 23 categories
were arrived by adapting categories from Marstonś framework [13] and through
an analysis of keywords from the short-listed 157 articles.The subsequent section
describes the proposed classification framework.

4 Classification Framework

We developed the Classification framework by adapting the framework proposed
by Marston et al. [13]. In [13], the authors had divided IS research agenda
in cloud computing into five broad areas: (1) Cloud Computing economics,
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Fig. 1. Review methodology

Fig. 2. Top 5 journals

Fig. 3. Top 5 conferences



90 S. Karunakaran et al.

(2) Strategy research, (3) IS Policy research (4) Technology adoption and imple-
mentation research (5) Regulatory Issues. We developed this categorization fur-
ther by adding sub categories. The sub-categories were essential to add a layer or
resolution and map the 23 decision model categories to the five broad categories
identified by Marston et al. Out of the 23 sub-categories, 12 were new and 11
were retained from Marstonś framework.

Table 2 gives an overview of Marstonś framework and sub-categories corre-
sponding to 23 research streams. The 157 research articles were classified under
23 categories. The numbers within parenthesis in Table 2 denote the number of
research papers classified in each research stream. A research paper may span
across several research streams and hence could be categorised in more than one
category. However, in such cases the closest classification was adopted. As the
numbers indicate, Cloud economics turned out to be the widely researched area,
while Pricing, Adoption, Sourcing, Market and Resource Allocation turned out
to be the widely five researched streams at the sub category level. Our review
will focus on the category cloud economics with emphasis on two of the widely
research streams namely pricing and markets. Our review attempts to list (a)
decision variables identified by various authors (b) summarize key works (c)
research questions from the articles (d) research questions proposed by us and
(e) popular techniques and models used.

4.1 Pricing

Pricing models help service providers to realise the value for services offered by
them. Pricing includes setting the right tariffs and charging schemes. Review of
research in pricing reveals four broad sub-themes: pricing schemes, user welfare,
pricing elements and collaborative pricing. Table 3 summarizes key works in the
area of pricing.

4.1.1 Decisions
Pricing Schemes: Researchers have widely studied pricing schemes such as
pay-as-you-go and dynamic pricing. In [30], the authors discuss a dynamic pric-
ing scheme suitable for allocating resources on federated clouds. In [18,19,26,35],
the authors analysed dynamic pricing schemes through simulation based on real-
time spot price data from a trace of Amazon EC2 spot market. In [31], the
authors study the integration of currently deployed pricing schemes of real-world
providers in the design of open markets. In [17], the authors propose that an opti-
mally adjusted dynamic pricing model will outperform any pricing model with
static prices. Certain studies have explored resource allocation mechanisms based
on pricing. A new type of resource pricing and allocation policy proposes that
users can predict resource price as well as satisfy budget and deadline constraints
[34]. Bidding schemes and server allocation policies designed to optimize the
average revenue earned by the SaaS provider per time unit were proposed [29].
An algorithm that takes cues from dynamic pricing and schedules the jobs/tasks
in ways that the energy usage is low was developed [27]. In [33], the authors
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Table 2. Classification framework

Marston’s classification Added by authors
Broad areas Sub categories

Cloud economics (67) Pricing (32)
Markets (17)
Sustainability (3)
Agent technology (3)
Brokering (4)
Consumer behaviour(8)

Strategy issues in cloud (21) Culture (1)
Partnership (4)
Fairness (4)
Trust (9)
Consumer preference (1)
Consumer satisfaction (2)

IS Policy issues (48) Interoperability (4)
Sourcing (17)
IT auditing (1)
Security and privacy (8)
Risk (10)
SLA (4)
Contract (4)

Technology adoption and implementation (41) Cloud adoption (24)
QoS (4)
Resource allocation (13)

Regulatory (3) Regulatory (3)

The numbers in brackets indicate the number of papers in that category

model bidding strategies for cloud resources in a dynamic pricing environment
as a Prisoner Dilemma Game. [32] shows a method for pricing, developed using
financial option theory where the cloud resources are treated as underlying assets
to capture the realistic value of the cloud compute commodities.

User Welfare: Few authors have considered user welfare while designing or
comparing pricing models. In [20], the authors propose a method to achieve
social welfare in a cloud-computing environment through flat rate pricing using a
congestion control approach. Another author has adopted the concept of pricing
fairness from microeconomics and quantitatively analysed the impact of inter-
ference on pricing fairness [25].

Pricing Elements: Several authors have explored the elements to consider
while deciding on pricing. The key elements for pricing included, hardware,
maintenance, power, cooling, staff and amortization [36]. Additionally in [37],
the authors have considered distribution of users, request bundle size and dead-
line constraints. A price update iterative algorithm, which analyses the historical
utilization ratio of the resource and computes the price iteratively was developed
[38]. In [21], the authors present a demand-based pricing model for maximizing
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revenue of data center providers that serve clients who aim to maximize their
utilities using a game formulation.

Collaborative Pricing: Researchers have also started looking at collaborative
pricing schemes to suit business models where the infrastructure resources are
from multiple providers. For example, each user can bid a single price value for
different composite/collaborative services provided by cloud providers and sim-
ilarly the collaborating providers can set a common price for the collaborative
services [23]. Another approach uses genetic algorithm for pricing in cloud mar-
kets, in which a naive pricing function evolves to a pricing function that offers
suitable prices in function of the system status [28].

4.1.2 Models
A review of cloud pricing literature indicates the widespread use of game the-
oretic and simulation based models. Game theory was used to model demand
based pricing as a Stackelberg game [21,22], bidding in online cloud markets as a
Prisoner’s Dilemma game [33], pricing in cloud banks and under constraints as a
dynamic game [24,34] and achieving strategy proof resource pricing using mech-
anism design [30]. Simulation models were primarily used to model fluctuations
in dynamic prices [17,19] and to test/compare performance parameters [20,37].
Few authors have employed techniques like Genetic Algorithm for addressing
problems such as partner selection and price negotiation [23,28].

4.1.3 Research Gaps
From Literature: [34] enquired if the mechanisms for predicting price could be
generalised and opined that the delay problems associated with price predictions
cannot be addressed completely. In the case of dynamic pricing schemes, [30]
questions if there is a trade-off between economics and efficiency? Can the bid
price be optimized based on heuristics and learning algorithms [17]? On the
other hand, there is a call for research on impact of user’s bid price on dynamic
pricing [26]. Though few works considered cost of energy as an important element
of pricing, the cases where energy price changes hourly needs to be handled [27].

Proposed by Authors: Most works reviewed in this paper, have an implicit
assumption that users are rational. However, cloud users could indeed have
biases and consideration of these biases could be crucial while building pric-
ing models. In addition, researchers need to consider improvements to pricing
schemes, for example, inclusion of charge-back models to protect the consumer.
Few researchers have introduced and discussed pricing models like the cloud bank
model but researchers need to understand the disadvantages of these models and
address them.

4.2 Markets

Cloud markets provide an electronic medium for trading resources [3]. They
improve efficiencies and bring geographically distributed service providers and
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Table 3. Pricing studies, themes and models

Author Decision theme Decision

technique

or model
Pricing

schemes

User

welfare

and

fairness

Price

elements

Collaborative

pricing

Anandasivam and Premm [17] x Simulation

Andrzejak et al. [18] x

Ben-Yehuda et al. [19] x x Simulation

Li [20] x x x Simulation

Daoud et al. [21] x x Game

theory

Hadji et al. [22] x x Game

theory

Hassan et al. [23] x Genetic

algorithm

Li and Li [24] x x Game

theory

Ibrahim et al. al. [25] x Machine

learning

Javadi et al. [26] x Statistical

model

Li and Lo [27] x x Simulation

Macias and Guitart [28] x Genetic

algorithm

Mazzucco and Dumas [29] x Heuristics

Mihailescu and Teo [30] x x Game

theory

Roovers et al. [31] x

Sharma et al. [32] x Financial

options

Sowmya and Sundarraj [33] x x Game

theory

Teng and Magoules [34] x x Game

theory

Wee [35] x Regression

Woitaszek and Tufo [36] x

Zaman and Grosu [37] x Simulation

consumers onto a single platform. Cloud markets help avoid vendor lock-in,
empower small vendors, aid infrastructure and platform and application innova-
tion [39,40]. Review of research in cloud markets revealed the following decision
themes: collaboration, welfare, strategy and design (See Table 4). The decision
theme collaboration focuses on how services providers partner each other in offer-
ing cloud services. While collaboration is from the perspective of the service
provider, decisions involving welfare concern all stakeholders, namely the buyer,
the seller or an intermediary. The theme strategy discusses the mechanisms at
the disposal of the service providers operating in the market. The theme design
focuses on the requirements of a cloud market from an economic as well as a
technological perspective, which essentially provides the framework to operate.
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Table 4. Market studies, themes and models

Author Decision theme Decision tech-
nique or modelWelfare Strategy Collaboration Design

Hassan et al. [23] x Optimization
Henzinger, T.A et al. [45] x Simulation
Breskovic et al. [44] x Machine

learning
Garg et al. [46] x x Simulation
Goiri et al. [41] x x Simulation
You et al. [47] x Genetic

algorithm
Chen and Yeh [43] x Optimization
Macias and Guitart [48] x Simulation
Fujiwara et al. [42] x Optimization
Breskovic et al. [49] x Simulation
Niyato et al. [50] x Game theory

4.2.1 Decisions
Collaboration: In [23], the authors propose a combinatorial auction based col-
lective bidding mechanism where vendors can collaborate with each other to meet
user requirements while reducing conflicts, costs and negotiation time. In [41],
the authors describe the profits of a cloud service provider under outsourcing
and in-sourcing conditions in a federated cloud environment.

Welfare: Decisions in welfare maximization, deal with solutions that benefit a
seller as well as a buyer. In [42], a double-sided combinatorial auction with an
objective of maximizing welfare in forward and spot cloud markets was formu-
lated and solved as mixed integer program. In [43], the authors design a k-pricing
based market mechanism to distribute the welfare between buyer and seller. In
[44], the authors recommend adoption of SLA templates in order to reduce the
problem of illiquid markets and improve the welfare of resource providers and
users [44]. [45] urge the cloud providers to exploit cost and time trade-offs of
users and manage resource allocation in a way that improved welfare of users as
well as providers.

Strategy: Cloud resource markets under monopoly, competitive and oligopolis-
tic market conditions were analysed and optimal strategy was identified [50].
Genetic algorithm based pricing and resource allocation strategy that identify
the equilibrium price and determine virtual machine allocation were found to
improve the consumer’s utility and service provider’s profits was discussed [47].
A Negotiation based mechanism was optimized to maximize a non-additive util-
ity function comprising various goals namely revenue maximization, client clas-
sification, non-peak utilization and reputation [48].

Design: While most literature on cloud markets pertains to economic aspects
of cloud markets, few works studied the design aspects of cloud markets. Cloud
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markets must be capable of handling trading requirements like use of several
economic models, multiple user objectives, resource discovery and exchange
requirements such as scalability, grid heterogeneity, security and fault tolerance
[46]. Markets should be self-aware, have pre-defined goals, a monitoring com-
ponent to track these goals, an analysis component to derive suitable action
plans, a planning component to execute the actions and a knowledge component
to store past histories. Metrics for self-aware markets include revenue, profits,
transaction volume, costs, allocations, number of active traders, market liq-
uidity etc. [49]. Table 3 provides a summary of key market oriented studies in
literature.

4.2.2 Models
Research works across the four decision themes predominantly use simulation
as a means to study the dynamics of their decision model. Simulations were
used to study the effect of market based scheduling techniques [45], comparison
and stress analysis of market models [46], effectiveness of market monitoring
mechanisms [49], profitability in collaboration [41] and analysis of negotiation
models [48]. Optimization was the next widely used methodology. In [23], the
authors used an optimization approach to minimize costs in collaboration and
maximize welfare in combinatorial auction based market mechanisms [42,43].
Other techniques or models include, application of Game theory to identify opti-
mal strategies and Nash equilibrium in cloud markets [50], learning techniques
in self-adapting SLA templates [44] and Genetic Algorithm in a market based
resource allocation strategy [47].

4.2.3 Research Gaps
From Literature: While the need for cloud computing markets is fairly estab-
lished and various market mechanisms illustrating the use of markets were pro-
posed, the review highlights certain challenges as well. From a security and
performance perspective, we need mystery shoppers, audits and a consortium
to connect providers [39]. Communication and trading methodologies have to
be developed for a multi-market environment [41,51]. Testing of market mech-
anisms have to be with real world data instead of synthetic data [23]. Market
mechanisms should incorporate user behaviour and service quality expectations
of the consumer [52]. From a decision modelling perspective, non-additive utility
functions are yet to be developed.

Proposed by authors: The use of empirically validated functions in repre-
senting user preferences is scant. Most utility functions discussed found in the
review are adhoc in nature and do not have support from behavioural research.
One example is the application of decision functions from behavioural economic
literature in electronic negotiations for procurement of cloud services [53].
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5 Implications

This study explored in detail, several works dealing with decisions and models
in cloud economics, with a focus on cloud pricing and markets. We believe that
from a business perspective, this study enables a cloud consumer, vendor or a
third party to readily identify parameters associated with a decision context,
along with the models or techniques available to support the decision making.
From a research perspective, we highlight several open questions discussed by
the research community. The implications for researchers is that this study iden-
tifies opportunities where they can propose new decision contexts, new models,
new parameters and improve existing methodologies. For example, through this
review we found that, simulation was one of the preferred approaches in decision
support. Similarly, price and cost were the parameters of choice in most of the
studies reviewed. A researcher could improve a simulation approach or develop
methodologies that consider parameters like reliability, trust, availability apart
from cost or price.

Our study has contributed to existing body of research in cloud computing
in the following ways. First, to the best of our knowledge, our study is the first
systematic review and summary of decisions and models in economic aspects of
cloud computing. Second,the depth of research focus and maturity on different
business themes of cloud computing is presented. Third, we have collated the
potential research opportunities via the research gaps section to guide researchers
looking for nascent areas to work upon.

6 Summary and Limitations

In this review, we have attempted to provide a review of decisions and models
in economic aspects of cloud computing. For the purpose of this article, we
lay specific emphasis on two decision categories under cloud economics namely,
pricing and markets. We can infer from the volume of articles (around 235)
chosen from across various journals and conferences until 2012 that the general
interest towards organizational implications of cloud is healthy. The fact that
67 research articles pertain to cloud economics indicates the level of importance
and priority associated to this area by researchers. The top five research streams
namely pricing, adoption, sourcing, resource allocation and markets account for
nearly 55 % of the 157 articles reviewed. This presents an opportunity to explore
and develop various models to support decision making in the less researched
decision aspects like regulation, consumer behaviour, audits, contracting, agents
and brokering, to name a few.

On limitations of the study, the search was restricted to nine databases and
covered articles only till the year 2012. The search process did not cover books
and technical reports. Further, 78 articles which were selected for the final review
were inaccessible. The set of keywords used in the selection process might not
exhaustively cover all decisions related to business aspects of cloud computing.
The research framework in its current form does not allow classification of a
paper under more than one category.
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7 Conclusions and FutureWork

In this paper we provide a literature review on application of decision models
to business aspects, more specifically economic aspects of cloud computing. We
use a systematic research methodology to review literature and in this process
reviewed 2891 abstracts and 157 completed articles. Based on the findings of
our review, we propose a classification framework to organize decision making
themes in cloud computing. Using this framework we review articles pertain-
ing to the most widely researched themes under cloud economics namely pricing
and markets. In general, while we find that though there were attempts to model
consumer behaviour, such attempts have not been empirically supported, which
in itself presents a research direction. Most studies focus on individual deci-
sion making, however the nature of cloud computing, demands for more studies
involving group decision making. Studies should focus on integrating consumer
behaviour with group decision making strategies.

We have provided an overview of the decisions and models applied to eco-
nomic aspects of cloud computing and a framework to classify research themes.
As part of future work, we would report our reviews on other widely researched
areas namely adoption, resource allocation and sourcing decisions. This study
has provided an empirical analysis on application of various models and tech-
niques. We believe that study is useful to the research community in identifying
potential research opportunities. From a practitioner’s perspective, this research
provides an overview of tools and models that apply to different decision making
contexts and the parameters to consider in such contexts.
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Abstract. Norms regulate the behaviour of their subjects and define what
is legal and what is illegal. Norms typically describe the conditions under
which they are applicable and the normative effects as a result of their
applications. On the other hand, process models specify how a business
operation or service is to be carried out to achieve a desired outcome.
Norms can have a significant impact on how business operations are con-
ducted and they can apply to the whole or a part of a business
process. For example, they may impose conditions on the different aspects
of a process (e.g., perform tasks in a specific sequence (control-flow), at a
specific time or within a certain time frame (temporal aspect), by spe-
cific people (resources). We propose a framework that provides the for-
mal semantics of the normative requirements for determining whether a
business process complies with a normative document (where a normative
document can be understood in a very broad sense, ranging from internal
policies to best practice policies, to statutory acts). We also present a clas-
sification of normal requirements based on the notion of different types of
obligations and the effects of violating these obligations.

Keywords: Norms · Regulatory compliance · Business process
compliance

1 Introduction

Due to ever increasing pressure and demand from regulatory authorities,
compliance has become a must do activity for every enterprise. Essentially,
compliance corresponds to the enterprise’s obedience to governing regulations
enforced on its business operations. The demand for compliance can come from
government regulations (e.g. the Sarbanes-Oxley Act, HIPPA, BASEL-III . . . ),
standards (ISO-9000, CoBIT . . . ), and/or an enterprise’s internal policies.
Adherence with regulatory laws and internal controls essentially increase trans-
parency and effective control over business operations.
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Service-Oriented Architecture (SOA) is one of the enablers for innovation
in today’s highly competitive business environment. Public and private
enterprises alike are adopting new technologies to bring innovations into their
business operations and to offer their core competencies as web services. Web
services are often physically independent but logically interrelated pieces of ser-
vices orchestrated to provide a specific functionality, and are designed by combin-
ing (possibly) disparate and often incongruous business processes from different
enterprises [4]. In such a dynamic setting, the ability to trust that one another’s
internal processes that form the backbone of successful invocation of web services
are compliant with regulations becomes even more crucial.

Business process models provide a high-level view on how business opera-
tions can be carried out to achieve a desired outcome. Business processes must
behave within the defined limits of the regulatory guidelines (in legal context)
called norms. Norms regulate business processes by imposing restrictions on
how business activities should be performed. Any divergent behaviour may lead
to termination of interactions or financial penalties [9]. Consider, a procurement
process of a government agency which handles dynamic selection of vendors to
place orders, which is implemented as a web service. Using such a web service,
the agency can quickly place an order, receive and evaluate the quotes from
suppliers. This process is subject to regulations, as such the procurement web
service must be checked for compliance with relevant regulations before it can be
deployed. A process model that reflects the behaviour of the procurement web
service can be used to verify the effectiveness of regulations and policy controls.

The structure and properties of norms have been extensively studied by the
field of Deontic Logic, Artificial Intelligence and Law, and Legal Reasoning (see,
[15] for a comprehensive treatment with a formal and legal theory perspective). A
number of researchers have incorporated the notion of process compliance in the
service domain. Reference [13] deals with business rules driven business processes
as service composition using various types of composition elements. The busi-
ness rules considered in the framework are related to the structure of business
processes. Reference [18] provides a formal characterisation of behavioural rules
for business policy compliance for SOA which is again useful to check structural
compliance of business processes. However, compliance is not only about how the
activities should be performed (the control flow aspect) but also about what these
activities do (data), and who performs the tasks (resources aspect).

Generally the compliance rules are written in a natural language (c.f. those
that can be found in legal or policy documents). To enable automatic compliance
checks of processes, these rules need to be formalised in a machine-readable
format. Typically the formalisation of compliance rules is language dependent,
and the choice of a formal language depends on the business analysts. In this
paper, we carefully examine all different types of normative requirements which
can be imposed upon the different perspectives of business processes and propose
how these requirements can be captured in a formal manner without restricting
ourselves to any particular formalism.

Hence, the aim of this paper is not to provide yet another framework for
business process compliance; instead we provide conceptually sound foundations
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for the normative requirements for the normative component of the compliance
problem. This is achieved by giving semantics of norms (obligations) in terms of
the validity of a norm, effects of the violations; and the possible ways in which
a business process can be executed.

In the next section, we provide a motivating scenario of a complaints handling
process together with a set of normative requirements. The formal definitions of
business process models are given in Sect. 3. Various types of normative require-
ments together with concrete examples for each type are discussed in Sect. 4. An
illustration of how compliance checking can be carried out for the complaints
handling process as well as an evaluation of a compliance framework, Regor-
ous, based on the proposed set of normative requirements is provided in Sect. 5.
Section 6 concludes the paper.

2 Motivating Scenario: A Complaints Handling Process

In this section, we provide a short description of the complaints handling process
inspired by the LPMA1 in New South Wales, Australia and required to follow a
number of compliance requirements stated in an internal policy document.

Figure 1 depicts the overview of the procedure followed to resolve a com-
plaint as a BPMN process model. The first step in the process is to determine
whether a complaint is an oral complaint or a written complaint. If it is an

Fig. 1. Complaints handling process.

1 The Land and Property Management Authority (LMPA), available at: http://www.
lpma.nsw.gov.au/ data/assets/pdf file/0004/25663/rth Ch26 Aug 2009.pdf.

http://www.lpma.nsw.gov.au/__data/assets/pdf_file/0004/25663/rth_Ch26_Aug_2009.pdf
http://www.lpma.nsw.gov.au/__data/assets/pdf_file/0004/25663/rth_Ch26_Aug_2009.pdf
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oral complaint, a staff member will identify himself and details are gathered
from the complainant before proceeding. The staff member then verifies whether
the received complaint meets the requirements of a legitimate complaint. If the
received complaint does not meet the definition of a complaint, alternative dis-
pute procedures are adopted (which is out of the scope of this process). After a
complaint has been determined as a legitimate complaint, the staff member must
decide whether (s)he has the appropriate authority to handle the complaint. If
the staff is deemed to have the authority, then the complaint will go though the
complaints handling process with the staff as its handler. Otherwise, the com-
plaint is referred to an authorised staff and the complainant is informed. The
authorised staff explains the process and the available options and attempts to
resolve the complaint straight away if it is an oral complaint. If the complaint
is resolved, then the complaint is logged as resolved and the complainant is
informed about the decision.

For a written complaint, an authorised staff will confirm the complaint within
two working days. A complaint is escalated to a senior staff if it cannot be
resolved or the complainant is not satisfied or if the staff decides that it needs to
be escalated. While the complaint is being investigated, the complainant is being
kept informed. When a decision has been reached, the complainant is informed
about the decision. When the complainant is satisfied with the decision, the
complaint is closed off and archived.

Table 1 shows the policy excerpt of the compliant handling process.

Table 1. The compliance requirements of complaints handling process from LPMA,
NSW.



104 M. Hashmi et al.

3 Formal Foundations of Business Process Compliance

Compliance is related to the behaviour of a process, where by the behaviour
we understand how the process can be (correctly) executed. Thus we have to
identify the traces of a process, where, from the compliance point of view a trace
is the sequence of actions/tasks performed by the process. Compliance is not
only about the tasks or actions undertaken but also what the tasks do, their
artifacts and how they change the environment in which the process is situated.
To capture this, we adopt the idea proposed in [14] and enrich processes with
semantic annotations. These annotations are meant to capture the attributes,
resources and other information related to the tasks in a process. We take an
agnostic approach to the annotations themselves and assume that there is a
suitable language to represent the annotations. We stipulate that the same lan-
guage is used to represent both the annotations and the content of the normative
requirements.

In this paper, we make use of workflow-nets (WF-Nets) [17], a subclass of
Petri nets [12], to represent business processes. However, the definitions below
can be easily modified for other representations of business processes.

Definition 1 (Petri Net). A Petri Net is a tuple PN = (P, T, F ) where P is
the set of places, T is the set of transitions, P ∩T = ∅ and F ⊆ (P ×T )∪(T ×P )
is the flow relation.

A Petri net is a collection of two types of nodes: places and transitions. Arcs
connect one type of node to the other. For a node x ∈ (P ∪ T ), •x denotes the
set of inputs to x and x• denotes the set of outputs of x. The state of a Petri net
is represented by a marking that describes the number of tokens in each place
of a net.

A workflow net (WF-net) is defined as a subclass of Petri net with the fol-
lowing structural restrictions [16]. There is exactly one source place and exactly
one end place. Every node in the graph is on a direct path from the source place
to the end place.

Definition 2 (WF-net). Given a Petri net N = (P, T, F ), the net N is a WF-
net if and only if: (1) There is one source place i ∈ P such that •i = ∅. (2) There
is one sink place o ∈ P such that o• = ∅. (3) Every node x ∈ P ∪ T is on a path
from i to o.

Definition 3 (Enabling and Firing Rules of a WF-net). Given a WF-net
N = (P, T, F ), a transition t ∈ T and a marking M of N , t is enabled at M ,
denoted as M [t〉, if and only if, there is at least one token each in all p ∈ •t.
If M [t〉 holds and transition t is fired, a new marking M ′ of N is reached, which
removes a token each from each p ∈ •t and puts a token in each p ∈ t•. This is
denoted as M

t→ M ′.
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Definition 4 (Occurrence sequence). Given a WF-net N = (P, T, F ) and
markings M,M1, . . . ,Mn of N , if M

t1→ M1
t2→ · · · tn→ Mn holds then

σ = 〈t1, t2, . . . , tn〉 is an occurrence sequence leading from M to Mn.

The initial marking of a WF-net is i, where there is one token in the source
place i, and the end marking of a WF-net is o. A trace in a WF-net represents
an occurrence sequence from the initial marking i to the end marking o.

Definition 5 (Labeled WF-Net). A labeled WF-net N = (P, T, F, l) is a WF-
net (P,T,F) with a labeling function l ∈ T � UA, where UA is some universe
of activity labels. Let σv = 〈a1, a2, . . . , an〉 ∈ UA

∗ be a sequence of activities and
M,M ′ be two markings of N . M [σv �M ′ if and only if there is a sequence σ ∈ T ∗

such that M [σ〉M ′ and l(σ) = σv.

With this definition we only have the visible and labeled transitions in the net.
For a set of traces of a workflow net T+(N), T+ = {σΘ|i[σΘ〉o} is the set of all
visible traces in the net, where Θ = {σ1, σ2, . . . , σn} is a set of all occurrence
sequences. The idea behind the notion of a labelled WF-Net is that a trace of
visible transitions corresponds to a possible execution sequence of the process,
where the visible transitions correspond to the tasks executed by the process.

Next, we look at how a WF-net can be annotated with compliance require-
ments. We begin with the definition of the language.

Definition 6 (Literal). Let A be the set of all atomic propositions. The set of
literals is L = {a,¬a|a ∈ A}.
A consistent set of literals can be understood as either a (partial) interpretation
(i.e., an assignment of truth value) or equivalently a (partial) description of a
state.

Definition 7 (Consistent Set). A set of literals L is consistent if and only if
L does not contain any pair of literals l,¬l.

Definition 8 (Annotation). Let N be a WF-net and T+ be the set of visible
traces of N . An annotation ann is a function Ann : T+ × N 
→ 2L such that for
every t ∈ T+ and every n ∈ N, Ann(t, n) is a consistent set of literals.

Annotations enable a process to have states attached to the tasks. The function
Ann(t, n) returns the state obtained after the execution of the n-th task (visible
transition) in the (visible) trace t.

Definition 9 (Annotated WF-Net). AnannotatedWF-net is a pair 〈N,Ann〉,
where N = (P, T, F, l) is a labeled WF-net, and Ann is an annotation.

In an annotated WF-net, each visible trace uniquely determines the sequence of
states obtained by executing that trace. Thus, in what follows whenever clear
from the context we use trace to refer to a sequence of tasks, and the corre-
sponding sequence of states.
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Remark 1. It is not within the scope of this paper to describe how the sequences
of states corresponding of the execution of a process are obtained. The task of
specifying how the function Ann is implemented is left to specific compliance
applications.

4 Normative Requirements

Norms regulate the behaviour of their subjects and define what is legal and
what is illegal. Norms typically describe the conditions under which they are
applicable and the normative effects they produce when applied. Reference [5]
provides a comprehensive list of normative effects. From the compliance per-
spective the normative effects of importance are the deontic effects. The basic
deontic effects –from which others deontic effects can be derived, see [15]– are:
obligation, prohibition and permission.

Let us start by consider the basic definitions for such concepts:2

Obligation A situation, an act, or a course of action to which a bearer is legally
bound, and if it is not achieved or performed results in a violation.

Prohibition A situation, an act, or a course of action which a bearer should
avoid, and if it is achieved results in a violation.

Permission Something is permitted if the obligation or prohibition to the con-
trary does not hold.

Obligations and prohibitions are constraints that limit the behaviour of processes.
The different between obligations and prohibitions and other types of constraints
is that they can be violated. On the other hand, permissions are constraints that
cannot be violated and thus, permissions do not play a direct role in compliance.
Instead, they can be used to determine that there are no obligations or prohi-
bitions to the contrary, or to derive other deontic effects. Legal reasoning and
legal theory typically assume a strong relationship between obligations and pro-
hibitions: the prohibition of A is the obligation of ¬A (the opposite of A), and
then if A is obligatory, then ¬A is forbidden [15]. In this paper we will subscribe
to this position, given that our focus here is not on how to determine what is
prescribed by a set of norms and how to derive it. Accordingly, we can restrict
our analysis to the notion of an obligation.

Compliance means to identify whether a process violates a set of obligations.
Thus, the first step is to determine whether and when an obligation is in force.
Hence, an important aspect of the study of obligations is to understand the
lifespan of an obligation and its implications on the activities carried out in a
process. As norms give the conditions of applicability of obligations, the next
question is how long does an obligation hold for. Essentially, a norm can specify
that an obligation is in force at a particular time point only, or more often, a
norm indicates when an obligation comes in force. An obligation is considered

2 Here we consider the definition of such concepts given by the OASIS LegalRuleML
working group. http://www.oasis-open.org/apps/org/workgroup/legalruleml/.

http://www.oasis-open.org/apps/org/workgroup/legalruleml/
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Fig. 2. Normative requirements: classes and relationship

to remain in force until it is terminated or removed. In the first case we speak
of non-persistent obligations and persistent obligations in the second.

A persistent obligation that needs to be obeyed for all time instances within
the interval in which it is in force is a maintenance obligation. If achieving the
content of the obligation at least once is enough to fulfill it, then it is consid-
ered an achievement obligation. For an achievement obligation, another aspect to
consider is whether the obligation could be fulfilled even before the obligation is
actually in force. If this is allowed, then we have a preemptive obligation, other-
wise the obligation is a non-preemptive obligation. In contrast, a non-persistent
obligation needs to be obeyed for the instance it is in force, and categorised
as a punctual obligation. For punctual obligations the obligation contents are
immediately achieved otherwise a violation is triggered.

An obligation of any type can be violated. A violation does not always imply
the consequent termination of or impossibility to continue a business process.
Certain violations can be compensated for, and processes with compensated
violations are still compliant [7,10]. For example, contracts typically contain
compensatory clauses specifying penalties and other sanctions triggered by
breaches of contract clauses [6]. However, not all violations are compensable,
and uncompensated violations mean that a process is not compliant. The effects
of a violation on the obligation that has been violated also need to be considered.
If the obligation persists after being violated, it is a perdurant obligation, if it
does not, then we have a non-perdurant obligation.

Figure 2 illustrates possibilities and relationships for the deontic effects we
discussed in this section. The classification provided has been obtained in a
systematic and exhaustive way when one considers the aspect of validity of oblig-
ations (or prohibitions), and the effects of violations on them, namely: whether a
violation can be compensated for, and whether an obligation persists after being
violated.
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4.1 Modeling Obligations

In this section we provide the formal definitions underpinning the notion of
compliance. In particular we formally define the different types of obligations
depicted in Fig. 2.

Definition 10 (Obligation in force). Given a WF-net N , let T+ be the set
of visible traces of N . We define a function Force : T+ × N 
→ 2L.

The function Force associates to each task in a trace a set of literals, where these
literals represent the obligations in force for that combination of task and trace.
These are among the obligations that the process has to fulfill to comply with a
given normative framework. Next, we define how and when the process has to
fulfill the various obligations (depending on their type) to be deemed compliant.

Remark 2. As in Remark 1 we abstract from mechanisms to establish which
obligations are in force and when. This is left for specific compliance implemen-
tations.

Definition 11 (Punctual Obligation). Given a WF-net N and a visible trace
t ∈ T+(N),an obligation o is a punctual obligation in t if and only if

∃n ∈ N : o /∈ Force(t, n − 1), o /∈ Force(t, n + 1), o ∈ Force(t, n).

A punctual obligation o is violated in t if and only if o /∈ Ann(t, n).

A punctual obligation is an obligation in force in one task of a trace. The oblig-
ation is violated if what the obligation prescribes is not achieved in or done by
the task, meaning that the literal not being in the set of literals associated to
the task in the trace.

Definition 12 (Achievement Obligation). Given a WF-net N and a visible
trace t ∈ T+(N), an obligation o is an achievement obligation in t if and only
if

∃n < m ∈ N : o /∈ Force(t, n − 1), o /∈ Force(t,m + 1), ∀k : n ≤ k ≤ m, o ∈ Force(t, k)

An achievement obligation o is violated in t if and only if

– o is preemptive and ∀k : k ≤ m, o /∈ Ann(t, k);
– o is non-preemptive and ∀k : n ≤ k ≤ m, o /∈ Ann(t, k).

An achievement obligation is in force in a contiguous set of tasks in a trace.
The violation depends on whether we have a preemptive or a non-preemptive
obligation. For a preemptive obligation o we have a violation if no state before the
last task in which o is in force has o in its annotations; while for a non-preemptive
obligation the set of states is restricted to those defined by the interval in which
the obligation is in force.
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Example 1. Australian Telecommunications Consumers Protection Code 2012
(TCPC 2012). Article 8.2.1.
A Supplier must take the following actions to enable this outcome:

(a) Demonstrate fairness, courtesy, objectivity and efficiency: Suppliers
must demonstrate, fairness and courtesy, objectivity, and efficiency by:
(i) Acknowledging a Complaint:

A. immediately where the Complaint is made in person or by telephone;
B. within 2 Working Days of receipt where the Complaint is made by:

email; . . . .

Theobligation to acknowledge a compliantmade inpersonorbyphone (8.2.1.a.i.A)
is a punctual obligation, since it has to be done ‘immediately’ while receiving it.
8.2.1.a.i.B on the other hand is an achievement obligation since the clause specifies
a deadline to achieve it. It is also a non-preemptive obligation as it is not possible
to acknowledge a complaint before receipt. Clause (3) in Example 2 illustrates a
preemptive obligation.

Example 2. Australian National Consumer Credit Protection Act 2009. Schedule
1, Part 2, Section 20: Copy of contract for debtor.

(1) If a contract document is to be signed by the debtor and returned to the
credit provider, the credit provider must give the debtor a copy to keep.

(2) A credit provider must, not later than 14 days after a credit contract is
made, give a copy of the contract in the form in which it was made to the
debtor.

(3) Subsection (2) does not apply if the credit provider has previously given the
debtor a copy of the contract document to keep.

Definition 13 (Maintenance Obligation). Given a WF-Net N and a visible
trace t ∈ T+(N), an obligation o is a maintenance obligation in t if and only if

∃n < m ∈ N : o /∈ Force(t, n − 1), o /∈ Force(t,m + 1), ∀k : n ≤ k ≤ m, o ∈ Force(t, k)

A maintenance obligation o is violated in t if and only if

∃k : n ≤ k ≤ m, o /∈ Ann(t, k).

Similarly to an achievement obligation, a maintenance obligation is in force in
an interval. The difference is that the obligation has to be complied with for all
tasks in the interval, otherwise a violation is triggered.

Example 3. TCPC 2012. Article 8.2.1.
A supplier must take the following actions to enable this outcome:

(v) not taking Credit Management action in relation to a specified disputed
amount that is the subject of an unresolved Complaint in circumstances
where the Supplier is aware that the Complaint has not been resolved to the
satisfaction of the Consumer and is being investigated by the Supplier, the
TIO or a relevant recognised third party;
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In this example, as it is often the case, a maintenance obligation implements a
prohibition. Specifically, the prohibition to initiate a particular type of activity
until either a particular event takes place or a state is reached.

The next three definitions (Definitions 14, 15, Definition 16) capture the
notion of compensation of a violation. A compensation is a set of penalties or
sanctions imposed on the violator, and fulfilling them makes amends for the vio-
lation. The first step is to define what a compensation is. A compensation is a set
of obligations in force after a violation of an obligation. Since the compensations
are obligations themselves they can be violated, and they can be compensable as
well, thus we need a recursive definition for the notion of compensated obligation.

Definition 14 (Compensation). A compensation is a function Comp :
L 
→ 2L.

Definition 15 (Compensable Obligation). Given a WF-Net N and a visible
trace t ∈ T+(N), an obligation o is compensable in T if and only if Comp(o) �= ∅
and ∀o′ ∈ Comp(o),∃n ∈ N : o′ ∈ Force(t, n).

Definition 16 (Compensated Obligation). Given a WF-Net N and a visible
trace t ∈ T+(N), an obligation o is compensated in t if and only if it is violated
and for every o′ ∈ Comp(o) either: (1) o′ is not violated in t, or (2) o′ is
compensated in t.

For a stricter notion, i.e., a compensated compensation does not amend the
violation the compensation was meant to compensate, we can simply remove
the recursive call, thus removing 2. from the above condition.

Compensations can be used for two purposes. The first is to specify alter-
native, less ideal outcomes. The second is to capture sanctions and penalties.
Examples 4 and 5 below illustrate, respectively, these two usages.

Example 4. TCPC 2012. Article 8.1.1.
A Supplier must take the following actions to enable this outcome:

(a) Implement a process: implement, operate and comply with a Complaint
handling process that: (vii) requires all complaints to be:
A. Resolved in an objective, efficient and fair manner; and
B. escalated and managed under the Supplier’s internal escalation process if

requested by the Consumer or a former Customer.

Example 5. YAWL Deed of Assignment, Clause 5.2.3

Each Contributor indemnifies and will defend the Foundations against any claim,
liability, loss, damages, cost and expenses suffered or incurred by the Founda-
tions as a result of any breach of the warranties given by the Contributor under
clause 5.1.

3 http://www.yawlfoundation.org/files/YAWLDeedOfAssignmentTemplate.pdf,
retrieved on March 28, 2013.

http://www.yawlfoundation.org/files/YAWLDeedOfAssignmentTemplate.pdf
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The final definition is that of a perdurant obligation. The intuition behind it is
that there is a deadline by when the obligation has to be fulfilled. If it is not
fulfilled by the deadline then a violation is raised, but the obligation is still in
force. Typically, the violation of a perdurant obligation triggers a penalty. If an
perdurant obligation is not fulfilled in time, then the process has to account for
the original obligation as well as the penalties associated with the violation.

Definition 17 (Perdurant Obligation). Given a WF-net N and a visible
trace t ∈ T+(N), an obligation o is a perdurant obligation in t if and only if

∃n < m ∈ N : o /∈ Force(t, n − 1), o /∈ Force(t,m + 1), ∀k : n ≤ k ≤ m, o ∈ Force(t, k)

A perdurant obligation o is violated in t if and only if

∃k : n < k < m, ∀j ≤ k, o /∈ Ann(t, j)

Consider again Example 1. Clauses TCPC 8.2.1.a.i.A and 8.2.1.a.i.B state the
deadlines to acknowledge a complaint, but 8.2.1.a.i prescribes that complaints
have to be acknowledged. Thus, if a complaint is not acknowledged within the
prescribed time then either clause A or B are violated, but the supplier still has
the obligation to acknowledge the complaint. Thus the obligation in clause (i) is
a perdurant obligation.

4.2 Business Process Compliance

The set of (visible) traces of a given business process describes the behaviour of
the process insofar as it provides a description of all possible ways in which the
process can be correctly executed. Accordingly, for the purpose of defining what
it means for a process to be compliant, we will consider a process as the set of
its (visible) traces. Intuitively a process is compliant with a given set of norms
if it does not violate the norms. As it is possible to perform a business process
in many different ways, we can have two notions of compliance, namely:

A process is (fully) compliant with a normative system if it is impossible
to violate the norms while executing the process.

A process is (partially) compliant with a normative system if it is possible
to execute the process without violating the norms.

We have a fully compliant process if no matter in which way the process is
executed, its execution does not violates the normative system. A partially com-
pliant process is one where there is an execution of the process that does not
violate the norms. Based on this intuition, we provide the definitions for trace
compliance and process compliance.

Definition 18 (Compliant Trace). Given a WF-net N and a trace t in T+.
Let O(t) be the set of obligations in force in t, i.e., O(t) =

⋃
n∈N

Force(t, n).
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1. A trace t is strongly compliant if and only if no obligation o ∈ O(t) is violated
in t.

2. A trace t is weakly compliant if and only if every violated obligation o ∈ O(t)
is compensated in t.

Definition 19 (Compliant Process). Let N be a WF-net.

1. N is fully compliant if and only if every trace t ∈ T+(N) is compliant.
2. N is partially compliant if and only if there exists a compliant trace t ∈

T+(N).

Notice that a possible refinement of Definition 19 is possible to distinguish
between strongly and weakly compliant processes. This is achieved by passing
the strongly/weakly parameter to the traces. For example a process is strongly
compliant if all its visible traces are strongly compliant.

The definitions given in this section (apart from the Definition 19) can be used
across the entire life-cycle of a process: design-time, run-time and post-execution
analysis. As we pointed out in Remarks 1 and 2 the states and obligations in
force have to be determined by specific compliance checking implementations.
For example, the annotations associated to a task at run-time or log-analysis
will be obtained from the running instance or extracted from the log and the
data sources related to the process, while at design-time such information can
be provided by business analysts or obtained from the schemas of the databases
and data sources linked to the process. Definition 19 can be used at design time
in what is called compliance-by-design [10,14], i.e., verifying before deploying a
process that the process complies with given regulations. Clearly, the definition
is not suitable for checking compliance at run-time (also called conformance)
or auditing (log analysis), since it is possible that some of the possible visible
traces are never executed (run-time) or were not executed (auditing). For these
two cases, one has to use Definition 18 instead applied to the executed traces,
and to the traces of instances of a process recorded in a log.

5 Compliance Checking of the Complaints
Handling Process

We now provide a concrete example of compliance checking based on the com-
plaints handling process shown earlier. Table 2 describes the applicable compli-
ance rules and their types. These rules are relevant to one or more tasks in the
complaints handling process. For example, Rule4 is relevant to Task T14, sug-
gesting that all received complaints must be acknowledged within 2 working days
when received. Similarly, Rule9 intends to verify the legitimacy of complaints
which relates to Task T3 in the process. Consider the following trace t.

t : 〈T3, T5, T6, T7, T8, T9, T10, T11, T18〉
The obligation expressed by R1 is in force from Task T5, and it will be associated
with any following task until the obligation has been fulfilled. Whether R2 is
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Table 2. The ruleID and types of norms from the complaints handling process.

relevant or not for a trace depends on the decision node after T9, and it is not
triggered in the trace given. Whereas R3 is in force from the beginning to the
end of the process, and it is in all traces.

Evaluation

To conclude this section we report on an evaluation of the framework using
Regorous. Regorous is an implementation of the compliance checking methodol-
ogy proposed by Governatori and Sadiq [10,14] where the normative provisions
relevant to a process are encoded in PCL [8,9] and the tasks of a process are
annotated with sets of literals taken from the language used to model the norms.
The Regorous module to check compliance generates the traces of the given
process and cumulates the annotations attached to tasks using an update seman-
tics to determine the state corresponding to a task in a trace (i.e., in case a
literal from the then current task is the complementary of from a previous task,
we remove the old literal and we insert the new one). PCL offers support for
all types of obligations described in the previous section, and for every step in
a trace, it retrieves the state corresponding to the task being examined. Based
on state PCL determines the obligations in force for the current task. Finally,
it checks if the obligations have been fulfilled or violated based on the seman-
tics discussed in the previous section. For the full details of PCL mechanisms,
see [9].

Regorous was tested against the Australian Telecommunication Consumers
Protection Code (TCPC) 2012. The code specifically mandates that every Aus-
tralian entity operating in the telecommunication sector has to provide a certi-
fication that their day to day operations complies with the code.

The test was limited to TCPC Section 8 concerning the management and
handling of consumer complaints. The section was manually mapped to PCL.
The section of the code contains approximately 100 commas, in addition to
approximately 120 terms given in the Definitions and Interpretation section of
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the code. The mapping resulted in 176 PCL rules, containing 223 PCL (atomic)
propositions (literals). The formalisation of TCPC Section 8 required all types
of obligations described in Sect. 4. Table 3 reports the number of distinct occur-
rences and, in parenthesis, the total number of instances (some effects can have
different conditions under which they are effective).

Table 3. Number and types of obligations
and permissions in Section 8 of TCPC

The evaluation was carried out in
cooperation with an industry part-
ner operating in the sector of the
code. The PCL formalisation of TCPC
Secti on 8 was reviewed and infor-
mally approved for the purpose of the
exercise by the regulator. The indus-
try partner did not have formalised
business processes. Thus, we worked
with domain experts from the industry
partner (who had not been previously
exposed to BPM technology, but who
were familiar with the industry code)
to draw process models to capture the
existing complaints handling and man-
agement procedures and other related
activities covered by TCPC Section 8.

As result we generated and annotated six process models. Five out of the six
models are limited in size and they can be checked for compliance in seconds. We
were able to identify non-compliance issues in the processes and to rectify them.
In the simplest and most frequent cases the modifications required were just to
ensure that some type of information was recorded in the databases associated
to the processes. Other cases needed the addition of simple tasks either after or
before other tasks (e.g., make customer aware of documents detailing the esca-
lation procedure after an unsatisfactory outcome of a non-escalated complaint).
The above two types of non-compliance were detected by unfulfilled achievement
obligations and they were the results of new requirements in the 2012 version
of the code. Another case of non-compliance was related to ensuring that a par-
ticular activity does not happen in a part of the process. Finally, there were
some cases where combination of the above issues were needed (a novel way to
handle in person or by phone complaints) where totally new sub-processes were
designed.

The largest process contains 41 tasks, 12 decision points, xor splits, (11
binary, 1 ternary). The shortest path in the model has 6 tasks, while the longest
path consists of 33 tasks (with 2 loops), and the longest path without loop is 22
tasks long. The time taken to verify compliance for this process amounts approx-
imately to 40 s on MacBook Pro 2.2 GHz Intel Core i7 processor with 8 GB of
RAM (limited to 4 GB in Eclipse).
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6 Conclusions

In the SOA and cloud computing domains, a number of approaches have offered
several classifications of business rules for compliance checking. Reference [1]
classifies compliance rules from various regulatory frameworks for cloud-based
compliant workflows. Spanning over nine categories their classification comprises
three main rules classes relevant to either the control-flow or the data flow of
workflow models. These rules classes are then formalised into Petri nets for auto-
mated detection of non-compliant behaviour. Reference [3] provides a taxonomy
of high level pattern-based compliance constraints for business processes. The
compliance patterns are divided into three distinct classes of patterns; namely
atomic, composite, and timed. These patterns are then formalised using temporal
logic for generating the formal expressions for checking the compliance of busi-
ness processes before actual deployment. Primarily the classification of normative
requirements provided in these frameworks is useful for structural compliance
checking only. In addition, these studies do not address how to model and reason
about the normative component of compliance.

Contrary to that, we have provided its formal semantics in terms of what
constitutes a violation, and this analysis was done based on the idea of (possible)
executions of a process. In addition, for each type of normative requirement
we have provided concrete examples from clauses of statutory/legislative acts
corresponding to the requirement. With formalised compliance rules, we can
specify the different types of rules describing various deontic modalities e.g.
obligations, permissions etc. As result, business processes can be annotated with
rules for compliance checking purposes. This means that any system (either SOA
based or other) for checking whether real life business processes are compliant
with real life regulations have to handle such all normative requirements.

One possible use of the framework is to compare different systems, logics, and
frameworks for business process compliance. We plan to carry out such inves-
tigations. A second use is to study the (formal) properties of the problem of
checking whether a business process is compliant. A first step in this direction is
[2] proving that whether a structured business process (without loops) complies
with a set of achievement obligations is already an NP-complete problem. Com-
pliance is conceived as a type of soundness property of process, and thus the
result must be compared to checking the soundness of process, and for the same
class of processes (e.g., structured without loops) this can be done in linear time
(see, e.g., [11]). This opens another area where the framework can be applied,
namely to identify computationally tractable subclasses of the business process
compliance problem.
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