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Message from the Chairs

Welcome to the proceedings of the 26th International Conference on Advanced
Information Systems Engineering (CAiSE 2014). This year, the conference was
held in Thessaloniki, Greece. Thessaloniki is not only the second largest city
of Greece, but also a city rich in history, culture, and tourist attractions, both
within the city and the nearby peninsula of Chalkidiki. Thessaloniki is located
just half an hour north of the archaeological site of Vergina, the ancient cap-
ital of Macedonia, where the tomb of Philip (father of Alexander the Great)
was discovered. A little farther to the south one can visit mount Olympus, the
home of the ancient Gods, as well as Dion, the holy city of ancient Macedonia.
From an academic viewpoint, Thessaloniki is home to the largest university of
the Balkans – the Aristotle University of Thessaloniki (AUTH) – boasting over
80,000 students and a strong computer science department.

The theme for this year’s edition of the conference was “Information Sys-
tems Engineering in Times of Crisis.” We live in a world where crises of one
sort or another – economic, political, social, or geophysical – are becoming the
norm. Greece, and much of southern Europe, has been in economic crisis for
some time. The weather has been causing emergencies in the past few years
of unprecedented scope and scale around the world. And corporations are ex-
periencing unparalleled ups-and-downs, which they somehow have to survive.
As scientists and engineers, we have a role to play in addressing these crises
and in helping societies and enterprises cope. For this reason, we specifically en-
couraged contributions that address some of the roles that information systems
engineering can play in dealing with crises.

Consistent with the conference theme, we were delighted to have three out-
standing keynote speakers whose presentations speak to the point. Eric Dubois
(University of Luxembourg) is a prominent member of the CAiSE community
and a distinguished researcher in the area of requirements engineering. Eric is
director of the “Service Science and Innovation”Department (www.ssi.tudor.lu),
an R&D group that is part of the Tudor Centre. His presentation focused on
governance models for service systems. Professor Diomidis Spinellis (Athens Uni-
versity of Economics and Business) conducts research on software engineering
and related areas. He served as secretary general for information systems (com-
parable to a CIO position) in the Greek Ministry of Finance right in the middle
of arguably one of the deepest and longest national economic crises ever ex-
perienced. His keynote described his experiences in this critical position. The
third keynote speaker was Professor Bartel Van de Walle (Tilburg University),
a founding member and president of the international community on Informa-
tion Systems for Crisis Response and Management (ISCRAM). His presentation
addressed precisely the theme of the conference: risk accelerators in disasters.



VI Message from the Chairs

As always, research paper sessions showcased ground-breaking research on
a rich variety of topics. The papers were selected using the multi-tier review
process developed over the past several years. Every submission received three
reviews, and those with at least one positive evaluation were the subject of
a discussion between their reviewers and an assigned program board member,
using Cyberchair’s online discussion forum. These discussions resulted in recom-
mendations for acceptance or rejection. Approximately one fourth of the top-
ranked submissions were then presented and discussed by the program board
during a two-day meeting (February 6–7) in Thessaloniki where final decisions
were made. In total, we received 226 submissions for the research track, among
which 41 were accepted for an acceptance rate of 18.1%. Accepted papers were
presented in 13 sessions: Clouds and Services; Requirements; Product Lines;
Requirements Elicitation; Processes; Risk and Security; Process Models; Data
Mining and Streaming; Process Mining; Models; Mining Event Logs; Databases;
and Software Engineering.

Research papers were submitted either as Formal/Technical, Empirical Evalu-
ation, Experience or Exploratory papers. Formal/Technical papers were expected
to present solutions for information systems engineering-related problems, which
are novel or significantly improve upon existing solutions. These papers were ex-
pected to provide a preliminary validation of the proposed solution, such as a
proof-of-concept experiment, or sound arguments that the solution will work
and will scale up to real-world sized problems. Empirical evaluation papers eval-
uated existing problem situations, or validated or refuted proposed solutions
through empirical studies, experiments, case studies, simulations, formal analy-
ses, or mathematical proofs, etc. Experience papers applied proposed solutions
to real-world problems and drew conclusions about lessons learned. Finally, ex-
ploratory papers proposed completely new research directions or approaches. A
complete description of each category is available on the CAiSE 2014 website.

As with previous CAiSE conferences, the main conference was preceded by
two days of workshops, as well as a doctoral symposium. We are confident that
everyone found events of interest in such a rich and diverse program.

The conference would not have been possible without the dedication of dozens
of colleagues and students who contributed their time, energy, and expertise to
serve on the Organizing Committee, Program Committee, program board, and
the actual running of the conference. We extend our heartfelt thanks to each
and every one of them. We are particularly grateful to Richard van de Stadt
for running CyberChairPRO for us, especially so for being both responsive and
helpful. Special thanks also go to the corporations, universities, and research
centers who sponsored this event.



Message from the Chairs VII

Last, but not least, we hope that everyone who attended CAiSE 2014 enjoyed
Thessaloniki, and was enriched by the cultural and physical background.

April 2014 Matthias Jarke
John Mylopoulos
Christoph Quix
Colette Rolland

Yannis Manolopoulos
Haris Mouratidis
Jennifer Horkoff
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Jolita Ralyté, Switzerland
Stefanie Rinderle-Ma, Austria
Colette Rolland, France
Camille Salinesi, France
Roel J. Wieringa, The Netherlands
Jelena Zdravkovic, Sweden

Program Committee

Wil van der Aalst, The Netherlands
Daniel Amyot, Canada
Yuan An, USA
Paris Avgeriou, The Netherlands
Luciano Baresi, Italy
Carlo Batini, Italy
Boalem Benatallah, Australia
Giuseppe Berio, France
Nacer Boudjlida, France
Sjaak Brinkkemper, The Netherlands
Jordi Cabot, Spain
Albertas Caplinskas, Lithuania
Silvana Castano, Italy
Jaelson Castro, Brazil
Corine Cauvet, France
Isabelle Comyn-Wattiau, France
Panos Constantopoulos, Greece
Fabiano Dalpiaz, The Netherlands
Valeria De Antonellis, Italy
Rebeccca Deneckere, France
Michael Derntl, Germany
Johann Eder, Austria
Neil Ernst, USA
Mariagrazia Fugini, Italy
Avigdor Gal, Israel
Paolo Giorgini, Italy
Stefanos Gritzalis, Greece
Michael Grossniklaus, Germany
Francesco Guerra, Italy

Renata Guizzardi, Brazil
Irit Hadar, Israel
Markus Helfert, Ireland
Brian Henderson-Sellers, Australia
Jennifer Horkoff, Italy
Marta Indulska, Australia
Manfred Jeusfeld, Sweden
Ivan Jureta, Belgium
Haruhiko Kaiya, Japan
Juergen Karla, Germany
Panagiotis Karras, USA
David Kensche, Germany
Christian Kop, Austria
Manolis Koubarakis, Greece
Regine Laleau, France
Alexei Lapouchnian, Canada
Julio Cesar Leite, Brazil
Michel Leonard, Switzerland
Sotirios Liaskos, Canada
Kecheng Liu, USA
Peri Loucopoulos, USA
Kalle Lyytinen, USA
Lech Madeyski, Poland
Alexander Maedche, Germany
Heinrich C. Mayr, Austria
Jan Mendling, Austria
Isabelle Mirbel, France
Selmin Nurcan, France
Andreas L Opdahl, Norway



XII Organization

Michael Pantazoglou, Greece
Anna Perini, Italy
Gilles Perrouin, Belgium
Anne Persson, Sweden
Mario Piattini, Spain
Dimitris Plexousakis, Greece
Geert Poels, Belgium
Klaus Pohl, Germany
Jaroslav Pokorny, Czech Republic
Sudha Ram, USA
Manfred Reichert, Germany
Iris Reinhartz-Berger, Israel
Dominique Rieu, France
Maximilian Roeglinger, Germany
Thomas Rose, Germany
Michael Rosemann, Australia
Gustavo Rossi, Argentina
Matti Rossi, Finland
Antonio Ruiz Cortes, Spain
Motoshi Saeki, Japan
Michael Schrefl, Austria
Vı́ctor E. Silva Souza, Brazil

Guttorm Sindre, Norway
Monique Snoeck, Belgium
Janis Stirna, Sweden
Eleni Stroulia, Canada
Arnon Sturm, Israel
Angelo Susi, Italy
David Taniar, Australia
Ernest Teniente, Spain
Juan-Carlos Trujillo Mondejar, Spain
Irene Vanderfeesten, The Netherlands
Olegas Vasilecas, Lithuania
Panos Vassiliadis, Greece
Yair Wand, Canada
Barbara Weber, Austria
Jan Weglarz, Poland
Hans Weigand, The Netherlands
Mathias Weske, Germany
Carson Woo, Canada
Eric Yu, Canada
Yijun Yu, UK

Additional Referees

Manar H. Alalfi
Konstantinos Angelopoulos
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Abstract. The traditional role of an Information System (IS) is to support op-
eration and management within an organization. In the presentation, we will 
discuss the specific role that IS can also play to support the management aspects 
related to the governance of an organization regarding its compliance to norms 
and regulations. In the new service economy, governance issues are no longer 
limited to a single organization but should be extended at the level of service 
value networks, i.e. service systems. In such systems, one of the challenges is 
for each organization to demonstrate its compliance in a transparent way. In this 
paper, we discuss how to organize a global governance framework and we illus-
trate its use in the IT service management. On the basis of some research on 
TIPA, a process reference model making possible to objectively measure the 
quality of delivered IT services, we illustrate how IS and Enterprise Architec-
ture can effectively support the deployment of such global governance model. 

Keywords: compliance, requirements engineering, goal modelling, enterprise 
architecture, modelling language, business processes, reference architecture. 

1 Introduction 

Today, organizations are more and more facing compliance issues coming from inter-
national and national regulatory bodies, from standardisation bodies as well as from 
recognized professional and/or sectorial associations. Demonstrating compliance to 
all the rules included in the different regulations requires huge and costly efforts. 
Indeed, the organization has to set-up the appropriate systems (processes, people and 
IT) ‘implementing’ the regulations. They also have to establish the necessary evi-
dences to demonstrate their compliance. 

In our research, we focus on a specific regulatory context made from non-
prescriptive regulations which applies on networked organizations. In contrast with 
more traditional prescriptive rule-based regulations where the regulatee is just  
supposed to do exactly the required actions, non-prescriptive regulations such as goal-
based, risk-based or principle-based regimes offer more freedom regarding how to 
implement their requirements and thus open innovation opportunities regarding the 
implementation within a specific organization. This freedom can be exploited by the 
organization for differentiating itself from the others in terms of, for example, a better 
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productivity (optimized processes) or a competitive Quality of Service (QoS) advan-
tage (enhancing its customers’ level of trust).  

In our context, we consider the application of the regulations to networked organi-
zations, more specifically to IT service value networks called ‘service systems’. In 
[1], they are defined as “a configuration of people, processes, technology and shared 
information connected through a value proposition with the aim of a dynamic  
co-creation of value through the participation in the exchanges with customers and 
external/internal service systems”. According to this view, a service system can be 
itself composed of service systems, cooperating to produce a global business service. 
In Luxembourg, we have a typical national service system business case where we 
can find telecommunication companies offering communication services to data cen-
ters. Data centers themselves offer services to Archiving companies, which then have 
their services used by Financial IT Service Providers. Banks finally outsource part of 
their IT to these IT service providers. 

In such value constellation, there are interesting questions regarding the com-
pliance of the whole service system to a set of non-prescriptive regulations and 
norms. Besides the question of a common interpretation of the requirements by each 
individual company, there is the question about how the requirements have been  
implemented by the different companies, the level of interoperability existing between 
the different implementations and finally the global level of compliance that the glob-
al service system can demonstrate. Examples of requirements that apply to this  
service system are related to security and risk management (like those included in the 
ISO 27000 or ISO 15408), privacy issues (coming from national laws and EU direc-
tives) as well as IT Service Management (like ITIL and ISO 20000). In the rest of the 
paper, for the purpose of illustration, we will refer to examples associated with ITIL 
v3. [2] 

2 Research Proposition  

At the end of the previous section, we have raised a number of problems, which cor-
respond to the following research questions: 

1. Is it possible to produce a common reference framework associated with the 
support for clarifying the interpretation of the regulation and that can be used 
by an organization for helping it in the implementation? 

2. Can we associate objective performance measures to this reference frame-
work so that we can measure the level of assurance in the implemented sys-
tem? 

To answer to these two questions we propose a solution which is summarized in 
Figure 1 and includes two components:  

• The first component is a Process Reference Framework which is produced 
through the application of a Goal-oriented Requirements Engineering ap-
proach aiming (1) at disambiguating and structuring a consistent set of 
regulatory requirements and (2) at designing a set of reference processes 
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together with indicators for measuring their performance level. Regarding 
(1), we apply a manual process complemented with approaches like those 
proposed by e.g. [3] for identifying elementary statements. Regarding (2), 
we use the ISO15504 maturity model [5] for developing references 
processes. In Section 3, we further detailed this latter element. 

• The second component is an Enterprise Architecture Reference Model. 
This blueprint can be used by an organization for guiding the design of its 
own implementation according to the level of performance it would like to 
achieve with respect to their compliance. The proposed approach is based 
on the production of ArchiMate models [4] derived from the reference 
processes which also act as frameworks for an information system com-
pliant architecture. This component is further developed in Section 4. 
 

 

Fig. 1. Presentation of the General Framework 

Note that the overall approach supports the (internal and/or external) auditors in 
their compliance checking process. Each organization has to trace its implementation 
to the ArchiMate model, this one is itself traceable to the Process Reference Frame-
work which itself is linked to the regulation.  

Process
Reference
Framework

Enterprise
Architecture
Reference
Model

Infrastructure

External infrastructure services

Application components and services

Roles and actors

External applicat ion services

External business services

   Damage claiming process

Client Insurant InsurerArchiSurance

Registra tion PaymentValuationAcceptance

Customer
information

service

Cla ims
payment
service

Customer
administration

service

Payment
service

     CRM
     system

         Financia l
        application

Customer
information

service

Claim
registration

service

Claim
registration

service

Claims
admin istration

service

     Policy
      administrat ion

Cla im
files

service

zSeries mainframe

DB2
database

Financial
application

EJBs

Customer
files

service

Sun Blade

iPlanet
app server

Claim
information

service

Process
Assesment

Measurement

Structured Text



4 E. Dubois 

 

3 The ISO 15504 Process Performance Framework 

3.1 Introduction to 15504 

For structuring and organizing the requirements inherent to regulations and norms, we 
have found and experimented a valuable requirements template and associated guide-
lines that are made available through the 15504 standard [5]. In 15504 standard, a 
generic requirements’ taxonomy together with a predefined requirements’ structure 
define a framework used for eliciting and structuring requirements as well as for as-
sessing and measuring the compliance of deployed Business Processes (BP) against 
these requirements.15504 (previously known as SPICE) provides an assessment 
model against which the assurance aspects of an organization in terms of realization 
of its BP and their contribution to business services objectives can be defined and 
measured. Built on top of those predecessors, the main originality of 15504 is to stan-
dardize the structure of assurance requirements by defining a taxonomy of generic BP 
assurance goals that are applicable to BP of business domains. Fig. 2 presents the 
generic guidelines associated with the construction of a process reference and assess-
ment framework (called PAM). On the left part of Fig. 2, from the bottom to the top, 
one can read the business capability goal of the services at level 1, and then, from 2.1 
to 5.2, the different levels of assurance that can be associated to this BP. 

According to 15504, a PAM describes requirements on BP implementing QoS as-
surance attribute with the purpose and outcomes of each assurance attribute. The 
purpose of an assurance attribute “describes at a high level its overall objectives” [5]. 
Each purpose is fully decomposed into outcomes and indicators (see right part of 
Fig. 2. Each outcome is an observable achievement of some assurance attribute. An 
outcome describes that an artefact is produced, a significant change of state occurred, 
or some constraint has been met. Outcomes can be further detailed with indicators 
focusing on “sources of objective evidence used to support a judgment about the ful-
filment of outcomes”, for instance: work products (“an artefact associated with the 
execution of a process”), practices (“activities that contributes to the purpose or out-
comes of a process”), or resources (e.g. “human resources, tools, methods and infra-
structure”) [5]. 

Outcomes and indicators are organized into different aspects. The first aspect is re-
lated to the main activity while the other aspects are related to different assurance 
aspects associated with the activity. This result is in a taxonomy of assurance re-
quirements goals. 

3.2 Application of the 15504 Framework to ITIL 

15504 has been applied by our research team at Tudor centre in several contexts 
where process needs to be assessed against assurance and performance levels. Pro-
duced reference models include Basel II Risk Management in the financial sector, 
Sarbanes-Oxley, the 27000 series for security management , and COSO. In this paper, 
we illustrate its application in the the context of service management with the  
specific ITIL [2] target. The work performed by the Centre in this domain has reached 
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a high level of visibility with the publication of the TIPA (Tudor’s ITSM Process 
Assessment) book [6] and the participation as co-editor of the ISO 20000-4. 

 

Fig. 2.  Generic guidelines associated with the construction of a PAM 

TIPA is an open framework for the assessment of ITSM processes. It describes  
requirements on 26 processes (see Fig. 3) belonging to 5 groups. 

 

 

Fig. 3. Primary Life Cycle Process for Service Management 

5.2 Changes to the definition, management and
performance of the process result in effective impact
that achieves the relevant process improvement
objectives.

5.1 Changes to the process are identified from analysis
of common causes of variation in performance, and
from investigations of innovative approaches to the
definition and deployment of the process.

4.2 The process is quantitatively managed to produce a
process that is stable, capable, and predictable
within defined limits.

4.1 Measurement results are used to ensure that
performance of the process supports the achievement
of relevant process performance objectives in support
of defined business goals.

3.2 The standard process is effectively deployed as a
defined process to achieve its process outcomes.

3.1 A standard process is maintained to support the
deployment of the defined process.

2.2 Work products produced by the process are
appropriately managed.

2.1 Performance of the process is managed.
1. Process purpose is achieved.

Indicators Practices:
Dependencies between work products are identified
and understood. Requirements for the approval of
work products to be controlled are defined. …
Workproducts:
Plan. (Expresses selected policy or strategy to mana-
ge work products. Describes requirements to deve-
lop, distribute, and maintain the work products. …)
Resources:
Document identification and control procedure;
Work product review methods and experiences; Re-
view management method / toolset; Intranets, extra-
nets and/or other communication mechanisms; …

Outcomes a) requirements for the work products of the process
are defined;
b) requirements for documentation and control of the
work products are defined;
c) work products are appropriately identified,
documented, and controlled;
d) work products are reviewed in accordance with
planned arrangements and adjusted as necessary to
meet requirements.
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A concrete example is given in Fig.4 with a fragment of the final result associated 
with Service Level Management. This example illustrates the different ISO 15504 
concepts introduced in the previous sub-section: Purpose, Outcomes and Indicators 
(Practices, Work Products and Resources). The left part of the Figure 4 is related to 
the main activity while the right part lists the different aspects associated the assur-
ance aspect “2.2”. One can read in the purpose and outcomes of level 1 that the main 
concern is on the Service Level (SL), in particular, on its definition agreement (i.e. 
service level agreement, SLA), recording, monitoring and reporting. The level 2.2, 
“day-to-day” management activities requires that agreements comply with pre-
defined templates and that a formal internal review of the SLA must be organized. 

 

Fig. 4. Requirements associated with the Service Level Management QoS attribute 

3.3 Building Compliant 15504 Service Management Requirements Models 

As explained in the preceding section, 15504 helps to better structure specific types of 
QoS requirements models with a process reference framework (called PAM). Diffi-
culties arise when creating those PAM: 15504 does not provide any guidance in the 
incremental elaboration of a PAM. It provides generic concepts used in PAM and 
rules (meta-requirements, see Fig.2) that must be satisfied by PAM, but gives no 
guidance to the identification of the business processes, nor the formalization of the 
knowledge domain which is needed for that. This guidance can be given by GORE 
techniques, such as i* [7]. This has led to the development of a rigorous methodology 
(summarized in Fig. 5) supporting the transformation of natural language flat re-
quirements from the original text of the norm into structured requirements organized 
in a PAM. 

 

 Service Level Management 1 2.1 2.2

Purpose Service Level is defined and agreed with the 
service customer, and recorded and managed

… The service level agreement is 
adequately managed 

a) Service level is agreed on the basis of the 
customer needs and documented

a) SLA is standardised

b) Service level is monitored according to the 
agreed SLA

b) SLA is reviewed internally

c) Service level are monitored and reported 
against targets
Practices: 
Agree SL; Monitor SL; Report SL

Practices: 
Standardise SLA

Work Products: 
SLA; SL Report

Work Products:
Standardised SLA

Outcomes

Indicators
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Fig. 5. GORE Techniques applied to the elaboration of a PAM 

The proposed methodology relies on a taxonomy of concepts close and compatible 
to those of 15504. The rules and heuristics that we have discovered regarding the use 
of i* in support to the progressive and systematic elaboration of PAM are presented in 
[8,9]. They are summarized in the next paragraph in the context of the elaboration of 
the paraphrased result presented in Fig. 6. 

 

 

Fig. 6. Requirements Goal Tree Associated with the Service Level Management Attribute 

The QoS goals are expressed in terms of i* soft-goals and goals. The 15504 stan-
dard makes an explicit link between the purpose and the set of objectives to be ful-
filled when executing BP that implement the service. As indicated in Fig. , purposes 
are modelled with a soft-goal and this soft-goal can be detailed by refining it into  
an equivalent collection of other soft-goals and/or goals associated with domain 
knowledge model. For instance, the soft-goal “Purp1” at the top left of the Fig. 6, 
corresponds to the first purpose shown in Fig 4.. Since outcomes are objectively ob-
servable, they are modelled as goals (which can be further refined) and never  
with soft-goals. The horizontal lane of outcomes corresponds exactly to the outcomes 
shown in Fig. 4. Indicators are added and modelled according their types, e.g.  

Level 1 Level 2.1 Level 2.2

ITIL© v2/ISO 20000 informal process descriptions

Goal trees

ISO 15504-2    Requirements for     PRM-PAM

Process Assessment Model (PAM) Process Reference Model (PRM)
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practices, work products and resources needed for the performance of the BP realizing 
the desired QoS. They are easily mapped into i* concepts of task (for practices), i* 
resources (for work products and resources) and actors (for resources). For example, 
the work product “SLA” is mapped to the i* resources “SLA”, and the practice 
“Monitor SL” is mapped to the i* task “Monitor SL” [12]. 

Finally, the i* mode and its tabular representation (Fig.4) are the inputs for the fi-
nal structured text. An excerpt of it associated with the Service Level Management 
reference process is presented in Fig. 7. 

 

 

Fig. 7. Structured Text associated with a Reference Process 

4 IS for Managing Compliant Architectures 

In [10], Zachman introduces its framework for managing enterprise architecture. His 
proposition includes the fundamentals of a conceptual information model that can be 
used for implementing an information system supporting the management of an en-
terprise. More recently, ArchiMate [4] appears as an emerging standard associated 
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with a language for describing the different facets of an information system (business, 
application, infrastructure). Together with its tool support, ArchiMate allows to  
create a new “second order” information system, the one which is needed for support-
ing enterprise architects and decision makers in their management of enterprise IS 
transformations. 

We claim that compliance issues require similar “second order” IS supporting  
organization in the management of their enterprise architecture specifically dedicated 
to the implementing of the regulations and norms requirements. The existence  
of such IS also helps in demonstrating the compliance of the organization to the  
internal and external auditors by explaining how the model is the mirror of the  
organization.  

Our research objective is to support companies in the development of that kind of 
IS. To this end, we are working on the design of enterprise architecture blueprints 
associated with the process reference models introduced in the previous section. At 
this stage, we are using ArchiMate for representing these blueprints in terms of Archi-
tecture Reference Models. In Fig. 8, we present an excerpt of such model associated 
with the Service Level Management reference process. On this model, one can read 
how we use ArchiMate concepts for representing Purposes in terms of Goals,  
Expected Results in terms of Requirements, Best Practices in terms of Business Proc-
esses and WorkProducts in terms of Business Objects. 

Taking this reference architecture as an input, the Enterprise Architect can design 
its own implementation which if also represented in ArchiMate can easily be traced to 
the reference model and thereby demonstrate its compliance. 

More details regarding the development and use of reference architectures in the 
telecommunication sector can be found in [11] 

 

Fig. 8. Excerpt from an ArchiMate Reference Model 
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5 Conclusion 

In this paper, we have introduced the framework that we are developing for support-
ing a service system composed from several organizations in their implementation of 
the requirements coming from different norms, regulations and best practices. We 
illustrated part of this framework within the context of ITIL best practices. 

This framework is produced by Tudor, a Research and Technological Organization 
whose part of its mission is to support private and public entities in their socio-
economic development. Within this context, the proposed framework aims at support-
ing these organizations in: 

• A reduction of their costs associated with the implementation of non-
prescriptive norms and regulations. To this end, reference models reduce the 
costs associated with the reading and interpreting of requirements included 
in the texts and also provide some guidance regarding the implementation of 
the final solution as well as in the demonstration of its compliance to the 
auditors. 

• The development of a differentiating competitive advantage is also supported 
by the proposed framework. It is based on an objective measurement of the 
performance of the processes offered through the usage of the ISO 15504 
maturity model. QoS assurance elements can be provided to the customers 
and be part of the Service Level Agreement. 
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Abstract. Modern societies are increasingly threatened by disasters that require 
rapid response through ad-hoc collaboration among a variety of actors and or-
ganizations. The complexity within and across today’s societal, economic and 
environmental systems defies accurate predictions and assessments of damages, 
humanitarian needs, and the impact of aid. Yet, decision-makers need to plan, 
manage and execute aid response under conditions of high uncertainty while be-
ing prepared for further disruptions and failures. This paper argues that these 
challenges require a paradigm shift: instead of seeking optimality and full effi-
ciency of procedures and plans, strategies should be developed that enable an 
acceptable level of aid under all foreseeable eventualities. We propose a deci-
sion- and goal-oriented approach that uses scenarios to systematically explore 
future developments that may have a major impact on the outcome of a deci-
sion. We discuss to what extent this approach supports robust decision-making, 
particularly if time is short and the availability of experts is limited. We inter-
lace our theoretical findings with insights from experienced humanitarian deci-
sion makers we interviewed during a field research trip to the Philippines in the 
aftermath of Typhoon Haiyan. 

Keywords: Disaster response, humanitarian information management, robust 
decision support, risk management, preparedness, sensemaking. 

1 Introduction 

Five weeks after Typhoon Haiyan had made landfall on the Philippines, we lead a 
small research team to carry out an on-site investigation of the humanitarian response, 
and in particular of the impact of information on sensemaking and decision making. 
In the course of our journey, we interviewed 35 decision makers from the United 
Nations (UN), non-governmental organizations or local government, attended nation-
al and local coordination meetings and observed field operations. One compelling 
finding from this fieldwork was the recognition that humanitarian decision making 
should be driven by the aim to understand emerging risks and to share information 
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about them in due time and accessible format. As Jesper Lund, Head of Office for the 
UN Office for the Coordination of Humanitarian Affairs (OCHA) in the severely 
affected town of Tacloban stated:  
 

“Managing disasters means to understand what the risks are as they emerge: pre-
vent acceleration of trends that can turn into a disaster.” 

 
In this paper we will outline the challenges for humanitarian information manage-

ment to support such real-time identification and management of emerging risks by 
focusing on two questions:  

1. How should an information system be designed for sensemaking and decision sup-
port in sudden onset disasters?  

2. How to steer the exploration of a complex system such that the aims of the infor-
mation system can be achieved while respecting constraints in terms of time and 
resources available?  

2 Humanitarian Information Management 

In the response to Haiyan, the importance of information management has been wide-
ly recognized. In most organizations, information management officers (IMOs) work 
to collect data and convert it into information products, most often a situation report 
or a map. These information products by their very nature mostly provide a snapshot 
of the situation; they do not convey analyses or a deeper understanding of the situa-
tion and important trends. IMOs try to keep pace with the requests of a plethora of 
different policy- and decision-makers to satisfy aid organizations, donors, govern-
ments, the military, from international to local levels. The multitude of organizations 
and decisions, the divergence of needs, information sources, temporal and geographi-
cal scales, bandwidth constraints and a virtually unlimited variety of information that 
were openly shared with the whole world, create a frantic pattern of constant requests, 
surveys, questionnaires, reports and maps pushed from headquarters to the field and 
back. Marc McCarthy, a member of the UN Disaster Assessment and Coordination 
(UNDAC) team and deployed in one of the worst hit areas within days after the Ty-
phoon’s landfall expressed the resulting confusion and irritation among responders 
bluntly and succinctly:  

“This is the Information Disaster.” 

Due to the nature of sudden onset disasters and the ad hoc character of the re-
sponse, no model can be developed to timely explain and predict the behavior of the 
disrupted socio-economic system or the consequences of decisions on how and where 
to intervene (DiMario et al. 2009). Therefore, information management in sudden 
onset disasters should acknowledge that decisions need to be made in near real-time 
based on uncertain and lacking information about the impact of the disaster. Instead 
of seeking optimality, this decision-centered approach aims to prevent that essential 
goals cannot be reached.  
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2.1 Decision Support in Humanitarian Disaster Response 

How humans approach a decision depends on the information and understanding of the 
systems that affect the results of decisions. Under stress and pressure, we mostly follow 
intuitive rules (Gigerenzer et al. 2012), which emphasizes the importance of training 
and professional experience to avoid the most common judgmental biases. To capture 
expert knowledge, scientists tend to abstract and model parts of the overall problem. 
Disasters, however, pose complex problems that largely defy such simplifications. 

Complexity and uncertainty are certainly not new aspects of decision-making (Rit-
tel & Webber 1973). Yet as organizations and individuals increasingly rely on models 
for data processing and on Information Systems to share information, decision-makers 
operate in circumstances that are more difficult than ever before, while they struggle 
to maintain oversight and control. Turoff, Chumer, Van de Walle and Yao (2004) 
presented the Dynamic Emergency Response Management Information System 
(DERMIS) framework for information system design and development that addresses 
communication, information and decision-making needs of responders to emergen-
cies. As Turoff et al. (2004) stated, the unpredictable nature of a crisis implies that the 
exact actions and responsibilities of possibly geographically dispersed individuals and 
teams cannot be pre-determined. Therefore, an information system should be able to 
support reassigning decision power to where the action takes place, but also the re-
verse flow of accountability and status information upward and sideways throughout 
any responding organization. 

2.2 Wicked Problems  

In policy-making, the term ‘wicked problem’ has been coined to refer to problems that 
are characterized by fundamental uncertainty about the nature, scope and behavior of 
the involved systems (Van Bueren et al. 2003; Weber & Khademian 2008). Sudden 
onset disasters confront decision-makers with wicked problems that are further com-
plicated as a disaster entails a catastrophic event generating dramatic impacts that can 
propagate rapidly through the system (Rasmussen 1997). 

The way to understand and analyze a wicked problem depends on the decision-
makers’ ideas about issues and possible solutions (Rittel & Webber 1973). In litera-
ture, wicked problems have hardly been addressed systematically, as there is no  
standard solution nor algorithm (Coyne 2005). Some approaches aim at adapting 
knowledge-based models to consider uncertainty and complexity by decomposing the 
overall system into sub-systems that are modeled separately (Rasmussen 1997). By 
neglecting interdependencies, important aspects associated to the emergence and in-
terplay of systems are ignored (Pich et al. 2002) leading to inadequate models and 
flawed expectations regarding both the actual consequences and the manageability of 
the problem.  

Therefore, approaches need to be developed that embrace the lack of situational 
awareness, resources and time, particularly in the early phases of a disaster. We pro-
pose to support decision-makers to structure information for decisions and explore 
consequences rather than relying on models. Such ‘soft’ approaches are considered as 



 Risk Accelerators in Disasters 15 

 

‘probe, sense and respond’ to test a system’s reaction to an intervention instead of a 
model-based ‘analyze and respond’ (Mingers & Rosenhead 2004).  

In the response to sudden onset disasters, information management should be tar-
geted at facilitating collaboration between the many organzations and actors involved. 
The process should systematically identify and reveal information that has the most 
significant implications for disaster response – on an individual, organizational and 
regional level. In the words of UN OCHA Head of Office Jesper Lund: 

“I only look at issues, not at numbers.” 

The ultimate challenge in wicked problems is making good decisions on the basis 
of lacking or inadequate information. The notion of a ‘good’ decision must be re-
interpreted in this context: plans and projects should not be ranked on the basis of 
their performance at a given (static) point in time. Typically, the dynamics play an 
important role, as the evolution of the situation, the information available about the 
problem and the understanding of it continously change. Re-planning ‘en cours de 
route’ is often required (Benjaafar et al. 1995). Therefore, good probing should aim at 
the identification of drivers that considerably change the performance and ranking of 
alternatives. Information management should enable monitoring the situation, making 
sense of it and acting upon the (new) understanding (Pich et al. 2002). 

2.3 Risk Accelerators as Basis for Information Management 

There is a plethora of definitions of ‘risk’ depending on the context and purpose of 
use (Frosdick 1997). Although the term is used frequently in day-to-day language and 
seems to be understood, risks are perceived and judged very differently. Still, most 
authors agree that risk addresses the (positive or negative) consequences of a situa-
tion, an event, a decision or any kind of combination thereof and the probability of the 
consequences occurring (Fishburn 1984; Haimes et al. 2002).  

The notion of risk is most prominent in financial corporations. Financial risk is usual-
ly determined by the variance or volatility of expected returns (Rippel & Teply 2011). 
Further measures focusing on losses comprise different value-at-risk measures that can 
be used to describe the extent of uncertainty and its related harm. Following this ratio-
nale, international engineering standards such as ISO 14971 define the risk associated to 
an event as the product of the event’s probability and harm (Rakitin 2006).  

Most approaches to risk management start with an assessment, i.e., the identifica-
tion of potential risk sources or events, the assessment of those events’ likelihood and 
consequences (Renn 2005). This leads to a focus on ‘frequent’ or chronic failures that 
are part of the annual or quarterly reporting. Emerging risks or outliers are typically 
not considered, and therefore not monitored, controlled and managed. 

Organizations that are operating under high-risk circumstances should be very vigi-
lant on avoiding risks resulting in incidents, because their occurrence would have 
disastrous consequences for the organization itself or the public. “High Reliability 
Organizations” (HROs) are organizations that operate under these trying conditions 
and succeed in having less than their fair share of accidents (Weick & Sutcliffe, 
2001). Processes in HROs focus on failure rather than success, inertia as well as 
change, tactics rather than strategy, the present rather than the future, and resilience as 
well as anticipation (Weick et al., 1999). 
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Figure 1 shows the evolution of the performance of a risk system σ as a function of 
the environment. The performance of the system σ is defined by two characteristics: 
(i) the potential losses, measured in terms of the performance difference between a 
satisficing and other potential states; performance can be understood in terms of qua-
litative and quantitative aims such as economic growth, stability, security, etc.; and 
(ii) the steepness of decline when the environment changes. As the environment can-
not be captured or described in its full complexity, we focus on a set x of impact fac-
tors xi that characterize the environment: x=[x1,…,xN]. The impact factors xi do not 
necessarily evolve independently or continuously; shocks such as natural hazards may 
result in jumps or major disruptions. How x’s values actually may or might develop 
over time needs to be modeled and represented in the scenarios. 

We now define risk drivers as those components xi of x whose change leads to a 
steep decrease of the σ’s performance. How steep the decline must be to consider xi to 
be a risk driver depends on the perception and preferences of decision makers. Ideal-
ly, the set of scenarios should enable them to understand and monitor all risk drivers, 
but this is usually not feasible given restrictions in time and resources; and limitations 
in knowledge. To identify the most relevant risk drivers, we propose to identify fac-
tors that are driving or triggering changes in the σ’s performance and impact the eval-
uation of the decision alternatives.  

Good risk management should develop strategies to avoid patterns that may 
(quickly) lead to undesired consequences. As illustrated in Figure 1, system σi (in 
black) requires a mitigation reaction that corresponds to small changes in the envi-
ronment to avoid potential large losses initiated by risk driver x. For system σj (in 
grey), the consequences of a small deviation are less severe. Depending on x’s devel-
opment there may be more time to recognize the development and act accordingly. 
Ultimately, it is the aim to change a system’s behavior by exerting controls such that 
it is less prone to failure and substantial loss. 

Due to the dynamics of complex systems, it is crucial to understand the patterns 
and relations that steer the system’s behavior while these are emerging. When con-
fronted with lacking information, there is a tendency to assume that relations can be 
controlled and behave similar to what is known about the system. Uncertainty is then 
simply added by assuming a limited variance (Draper 1995).  

Our concept of risk recognizes that it is impossible to describe all possibly relevant 
components of x and model their consequences with respect to the system’s perfor-
mance. Ergo, ‘risk’ is largely a relative concept depending on the current knowledge 
and organizational or societal preferences and goals. Taking a relevance- instead of 
likelihood driven perspective, we advocate to systematically uncover relevant scena-
rios by using techniques from information management and decision support, such 
that systems can be designed that are less prone to substantial losses in any situation. 

3.1 Exploration of Complexity through Scenarios 

Data interpreted in the context of a disaster will result in assumptions about its possi-
ble or likely evolution. Systematically constructing scenarios that challenge current 
mind sets supports probing by helping decision-makers to explore the consequences 
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of their actions against events that may happen and are sufficiently plausible to be 
envisioned (Wright & Goodwin 2009). Scenarios can be used to plan for possible 
future humanitarian needs, to steer the assessment to the most critical issues and to 
create common situation awareness among key stakeholders. By their very nature, 
scenarios represent diverging paths of the disaster’s possible evolution, and can hence 
also be used as a means to build consensus or compare the impact of different as-
sumptions, forecasts or models on the response planning and strategy. In this sense, 
they can be used as a tool to embrace different opinions rather than aggregating and 
averaging them, or choosing just one specific opinion.  

Scenarios should address the information needs of decision-makers. Especially at 
the initial phase of a disaster, the need to act is greatest, yet the least information 
about what has happened is available. Decisions made in these early stages have con-
sequences for months and years. At a recent UN Workshop on information needs of 
humanitarian decision makers, the information requirements were categorized into 
seven categories: context and scope; humanitarian needs; capacity and response plan-
ning; operational situation; coordination and institutional structures; internal; and 
looking forward. Within each of these categories specific questions or kinds of re-
quired information were provided (Gralla, Goentzel & Van de Walle 2012). As the 
resulting extensive list of requirements shows, decision-makers prefer to obtain all 
relevant observations and information that is available in order to make a decision that 
reflects the reality of the given situation. Once they know they have all relevant in-
formation that is available before they have to make a decision, they can move to 
sensemaking, which allows them to design response scenarios (Turoff et al 2004). 

Scenarios are relevant if they represent a development with significant impact on 
the current strategy or planning and would – if they were true – require a change. 
Additionally, scenarios need to be credible and understandable. Credibility can be 
derived by verifiability and reliability of the source (Schoemaker, 1993). To balance 
timeliness and potential impact versus credibility, precision and granularity, informa-
tion management should make trade-offs transparent at run-time by explicitly chal-
lenging the adequacy of the information and the constraints on the process (Comes, 
Wijngaards & Van de Walle, 2014).  

Disaster responders operate under pressure and strain, including risks for personal 
safety and well being of responders on-site. Personal experience and trusted social 
networks play therefore an important role. As trust often is not transmitted across 
networks, this leads to a plethora of redundant pieces of information that is collected 
and processed individually, instead of being shared between different responding 
communities. It is also often difficult to codify and communicate knowledge that is 
only applicable to very specific situations. That is why scenarios are appropriate for 
expressing tacit knowledge (Kim 1998). Not everyone has the same experience with 
respect to a crisis situation since such events are relatively rare (King 2002), resulting 
in different reactions of professional responders and population affected. Tacit know-
ledge can be acquired only through experience such as observation, imitation, and 
practice (Kim 1998). Again, in the words of Jesper Lund: 

“Disaster management is experience. And common sense.” 
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Information is typically perceived as credible when it matches the expectations or 
experiences of decision-makers (Schoemaker, 1993). In case a scenario flags a risk 
that is emerging and unexpected, it is essential to annotate the information with the 
source (reliability by expertise) or the process that was used to derive the information 
(verifiability). Moreover, the information needs to be represented in an understanda-
ble way, making potential cause-effect chains explicit (Comes et al., 2012).  

3.2 Providing Information, not Data 

As Sebastian Rhodes-Stampa stated for the humanitarian response efforts he was 
coordinating in Tacloban, information needs could be very different depending who 
requested the information, and for what purpose. Along with the increasing availabili-
ty of information management, expectations rose about the availability of detailed 
data. This lead to the need to manage an ever increasing amount of data, maps and 
situation reports in various levels of temporal and geographical detail. In his words: 

“Granularity is the word of this emergency.” 

Instead of juxtaposing the same information at different levels of detail, scenarios 
should be tailored for specific decisions and address decision-makers’ needs to avoid 
information overload, redundancies or the wrong level of granularity. A strategic 
series of scenarios might for instance include the needs of the population as they are 
and explore the impact of disaster relief supplies as a basis for the planning of huma-
nitarian logistics. On a more operational level, scenarios can support coordination by 
presenting information about the current projects and the future presence of aid organ-
izations (building on the so-called Who-What-Where or 3W database), and comple-
menting the efforts with numbers of population and potential migration patterns.  

To support sensemaking each scenario should present an understandable develop-
ment of the situation; i.e., processed information including cause-effect chains rather 
than raw data. The form and type of information depends on the decision-makers’ 
preferences, their access to technology (such as internet connection, bandwidth or 
printers) and the time available. Distributed techniques for scenario construction 
(Comes, Wijngaards & Van de Walle, 2014) enable the integration of experts from 
various agencies and authorities, bringing together local experts, professional res-
ponders, volunteers that work onsite or remotely (such as the Digital Humanitarian 
Network, a global network of volunteers), and scientists with different backgrounds.  

3.3 Addressing the Dynamics 

It takes time to collect and process data; to share and communicate information; and 
to derive an understanding of the problem, construct scenarios and make a decision. 
This is particularly true if a consensus must be found among different responding 
actors and organizations. In the very initial phase of humanitarian response, informa-
tion is typically far from complete, yet the urgency of the response necessitates action  
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nevertheless. As André Pacquet from the International Committee of the Red Cross 
and responsible for operations in the heavily affected town of Guiuan put it: 

“We accept chaos to start operations.” 

As time passes, the information about the problem and the perception thereof can 
change. Hence, continuous revisions and corrections are necessary while considering 
the scarcity of resources available for sensemaking and to support the decision-
makers. Therefore, scenario updates need to be conducted in an efficient and respon-
sive manner (Comes, Wijngaards & Schultmann, 2012).  

To this end, two aspects need to be respected: relevance and validity. In the context 
of updating, relevance is assessed in terms of the potential consequences of neglecting 
the new information. It is therefore necessary to assess if the new information is ‘rele-
vant enough’ to justify the updating effort. Similarly, already collected information 
that is still ‘sufficiently valid’ should be reused. A scenario update can be informa-
tional or structural: information updates may change the measured or forecasted value 
of a variable, or its likelihood. A structural update requires mechanisms that account 
for a change in the basis for sensemaking or the evaluation and ranking of alterna-
tives. This is for instance the case, when new impact factors are identified as the un-
derstanding about the problem grows, or as expert’s previously implicit assumptions 
become more explicit. 

4 Avoid Risk Accelerators: An Agenda for Humanitarian 
Information Management and Systems 

Our approach to manage information and support decision-makers who are facing 
wicked problems in complex environments can be summarized by answering the two 
questions posed in the introduction. 

Ad 1: Information Systems Design. The behavior of complex systems cannot be 
predicted and information is imperfect. The difficulty of assessing the consequences 
of a decision and prioritizing alternatives is compounded by a tendency to simplify 
the problem and neglect the lack of knowledge (Pathak et al. 2007). To support deci-
sion-makers who face complexity, we propose the use of scenarios to systematically 
explore harmful future developments. This entails continuous sensemaking and seek-
ing to identify risk drivers as they emerge, while evaluating and continuously adapt-
ing disaster response strategies. The interpretive information processing mechanisms 
that are commonly called “intuition” or “experience” need to be supported by appro-
priate information systems. As Weick (1995) put it, “we need to understand more 
about Sensemaking Support Systems as well as Decision Support Systems, which 
means we need to know more about what is being supported”. We have referred earli-
er to the DERMIS design premises as introduced by Turoff et al. (2004) providing a 
framework for the design of Humanitarian Information Management Systems. 

Ad 2: Scenario Construction. Given limitations in time, effort, and resources, scena-
rio construction and design of information products should be guided towards those 
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that most significantly distinguish advantages and drawbacks of promising alterna-
tives or the currently implemented strategies. To understand and detect potential 
flaws, we use scenarios for probing in a way that is targeted to identify the most criti-
cal potential problems while respecting constraints in terms of sufficient plausibility 
and credibility. To embrace the dynamics of a situation, and potentially swift system 
changes, information systems need to provide updating procedures to efficiently inte-
grate new information and support sensemaking and decision-making on the basis of 
the latest understanding of the situation. 

Inherent to the complexity of the situation, no method can guarantee to find all crit-
ical and loss-prone risks or risk drivers, and to communicate them at the right time to 
the decision-makers. Yet, in contrast to most modeling and statistical techniques, our 
method aims at identifying these drivers by referring to professionals, local or remote 
experts and scientists with different backgrounds to actively challenge current mind-
sets for critical sensemaking and robust decisions. By referring to different experts per 
piece of information, we aim at avoiding groupthink and, to some extent, the confir-
mation bias: experts can creatively think at an individual level about what might go 
wrong. 

To choose and prioritize information products and scenarios, the following ques-
tions need to be addressed: 

 Number of information products to be selected: how can the trade-off be made 
between a thorough exploration and the constraints on time and resources 
available? 

 Similarity: how can the similarity or difference of information products and 
scenarios be measured in the context of sensemaking and decision support?  

 Reliability: how can the plausibility and reliability of scenarios, which com-
bine information of different type and quality, be assessed and continuously 
updated as new information becomes available? 

 Relevance and selection: how can the most relevant information products be 
constructed, and how to select a good representative taking into account scena-
rio similarity and reliability?  

Each of these questions opens up fields and directions for future research. When 
designing information systems to answer these questions, it is vital that the decision-
makers’ needs and the constraints of sudden onset disasters are respected. If the reali-
ties of operations are not valued, frustration with the systems may lead to worka-
rounds and the parallel existence of official reporting and information management 
and direct and direct communications within the respective networks. For instance, 
Sebastian Rhodes-Stampa expressed his views as follows: 

“Provide simple messages, don’t overcomplicate stuff. Right now we are victims of 
our own black magic of sophisticated systems.”  

The characteristics that need to be taken into account include, among others,  
the time available before a decision has to be made, and the authority to make it; the 
requirements of accessibility of information and interoperability of systems; the avail-
ability of local experts; the quality of information that local or remote experts, or au-
tomated systems can provide; the current workload; and the sensitivity of the experts’ 
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assessments to a change in input information. In this manner, future information sys-
tems can be designed so that they support decision-makers who are confronted with 
an increasing number of increasingly complex disasters. 

Acknowledgements. The authors thank the Disaster Resilience Lab and its supporters 
for the inspiring discussions on field research and disaster response. We are grateful 
to the humanitarian responders who accepted our requests for interviews and discus-
sions, and made this research possible.  

References 

1. Benjaafar, S., Morin, T., Talavage, J.: The strategic value of flexibility in sequential  
decision making. European Journal of Operational Research 82(3), 438–457 (1995) 

2. Comes, T., Wijngaards, N., Maule, J., et al.: Scenario Reliability Assessment to  
Support Decision Makers in Situations of Severe Uncertainty. In: IEEE International Mul-
ti-Disciplinary Conference on Cognitive Methods in Situation Awareness and Decision 
Support, pp. 30–37 (2012) 

3. Comes, T., Wijngaards, N., Schultmann, F.: Efficient scenario updating in emergency 
management. In: Proceedings of the 9th International Conference on Information Systems 
for Crisis Response and Management, Vancouver (2012) 

4. Comes, T., Wijngaards, N., Van de Walle, B.: Exploring the Future: Runtime Scenario  
Selection for Complex and Time-Bound Decisions. Technological Forecasting and Social 
Change (in press, 2014) 

5. Coyne, R.: Wicked problems revisited. Design Studies 26(1), 5–17 (2005) 
6. Draper, D.: Assessment and Propagation of Model Uncertainty. Journal of the Royal  

Statistical Society. Series B (Methodological) 57(1), 45–97 (1995) 
7. Dutton, J.: The Processing of Crisis and Non-Crisis Strategic Issues. Journal of Manage-

ment Studies 23(5), 501–517 (1986) 
8. Fishburn, P.C.: Foundations of Risk Measurement. I. Risk As Probable Loss. Management 

Science 30(4), 396–406 (1984) 
9. Frosdick, S.: The techniques of risk analysis are insufficient in themselves. Disaster  

Prevention and Management: An International Journal 6(3), 165–177 (1997) 
10. Gigerenzer, G., Dieckmann, A., Gaissmaier, W.: Efficient Cognition Through Limited 

Search. In: Todd, P., Gigerenzer, G. (eds.) Ecological Rationality. Intelligence in the 
World, pp. 241–273. Oxford University Press (2012) 

11. Gralla, E., Goentzel, J., Van de Walle, B.: Report from the Workshop on Field-Based De-
cision Makers’ Information Needs in Sudden Onset Disasters, DHN and ACAPS, Geneva 
(2012), http://digitalhumanitarians.com/content/ 
decision-makers-needs 

12. Haimes, Y., Kaplan, S., Lambert, J.H.: Risk Filtering, Ranking, and Management Frame-
work Using Hierarchical Holographic Modeling. Risk Analysis 22(2), 383–398 (2002) 

13. Jüttner, U., Maklan, S.: Supply chain resilience in the global financial crisis: an empirical 
study. Supply Chain Management: An International Journal 16(4), 246–259 (2011) 

14. Kim, L.: Crisis construction and organizational learning: Capability building in catching-
up at Hyundai Motor. Organization Science 9(4), 506–521 (1998) 

15. King, D.: Post Disaster Surveys: experience and methodology. The Australian Journal of 
Emergency Management 17(3), 39–47 (2002) 



 Risk Accelerators in Disasters 23 

 

16. Leadbetter, S.J., Hort, M.C.: Volcanic ash hazard climatology for an eruption of Hekla 
Volcano, Iceland. Journal of Volcanology and Geothermal Research 199(3-4), 230–241 
(2011) 

17. Mingers, J., Rosenhead, J.: Problem structuring methods in action. European Journal of 
Operational Research 152(3), 530–554 (2004) 

18. Pathak, S.D., Day, J.M., Nair, A., Sawaya, W.J., Kristal, M.M.: Complexity and Adaptivi-
ty in Supply Networks: Building Supply Network Theory Using a Complex Adaptive Sys-
tems Perspective. Decision Sciences 38(4), 547–580 (2007) 

19. Pich, M.T., Loch, C.H., de Meyer, A.: On Uncertainty, Ambiguity, and Complexity in 
Project Management. Management Science 48(8), 1008–1023 (2002) 

20. Rakitin, S.R.: Coping with Defective Software in Medical Devices. Computer 39(4),  
40–45 (2006) 

21. Rasmussen, J.: Risk management in a dynamic society: A modelling problem. Safety 
Science 27(2-3), 183–213 (1997) 

22. Renn, O.: Risk Governance. Towards an integrative approach, Geneva (2005) 
23. Rippel, M., Teply, P.: Operational Risk - Scenario Analysis. Prague Economic Papers 1, 

23–39 (2011) 
24. Rittel, H.W.J., Webber, M.M.: Dilemmas in a general theory of planning. Policy 

Sciences 4(2), 155–169 (1973) 
25. Rothstein, H., Huber, M., Gaskell, G.: A theory of risk colonization: The spiralling regula-

tory logics of societal and institutional risk. Economy and Society 35(1), 91–112 (2006) 
26. Schoemaker, P.J.: Multiple scenario development: its conceptual and behavioral founda-

tion.  Strategic Management Journal 14(3), 193–213 (1993) 
27. Turoff, M., Chumer, M., Van de Walle, B., Yao, X.: The design of a dynamic emergency 

response management information system (DERMIS). JITTA 5(4), 1–35 (2004) 
28. Weber, E.P., Khademian, A.M.: Wicked Problems, Knowledge Challenges, and Collabora-

tive Capacity Builders in Network Settings. Public Administration Review 68(2), 334–349 
(2008) 

29. Weick, K.E., Sutcliffe, K.M., Obstfeld, D.: Organizing for high reliability: Processes of 
collective mindfulness. . Research in Organizational Behaviour 21(1), 81–123 (2008) 

30. Van Bueren, E.M., Klijn, E.-H., Koppenjan, J.F.M.: Dealing with Wicked Problems in 
Networks: Analyzing an Environmental Debate from a Network Perspective. Journal of 
Public Administration Research and Theory 13(2), 193–212 (2003) 

31. Weick, K.E., Sutcliffe, K.M.: Managing the unexpected. Jossey-Bass, San Francisco 
(2001) 

32. Wright, G., Goodwin, P.: Decision making and planning under low levels of predictability: 
Enhancing the scenario method. International Journal of Forecasting 25(4), 813–825 
(2009) 

 
 



Against the Odds:

Managing the Unmanagable in a Time of Crisis

Diomidis Spinellis

Athens University of Economics and Business
Department of Management Science and Technology

Patision 76, GR-104 34 Athens, Greece
dds@aueb.gr

Abstract. Information technology systems at the Greek Ministry of
Finance could be the ideal tools for fighting widespread tax evasion,
bureaucratic inefficiency, waste, and corruption. Yet making this hap-
pen requires battling against protracted procurement processes and im-
plementation schedules, ineffective operations, and rigid management
structures. This experience report details some unconventional measures,
tools, and techniques that were adopted to sidestep the barriers in a time
of crisis. The measures involved meritocracy, it utilization, and manage-
ment by objectives. Sadly, this report is also a story (still being written)
on the limits of such approaches. On balance, it demonstrates that in any
large organization there are ample opportunities to bring about change,
even against considerable odds.

It seemed like a good idea at the time. In 2009, Greece’s new government, instead
of staffing the ministries’ Secretary General positions through the, commonly,
opaque political appointments [18, p. 79][19, p. 157], it provided a form to submit
online applications. As a professor of software engineering interested in public
service, I decided to apply for the position of the Secretary General for Infor-
mation Systems at the Ministry of Finance, a position that was in effect the
Ministry’s cio post. I reasoned that by serving in this position I could apply in
practice what I taught to my students; in this case how to provide high quality
eGovernment services in an efficient manner. After a couple of interviews and a
few weeks of waiting time I started serving, for what was to be a two year term,
at the General Secretariat for Information Systems (gsis).

Gsis develops, runs, and supports the information systems used at the Greek
Ministry of Finance. The most important of these at the end of 2009 were taxis,
the software used in all of 300 Greece’s tax offices, taxisnet, a web application
that taxpayers use for electronic filing, and, icisnet, which supports the customs
agencies. Another significant body of work at the time involved the keying-in of
tax filing forms, the calculation of tax returns, and the printing of tax assessment
forms and payment notices (about 15 million documents per year). In addition
gsis supported diverse tax compliance actions, mainly by running electronic tax
compliance checks. Finally, gsis, contributed input for fiscal policy making in
the form of statistical data and ad-hoc calculations.
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Gsis reported to the Minister of Finance and was supported by the admin-
istrative services of the Ministry of Finance. This meant that staff dealing with
gsis’s personnel and procurement were not reporting to me, but to the Min-
istry’s General Secretary. Oddly, gsis consisted of a single General Directorate.
This comprised of three directorates dealing respectively with software, hard-
ware, and data entry. Unlike many other Greek civil service departments, gsis
was lucky to be housed in a modern secure building. In 2009 it employed about
1200 permanent and temporary staff, a number which declined to less than 950
during my tenure. Approximately 135 employees had a university degree, 120
had a technical education degree, while the remaining 620 had a secondary ed-
ucation degree. External contractors handled most of the work associated with
the development and maintenance of gsis’s information systems.

Soon I realized that gsis was in a crisis. The implementation of key it projects
was years behind schedule, some services provided to taxpayers were based on
fickle outdated technologies, a large proportion of the staff were not sufficiently
qualified or trained, the employees’ union demanded a say on the service’s op-
erational matters, morale was low, and some managers were unable to deliver
the required results. Even worse, I soon discovered that, I did not have at my
disposal basic tools of management, namely the formal authority or practical
means to hire and fire, promote and demote, reward and discipline, outsource
and develop in-house, or reorganize hierarchies. In short, I was in a position of
power without authority.

As if those problems were not enough, soon Greece’s government debt crisis
broke loose [11,17], bringing the Ministry in the eye of the storm. A few months
later, it was obvious that gsis would have to deliver dramatically more and better
results with fewer personnel, on lower salaries, with a reduced budget. As the
Secretariat’s head I had to deliver those results while battling with entrenched
bureaucratic inefficiency, inter-departmental intransigence, clientilism, political
patronage, drawn-out procurement processes, and an ineffective legal system.

To overcome these problems I targeted the obvious: better utilization of the
organization’s human capital, exploitation of information technology, manage-
ment by objectives and results, and improvement of the organization’s processes.
Unfortunately, the existing Napoleonic state institutional framework — the for-
malistic, legalistic, and bureaucratic way in which the Greek public administra-
tion works [19, pp. 153, 164] — did not provide me with the necessary tools to
implement the necessary changes. Consequently, I had to resort to the uncon-
ventional techniques detailed in this experience report.

1 Meritocracy

When I started serving at gsis an experienced colleague told me that 95% of
my performance would depend on the people I would select to work with. As
time went by I realized he was 100% right. Unfortunately, the Greek public
administration lacks well established practices and procedures that guarantee
meritocracy. Therefore, meritocracy always depends on the personal choices of
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all those who serve in management positions — from the Prime Minister to the
directors to the section heads.

1.1 Office Staff

Breaking a tradition where department heads would appoint as their advisors
former colleagues, acquaintances, friends, or even nephews, I decided to staff the
five advisor positions, which were available for my post, through the “OpenGov”
web application process I had previously used to apply for my own post. There
I published the criteria for the positions and a web form in which applicants
had to complete extensive details regarding their knowledge and skills. With
the luxury of being able to choose among 750 submitted resumes, I was able
to form a team of very capable, hardworking professionals, with valuable work
experience in key positions in Greece and abroad. Because applications were
submitted electronically through a form with keyed fields, it was easy to evaluate
the applications with a small Perl script I wrote for this purpose, and determine
those we1 could call for an interview.

I interviewed the first batch of the short-listed candidates on my own. Then,
following an unconventional practice followed by some tech-startups, I had the
new members of my team participating in the process by interviewing the fol-
lowing candidates. After each interview round our budding team held a meeting
to discuss its results and select the new members. These meetings helped gel
our team together, and bring on board staff that was compatible with its tech-
nocratic orientation. There were times when team members disagreed with my
view. Through our discussions I witnessed in practice how in some contexts a
group’s performance can surpass that of each group’s member [12].

The choice of one of our team’s members was particularly interesting. The
application came from an existing gsis employee. I looked for her, and found
her sitting in front of an empty desk. I asked her why she applied to work in the
department she was already placed, and what I learned was eye-opening. She had
returned from secondment to another organization two weeks earlier, and no one
had bothered to assign her some work to do. So she applied to join our team in
a bid to become productive. She quickly joined us, and as a top graduate of the
National School of Public Administration with plenty of experience in managing
eu-funded projects, she proved to be a valuable team asset. She became the
contact point of our office with the rest of the public administration, handling
responsibly and professionally the tens of requests that arrived at my office each
day. When I saw her diligently working at 10:00 p.m. on folders overflowing with
arcane documents, I couldn’t help but wonder how less productive our team
would be if we had not published that open call for its staffing.

A few volunteers who, having completed a successful career, were willing to
work pro-bono to help get Greece out of the crisis, complemented our team. I was

1 I use the plural to refer to the team work performed by the staff in my office and
permanent gsis staff. Without this team effort, none of the things I am describing
could have been achieved.
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surprised to find out that it was not formally possible to have these persons join
me as advisors without paying them a salary. In a country in a crisis and in a
world where volunteer organizations, activists, and ngos often address problems
more effectively than governments, the Greek state was putting barriers in the
path of volunteers who wanted to help their country. For reasons of form and
substance I was unwilling to have people work in my office without corresponding
institutional coverage. Eventually, we solved this issue, by creating an advisory
working group which comprised permanent staff members, my advisors, which
were hired under a fixed-term contract, and these volunteers.

1.2 Staffing through Open Calls

Having created a culture of meritocracy in my office, we looked how we could
extend it throughout the Department. Initially the picture looked bleak. The
department’s management positions were staffed through a formalistic, bureau-
cratic, inflexible, and ultimately ineffective system, which used as its main cri-
terion seniority rather than job qualifications, evaluations, and experience [19,
pp. 162–166]. To overcome these restrictions we utilized the concept of working
groups. A working group and its chair could be setup in a day through a simple
formal decision by the Department’s General Secretary. Indeed, at gsis there
was already an established tradition of such groups, who were often also receiv-
ing extra pay for their services. Sadly, they were often staffed through opaque
procedures, sometimes taking into account political party alliances.

Based on the institutional framework of working groups we issued a number
of open calls to staff the ones required to complete specific tasks. To stress that
the selection was based on merit, we ensured that each call, the skills required for
participating in the group, and the decision for the group’s composition, were
published on the Department’s intranet. In the beginning we faced pervasive
distrust; some advocated in water-cooler discussions that this process was merely
a smokescreen to continue the party games of the past. However, the cynicism
subsided, when people saw that some of the appointed working group chairs,
could not have been selected based on their party alliance, and that therefore
the appointment process was truly meritocratic. (Sadly this started a reverse
grumble from people who believed that some positions should be preferentially
staffed by people with strong political party credentials.) In total within two
years we published and completed 38 open calls for working groups and their
chairs.

The meritocratic staffing process I described kick-started a virtuous cycle
involving the substantial increase in the engagement of young, highly qualified
executives in the working groups, especially in the demanding positions of project
coordinators. What drove this cycle? I realized that in the past professional,
worthy staff members would avoid their involvement in committees and working
groups, because they did not want to be associated with whichever political party
was in power at the time. When those people realized that staffing was decided
on merit, not only did they participate, but they also urged other colleagues to
come forward, declare their interest, and work.
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The pride of people who were selected on merit to chair working groups or,
later, when it became possible, to be appointed in formal management positions,
was revealing. A year after I took office, it was a joy to walk around the building
late in the evening and find section heads, team coordinators, and managers
working hard to meet a deadline or finish without interruptions work they had
not found time to complete during the normal working hours. However, I also felt
guilty because I lacked the means to financially reward these people who were
working overtime to move the Department forward. Wages were set centrally
across the board based simply on seniority. The few funds that were available for
overtime pay (each year arriving months late) were a drop in the ocean compared
to the actual time these people worked. So, again, I resorted to unconventional
means: public recognition of those who put the extra effort, invitations of key
people to meetings that I set outside the organization’s formal structure, walks by
the office of people who worked late for an informal chat, and even the allocation
of parking places. As for the overtime payments, we stopped dividing them
equally across all the Department’s employees, which was until then the custom,
and insisted on having these nominal amounts payed to those who actually
worked a lot harder than others.

1.3 Staff Evaluation

Another unconventional initiative we undertook in the field of human resource
management, involved the genuine assessment of staff. Sadly, this did not fare
as well as the other initiatives. The existing way in which civil servants were
evaluated was hopelessly inadequate. (See [18, p. 78].) All employees received
top marks in their mandatory periodic evaluations. This practice demoralized
the best employees, and also provided fertile ground for cronyism to flourish.
With the help of an external volunteer advisor, who had extensive experience
in managing large organizations, we designed and implemented a 360-degree ap-
praisal [2] for staff working in my office. Under this appraisal scheme employees
are evaluated by their superiors, their subordinates (if any), as well as their
colleagues working at the same level of the administrative hierarchy. The assess-
ment forms we prepared for the evaluators had fields where one had to describe
the work and additional responsibilities of the evaluated staff member, comment
on his or her work performance, and identify areas where there was room for
improvement.

For the supervisors we designed a more detailed form where they could sum-
marize the information from all evaluators, and rate the staff member’s work
performance factors (administrative skills, written communication, verbal com-
munication, problem analysis, decision making, delegation of work, work quan-
tity, work quality, staff development, compliance with policies and procedures,
and technical ability), as well as personal performance factors (initiative, per-
severance, ability to work with others, adaptability, persuasiveness, confidence,
judgment, leadership, creativity, and reliability). According to our plan, super-
visors would then discuss with each evaluated staff member his or her overall
performance, areas for improvement, and his or her career plans. Finally, after
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this debriefing, the two parties would add to their form any additional comments
they might have and sign it.

We started the evaluation process for staff working in my office, hoping that
some of the high-level managers who would receive the appraisal forms (as as-
sociates of my advisors or as my subordinates) would be take the initiative to
adopt this procedure in their directorate or section. Sadly, this did not happen.
I did not press the issue further, for I believe that strict instructions and pro-
cedures are effective only for performing simple standardized tasks, while more
ambitious results (such as the adoption of a work culture based on appraisals)
can achieved only through education, leadership, and appropriate incentives.
Moreover, two years after this initiative an academic colleague who specializes
in human resource management explained to me that 360-degree appraisals are
only meaningful in exceptionally mature and well managed organizations, so in
this case we were probably over-ambitious.

Interestingly, I never got back my own evaluation forms which I gave to my
fellow general secretaries and my superiors. This made me reflect on the up-
ward struggle a widespread introduction of performance appraisals would face.
My pessimistic view was further strengthened when legislation passed in 20112

introducing performance-based pay for civil servants was put on hold until De-
cember 31st 2016 with new legislation3 passed just a year later.

2 IT Utilization

The performance of gsis in its it-related tasks was disappointing for an organi-
zation that considered itself the crown jewel in Greek public administration it

service provision. Procurement of hardware and software systems typically took
years. For example, a new data center project had commenced in 2002 and was
still ongoing in 2010. As a result, there was at the time no disaster recover site.
If the existing data center got destroyed by a fire or an earthquake, many crit-
ical government revenue management functions would be completely disrupted.
Furthermore, gsis lacked a management information system, a human resource
management system, as well as systems to perform tax compliance checks and
organize tax audits.

These shortcomings were mainly caused by the sluggish bureaucratic proce-
dures that were in place for public procurement and eu-funded projects. To reach
a point where a project’s procurement contract could be signed, the project had
to jump through dozens of hoops and obtain as many signatures — in a theo-
retically simple case we counted 28 steps. In addition, during the tender process
rival contractors typically appealed against any decision made by the public ad-
ministration through the judicial system, where cases lingered for months. Con-
sequently, vital projects for our work were years away from completion. Soon I

2 Greek law 4024/2011, article 19. Government Gazette Issue A 226/27-10-2011.
3 Greek law 4093/2012, article 1, paragraph 3.1.2. Government Gazette Issue
A 222/12-11-2012.
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concluded that from the time the public administration established the need for
an information system it would take at least five years to put it into operation.

As if those problems were not enough, the projects’ eu funding often resulted
in unworkable specifications. Agencies tended to inflate and gold-plate the spec-
ifications, because, first, the agency procuring the project had no motive to keep
its budget under control, and, second, it did not know and when, if ever, it would
obtain again funds for the project’s enhancement. These inflated and, due to de-
lays, outdated specifications resulted in overly complex projects that were a pain
to implement, difficult to sign-off, and a challenge to use productively. Adding
insult to injury, in some extreme cases, an agency would find itself obliged to
deploy the useless system it had ordered in order to avoid having to hand back
the funding it had obtained for its implementation. The agency would thus find
itself worse off compared to the state it was before it had ordered the system.

The unconventional, guerrilla, methods we employed to solve these problems
involved adopting open source software, utilizing agile development methods to
develop software in-house, and empowering the it market to develop solutions
through the specification of open standards.

2.1 Open Source Software

Open source software [1] can be freely downloaded, adapted, redistributed, and
used. Although a large percentage of this software is developed by volunteers
and academics, its quality is often comparable to that of proprietary offerings
developed by large companies. Some well-known open source software systems,
like the Linux kernel, the Python and php programming languages, and the the
Postgresql and the Mysql relational databases are powering critical functions
of organizations like Google, Wikipedia, and Facebook. In addition, millions of
people around the world are using open source products, such as the Android
platform for mobile phones, the Firefox web browser, and the Libre Office suite.

For us at gsis, the main advantage of open source software was not the abil-
ity to read and modify the software’s source code, but the fact that we could
download and install it for free with a click of the mouse [21], without getting en-
tangled into nightmarish public procurement procedures. Another critical factor
concerning the adoption of open source software is the availability of the required
technology skills and services [7]. Thankfully, gsis, as an it organization, had
these available in house.

One of the first systems we installed was MediaWiki; the software driving
Wikipedia [4]. This implements a wiki [13], a system that allows anyone to create
linkable web pages (articles in the case of Wikipedia), and all others to read
and change them. At gsis we configured the wiki to run on the organization’s
intranet, so that it could be accessed only by staff members. By developing a few
templates we implemented, in less than a month, a bare-bones human resource
management system and a repository for organizational knowledge.

Specifically, we asked all employees to create their own wiki page which should
contain basic data about themselves: their name, office, department, telephone,
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responsibilities, specialization, and skills. For some of these elements we spec-
ified how they should be coded through MediaWiki templates and predefined
“categories”. For instance, an employee could specify fluent knowledge of En-
glish or experience with sql. Categories grouped pages together according to
their attributes in multiple dimensions. This allowed us to to query the wiki for
things such as the employees working in a department or directorate, those who
could program in a specific computer language, or those who were experienced
tax auditors.

At the beginning of my tenure at gsis I realized that meeting minutes were
only kept for committees that were formally set up, and those minutes were only
kept to satisfy the letter of the committee’s mandate. In almost all informal
meetings, the keeping of minutes was considered an inconvenient luxury. To
change this situation, we decided to document the agenda and the minutes of
all informal meetings on the wiki. In the first meetings I kept the minutes.
This gave me the opportunity to design a template page containing the key
elements that should be recorded for each meeting: the place and time it was
scheduled, the participants (with links to their personal page on the wiki), the
agenda, and the action items. Through the wiki’s affordances it was easy for the
same page to serve both as the meeting’s agenda (participants could easily add
items to it), and for the keeping the meeting’s minutes (we copied the agenda,
changing specific elements into action items; again participants could review
and correct the minutes with a click of the mouse). Through the templates we
adopted each meeting was automatically categorized (e.g. “Production Board”,
“Security Team”, “SG Office”), and all staff members could read the minutes of
all meetings. Open access to all minutes on the wiki (172 entries by the end of
my tenure) promoted the administration’s transparency, reducing power games
with the selective dissemination of information, and cutting down misinformation
and false rumors concerning decisions that were taken in the past behind closed
doors.

Initially, the introduction of the wiki was met with skepticism. Some claimed
that the ability to change any of its contents would lead to misrepresentations
and vandalism. Soon, however, it became obvious that employees were consider-
ably more mature than what the naysayers thought, for no such cases occurred.
If there was a problem, this was that staff members were reluctant to correct
each other’s pages, rather than that too many inconsiderate changes were made.
Certainly, the wiki’s technology helped us in this regard, because MediaWiki
keeps a full record of each page’s changes and the users associated with them.

It was harder to establish incentives for participating in the wiki. I felt that the
administrative enforcement of its use would be counterproductive, for it would
lead to formal compliance, rather than embracing the spirit of open cooperation
I wanted to promote through its adoption. The wiki’s technology gave us a
simple incentive mechanism. Links to pages that do not exist on the wiki (e.g.
the personal pages of a meeting’s participants) are shown in red instead of blue,
indicating to all that specific staff members had not yet created their wiki page.
Next we established as a rule that those wishing to participate in an open staffing
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call should have a personal wiki page. This requirement was in full harmony with
the spirit of transparency: those wishing to enjoy its advantages should abide
by its rules. Finally, to help employees who had difficulty in using the wiki
technology, we established a group of “Wiki Samaritans”: eager and cheerful
executives who undertook to assist those who had trouble using it. Through
these means within two years of my term the wiki grew to cover over 2,500
pages of information.

Another open source software we installed and used was Redmine, a dis-
tributed project management tool. Redmine allows the specification of a project’s
tasks and the relevant deadlines. Based on the data entered, it will show schemat-
ically each project’s progress, either as a percentage or through Gantt charts.
Thereby, everyone involved in a project’s implementation or depending on it
could see its progress. The deciding factor for progressing in our many projects
was the hard and methodical work of their coordinators. On top of that Red-
mine brought transparency, accountability, and discipline in project manage-
ment, highlighting the progress made by good coordinators as well as action
items that needed our attention.

The fact that we could download Redmine at no cost, without going through
a public procurement process, allowed us to deploy it across all gsis within a few
days. As a counterexample, another government body decided, after a thorough
study, to obtain a (much more sophisticated) commercial project management
system. In order to sidestep the procurement delays it utilized a (supposedly)
flexible way to fund project preparatory work through so-called ‘technical assis-
tance’ eu funding. These efforts began in June 2011 with support from govern-
ment officials at the highest level. My understanding is that five months later
the procurement process was still underway.

2.2 Agile Software Development

It is unrealistic to expect that all the software requirements of a large organi-
zation can be met through open source software. Bespoke software development
is often needed to satisfy specialized requirements. In the case of gsis a vital
system for combating tax evasion and improving compliance and revenue collec-
tion was an audit targeting, assignment, monitoring, and optimization system
called “elenxis”. The project was in the works since 2005. By the time I started
my term, the system had begun, after many delays, a painful period of limited
pilot operation. Another system, crucial for designing tax policy and improv-
ing the functioning of the tax administration, was a management information
system (mis). Its development with eu funding was approved in 2007, but the
corresponding request for proposals had not been published until 2009.

To solve these problems we turned to agile software development [6,15]. Our
aim was to bypass the prevalent heavy, bureaucratic, and formalistic procure-
ment procedures, and see how we could quickly deliver software that would meet
the needs of the citizens and the Ministry’s staff.

Unfortunately, the principles of agile software development are at odds with
the way government it projects are traditionally implemented in Greece.
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I presented the case for agility to the board of the Federation of Hellenic ict

Enterprises, but got a hostile reaction. We were thus saddled with inflexible
practices and contracts for large it systems like taxis, elenxis, and the mis.
For instance, for a (theoretically) simple change of the vat rate a contractor
asked to be paid for three effort months. We therefore tried to see how we could
specify the use of agile development practices in new funded projects, and also
how we could develop software with agile methods in-house by utilizing gsis

staff.
We upgraded a small group of gsis developers, which was developing for

years quietly useful and functional software into an “agile development team”.
Our goal was for this group to implement simple but effective solutions following
Pareto’s 80-20 principle under which the 80% of a system’s functionality can be
implemented with 20% of the required effort. We worked in the same way with
staff from the Department’s Applications unit and also with advisors who were
seconded to my office. Thus, until the 25 million euro elenxis project was fully
functioning, we ran simple tax compliance queries on the existing databases of
gsis. As an example, one such check would verify whether taxpayers had declared
in their tax form the income that partnerships indicated they had paid to their
partners. (In many cases we found that, a single digit tended to be dropped
with surprising frequency: a 101,345.00 payment would be declared as 11,345.00
income.)

Then the agile development group built within a month a simple application
that would assign the cases to the corresponding local tax office and track their
progress. (More details on this in Section 3.1.) Furthermore, in place of the mis,
which had not yet been ordered, we implemented a simple system where anyone
could enter the title, parameters, and sql statement corresponding to queries
that the Ministry’s departments often asked us to run on our databases. A web-
based front end would show the available queries, allow authorized users to run
them, and offer the results as a downloadable spreadsheet for further processing.
This simple application reduced the workload associated with running many
boilerplate queries, allowing the staff to concentrate on the increasingly more
demanding requests we were receiving.

2.3 The Government as a Regulator Rather Than a Customer

Other systems required bespoke development at a scale too large for them to be
implemented in-house with gsis’s limited resources. In such cases, to avoid the
quagmire of public procurement, we looked for ways to utilize the local itmarket,
bypassing the deadly embrace of the government with large eu-funded projects.
The unconventional approach we developed and implemented involved limiting
the government’s role to that of a regulator. Under this approach we would
specify technology standards and rules on how specific processes were to run,
allowing the market to come up with systems that satisfied these requirements.

We found that through this approach it companies would swiftly deliver
cheaper and better solutions than what we could expect by formally procuring
it systems from government contractors. Two interesting examples involved the
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implementation of the Single Payment Authority and the use of the Ministry’s
registry data.

The Single Payment Authority, part of an effort to modernize the public
administration, aimed to consolidate fragmented employment practices by dis-
bursing centrally the salary payments of state employees [8, p. 48]. Up until 2010
these were paid by hundreds of bodies scattered throughout Greece [18]. These
bodies ranged from universities and hospitals to municipalities and ministries.
The wide dispersion of bodies that paid state employees made it difficult to cen-
trally monitor these costs, which in 2010 amounted to 27.8bn euro (24% of the
General Government’s expenditure) [10, p. 137]. In addition it was suspected
that the laxity of controls regarding how small entities paid their salaries left
space for mismanagement and graft.

The original plan regarding the Authority was to implement a single payroll
system covering the entire government. This would involve collecting the paper
files of half a million employees in a central location, entering their data into the
new payroll system, and then calculating and paying the salaries through that
system. A new general directorate was setup with the necessary directorates and
departments, and even offices were rented in a posh business district for housing
this new body. Unfortunately, the requisite payroll system did not exist, and, by
taking into account the procurement time that was typically required for such
system, it would take at least five years to put it into place.

Instead of this grandiose plan we proceeded as follows. First we defined and
published technical specifications on how each body’s paymaster (for instance
the one responsible for the Ministry of Agriculture) would send to gsis each
month a file with the payment details for all state employees that were working
there. The details included the employee’s name, payment amount, tax and
social security identification numbers, withheld amounts, bank account number,
and other similar fields. The file format was xml-based and the specification was
defined through a corresponding schema file. This allowed the body’s technicians
to easily verify whether the files they had created were formatted in the specified
way. If, for example, a record lacked the beneficiary’s social security number, the
problem would manifest itself before the file was sent to gsis. This minimized
the communication problems with the scheme’s stakeholders.

In addition, we developed in-house a small application that would receive
files uploaded over the internet, verify their contents, and prepare payment in-
structions. Finally, we collaborated with the company that runs the interbank
payment system and the state’s General Accounting Office to arrange the flow
for the beneficiaries’ payments. In this way in less than a year Central Payment
Authority was managing payments for about 3700 bodies and paying 570,000
state employees.

The decentralised manner in which the system was developed allowed those
who were actually running things quickly find the best and cheapest way to
comply. Each body formatted its data through whatever way it deemed expedi-
ent. Some modified their payroll application in-house, others collaborated with
the application’s vendor, while smaller ones adopted simple ad-hoc solutions,
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which involved converting existing reports into the required format. Through a
web search we even found a small remote company offering an application that
would adapt the payroll data into the Single Payment Authority’s format for
just 120 euros.

This decentralized implementation did not meet all the requirements of the
original system regarding of audits that could be made. However, in practice it
turned out that just five simple but effective controls that the new system could
implement (payments from multiple bodies, exceeding the statutory maximum
salary, salary payments from the private sector, tax filing, and payment arrears
to the state) exceeded the throughput capacity of the competent4 audit service.
This demonstrated the agile programming yagni (Your Aren’t Going to Need
It) principle [5, p. 18].

The second example where the gsis collaborated with the local it market as
a regulator concerns the distribution of the Tax Authority business register. The
online availability of the registry could greatly simplify transactions, saving time
and money. For example, when a business needs to issue an invoice, instead of
typing in all the counterparty’s details (name, address, phone, occupation), it
could simply fetch them from the register using the counterparty’s tax identifi-
cation number as a key. The easy availability of this data could also reduce the
plague of fake invoices, because anyone receiving an invoice could easily check the
details written on it as well as whether the listed company was still in business.

To aid the registry’s distribution gsis could implement bespoke applications,
and provide them to the taxpayers. This had been the case in the past for
applications that filed various tax forms. Instead, we offered the registry’s data
as a simple web service, which was implemented in a few days. At the same time
we published the web service’s specifications and issued a call for volunteers to
develop clients as open source software. Within a couple of weeks we had at hand
clients for a diverse set of platforms and operating systems, including apps for
cell phones. Companies that developed accounting and erp software were soon
using this functionality, as were web pages that were setup for this purpose.
Sadly, this service ceased being offered without a warning in mid-2013, proving
the ambivalent relationship of the State’s bureaucracy with public data.

3 Management by Objectives

With increased agility and effectiveness in the areas of people and it manage-
ment, we tried leveraging our improved capacity to achieve higher level, fiscal,
objectives. This was an audacious move, for we were venturing at the limits of
our legally prescribed competences, into areas tainted by chronic ineffectiveness
and, possibly, graft. As we shall see in the examples outlined in the following
sections, not all ventures had a happy ending.

4 In this work the term “competency” refers to the concept deriving from the principle
of legality. A competency prescribes in great detail the legal ability provided to an
administrative body to enact legally binding rules, to contribute to their enactment,
and to undertake physical operations [23,18]
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3.1 Handling Tax Compliance Checks by Regional Tax Offices

In Greece widespread tax evasion [3] and a large shadow economy harm the
state’s fiscal management, horizontal and vertical equity, and economic effi-
ciency [16]. Although the competent bodies for tax compliance at the Ministry of
Finance were the General Secretariat for Tax and Customs Affairs and the Eco-
nomic Crime Unit, from the beginning of my tenure I felt that gsis could help
significantly in this area through the use of it. Perhaps naively, I believed that re-
ducing tax evasion would be relatively straightforward, because we could swiftly
locate thousands of suspect cases through electronic tax compliance checks, and
send them off to the regional tax offices for further processing We therefore ac-
tivated a previously legislated5 high-level committee to plan electronic tax com-
pliance checks, and started executing them. We regularly met as a committee to
discuss and plan ideas for tax compliance checks. However after a few meetings
I began to worry. What had happened with the cases we sent for processing? I
was asking the departments who should be overseeing this processing, but I was
not getting any concrete answers. I was told that the processing was proceeding
“without problems”, and bringing in the “expected revenue”. However, nobody
could tell me the number of cases that had been processed and the amount that
was collected.

To obtain a more accurate picture of this process our agile development team
developed a small web-based application that would assign the thousands of
suspect cases to specific regional tax offices and ask them to process them. For
every case that was closed (e.g. by calling in the taxpayer to file an amended
declaration and pay a fine), the tax officers had to fill into a form the additional
revenue received from taxes and fines. Through this application we could cen-
trally monitor with objective measures the progress on the case workload and
also the efficiency of each compliance check. We could also verify that the cases
were being processed at a rate that would not result in a backlog buildup. The
data we obtained from the application was eye-opening: apparently many re-
gional tax offices were not processing any cases for long periods of time. After
a few months the system was operating the (theoretical) workload processing
period had climbed to 175 working days against a mutually agreed target of 60
days.

With concrete figures at hand I was able to do three things. First I could
present the situation to the Minister of Finance, so that he could mobilize the
respective tax office. However, I quickly realized that he was facing at the level
of the Ministry the same problems I was facing at gsis: he did not have at his
disposal the necessary management tools, must crucially control of the heads of
the regional tax offices. Therefore, the second step involved using publicity to
pressure the tax office heads to handle the cases they were assigned. We created a
process that would automatically publish on the web each tax office’s progress in
the handling of the cases. Thus citizens could see how many cases were assigned
to their local tax office, (e.g. 1457 cases to an office in a leafy Athens suburb),
how many the office had closed in the previous day (zero for this tax office

5 Greek law 3763/2009, article 12. Government Gazette Issue A 80/27-5-2009.
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on 2001-04-05), and how much revenue it had collected (for instance, 24,808
euros for a sea-side suburb tax office on the same day). Similar figures showed
the cumulative results during the period the system was operating.6 Finally, as
the third step I wrote a small script, which at the end of each business day
sent a personal email on behalf of the Secretary General for Tax and Customs
Affairs to each tax office head with details of the office’s progress on that day.
The email was copied to the Minister, the competent Deputy Minister, and the
corresponding General Directors. This pressure seems to have paid off, because,
according to the data we collected through this system, during 18 months of its
operation 690 million euros were collected by closing 260 thousand cases.

3.2 Performance of Regional Tax Offices

With the audacity that arises from näıvité, I thought that management by ob-
jectives, which could be centrally monitored from the gsis databases, could be
used for improving the overall performance of the tax administration. For this
purpose we studied the effectiveness of the regional tax offices based on a small
set of metrics. We found what many suspected: things were not working as they
should be. According to the study only 1% of the fines imposed by the Financial
Crime Unit were eventually collected by the tax authority, 30% of government
pensioners did not declare their entire pension in their tax returns, while no one
was monitoring the effectiveness of tax compliance checks. The study also found
that just 24 out of a total of 300 local tax offices were responsible for collect-
ing 71% of revenue (another manifestation of the 80-20 rule). Furthermore, the
study recommended to measure and monitor a few key performance indicators
for each major regional tax office:

– the revenue collection cost,
– the efficiency in closing suspect cases regarding tax compliance,

– the revenue collected from closed cases,
– the gap between collected revenue and the corresponding target,

– the number of temporary audits performed per employee,
– the progress of temporary audits,
– the percentage of the fined amount that was actually collected,

– the ratio of foreclosures to taxpayers in arrears, and
– the level of tax compliance evidenced through the number of suspect cases.

Interestingly, regional tax offices were traditionally monitored only based on the
revenue they collected, as if they were a small corner-shop.

Using the infrastructure of the taxis information system, which supported
most functions of the regional tax offices [22], we implemented a process to
derive each month the necessary data, and compute the key performance indi-
cators. Because tax administration was not keen on adopting such sophisticated

6 Sadly, the corresponding web pages are no longer active. However, a representative
subset has been archived at http://www.webcitation.org/6HfWwq87N.

http://www.webcitation.org/6HfWwq87N
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indicators, preferring to keep on monitoring performance based solely on col-
lected revenue, we adopted again the approach of publishing the figures on the
web, hoping to pressure under-performing tax office heads to improve their op-
erations.7 The reaction was immediate: tax officers, union leaders, and tabloid
press blasted that the information was incorrect, fragmentary, and did not reflect
reality. A key argument was that it was unfair to point out that major offices
had not conducted any audits within a month, because there were no auditors
in their staff. Those shooting the messenger failed to grasp that the kpis were
useful exactly for highlighting and resolving such problems.

The moral of this exercise was that, while there is a lot that can be achieved
by publishing metrics as open data and by targeting concrete objectives, not
all problems can be addressed through unconventional means. A couple of years
later, partly in response to the outlined problems and a corresponding pro-
posal [20], an independent but accountable tax administration body was set up
[9, p. 100]. The aims of the new structure were to consolidate tax administration
by closing 200 underutilized tax offices and setting operational targets for the
remaining ones, assessing managers based on their performance, and obtaining
legal powers to direct how local tax office resources should be used. The new
structure was to be headed by a non-political appointee with control over core
business activities and human resource management.

3.3 Grassroots Pressure

A case where the availability of open data helped an action’s implementation con-
cerned the deployment of the Single Payment Authority. During its deployment
we tracked on a daily basis the number of government bodies and paymasters
that were enrolled and certified. We had set specific goals for each ministry,
with a plan of enrolling into the system 100% of employees through a succession
of steps, which started with registration, and ended with successfully perform-
ing an actual monthly payment. However, many ministries failed to respond to
letters and circulars concerning the deployment deadlines. A colleague thought
that, given the indifferent response our circulars were receiving, we should try
a different approach, namely applying grassroots pressure. Consequently, we de-
veloped a website where employees could enter their tax identification number,
and see immediately whether their institution was integrated into the Single
Payment Authority. Unsurprisingly, many employees, concerned about the fate
of their payroll, began pressuring their superiors to join the Single Payment Au-
thority. This increased significantly the rate at which various bodies joined the
Authority.

We also saw that the administration failed to follow the project’s aggressive
time plan. For example, circulars concerning integration into the Single Pay-
ment Authority marked “Extremely Urgent” were flowing up and down the ad-
ministrative hierarchy taking weeks after their dispatch to reach some schools.

7 Sadly, the corresponding web pages are also no longer available. However, a repre-
sentative subset has been archived at http:/www.webcitation.org/6HfXKqfzI.

http:/www.webcitation.org/6HfXKqfzI
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To avoid these delays, we used Google Groups to create a forum serving the gov-
ernment’s paymasters. The forum was used extensively for asking questions and
receiving informal help from other colleagues. A particular exchange was reveal-
ing: the question was asked on 23:16 of a Sunday night, and a reply came just an
hour later, at 00:35. The exchange exhibited conscientiousness, industriousness,
and diligence that were at complete odds with the indifferent and slothful model
of a civil servant portrayed by some popular media.

4 Concluding Remarks

During the two years I served at the Greek Ministry of Finance as Secretary
General for Information Systems we restarted dormant projects, deployed many
new electronic services, and supported the Ministry’s and the Government’s
work in a number of crucial areas. I am often asked what was the decisive
factor behind gsis’s exceptional performance. I was certainly lucky to head a
department that had actual implementation capabilities, a culture of project-
based management, a technological nous, and many meritocratically selected,
well-educated employees.

If I were to select one factor that made a difference, this was the constant
struggle to balance short-term with long-term goals. Thus we devoted only half
of our team’s efforts to the organization’s day-to-day running, which too often
included fire-fighting (literally in one case). The other half of our efforts went
into longer term improvements in the organization’s capacity: encouraging good
people to head projects and teams, adopting best practices, training, adjusting
management structures, leading by example, i.e. demonstrating our expectations
to the service’s permanent staff. Before we realized how time had passed, we were
witnessing that the tiny seeds we had sown had grown to the point of bearing
fruit. Thus, in less than a year, through the heroic efforts of its employees, gsis
overcame the crisis it faced, transforming itself into a showcase of solid it service
delivery.

A broader balancing challenge is between the actions required for managing a
crisis and those needed to implement sustainable changes. Unconventional tech-
niques, like those described in this experience report, appear to be necessary
in times of crisis, in order to cut the Gordian knot of inefficiency and inertia.
They can often deliver significant results, and they can even be a potent source
of organizational innovation. However, these unconventional techniques are also
associated with considerable risks of negative externalities: lack of continuity,
stakeholder alienation, and loss of direction. Sustainable changes can be imple-
mented by institutionalizing successful unconventional measures or by adopting
reforms in a top-down fashion [18]. The implementation task will require culti-
vating the ground for change, communicating effectively with all stakeholders,
forming alliances [14], as well as acquiring and spending political capital. This
will be Greece’s challenge in the coming years.
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Abstract. Information systems have been widely adopted to support service pro-
cesses in various domains, e.g., in the telecommunication, finance, and health
sectors. Recently, work on process mining showed how management of these
processes, and engineering of supporting systems, can be guided by models ex-
tracted from the event logs that are recorded during process operation. In this
work, we establish a queueing perspective in operational process mining. We pro-
pose to consider queues as first-class citizens and use queueing theory as a basis
for queue mining techniques. To demonstrate the value of queue mining, we re-
visit the specific operational problem of online delay prediction: using event data,
we show that queue mining yields accurate online predictions of case delay.

1 Introduction

The conduct of service processes, e.g., in the telecommunication and health sectors, is
heavily supported by information systems. To manage such processes and improve the
operation of supporting systems, event logs recorded during process operation constitute
a valuable source of information. Recently, this opportunity was widely exploited in the
rapidly growing research field of process mining. It started with mining techniques that
focused mainly on the control-flow perspective, namely extracting control-flow models
from event logs [1] for qualitative analyses, such as model-based verification [2].

In recent years, research in process mining has shifted the spotlight from qualitative
analysis to (quantitative) online operational support ([3], Ch. 9). To provide operational
support, the control-flow perspective alone does not suffice and, therefore, new per-
spectives are mined. For example, the time perspective exploits event timestamps and
frequencies to locate bottlenecks and predict execution times.

To date, operational process mining is largely limited to black-box analysis. That
is, observations obtained for single instances (cases) of a process are aggregated to de-
rive predictors for the behaviour of cases in the future. This approach can be seen as
a regression analysis over individual cases, assuming that they are executed largely in-
dependently of each other. In many processes, however, cases do not run in isolation
but multiple cases compete over scarce resources. Only some cases get served at a cer-
tain point in time (complete execution of an activity and progress in process execution)
while others must wait for resources to become available. Cases that did not get served
are enqueued and consequently delayed.

M. Jarke et al. (Eds.): CAiSE 2014, LNCS 8484, pp. 42–57, 2014.
c© Springer International Publishing Switzerland 2014
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In this work, we establish a queueing perspective in process mining. We propose to
consider queues as first-class citizens and refer to the various tasks of process mining
that involve the queueing perspective as queue mining. Further, we present techniques
for queue mining following two different strategies. First, following the traditional ap-
proach of operational process mining, we enhance an existing technique for time pre-
diction [4] to consider queues and system load. Second, we argue for the application
of queueing theory [5,6] as a basis to model, analyse, and improve service processes.
Specifically, we mine delay predictors that are based on well-established queueing mod-
els and results.

To demonstrate the value of queue mining, we address the specific operational prob-
lem of online delay prediction, which refers to the time that the execution of an activity
for a particular case is delayed due to queueing effects. In addition to the definition
of mining techniques for different types of predictors, we also present a comprehensive
experimental evaluation using real-world logs. It shows that the proposed techniques im-
proves prediction and that predictors grounded in queueing theory have, in most cases,
superior prediction accuracy over regression-based time prediction.

The contributions of our paper can be summarized as follows:

– The queueing perspective is introduced as a novel agenda in process mining, and
queue mining is positioned as a new class of mining tasks.

– For the online delay prediction problem, we present techniques for the derivation
of predictors of two types; those that enhance existing regression-based techniques
for process mining and those that are grounded in queueing theory.

– The value of queue mining techniques is demonstrated empirically by their accu-
racy in delay prediction. Also, this paper contributes to queueing theory by validat-
ing, against real data, delay predictors that have been so far tested only on synthetic
simulation runs.

The remainder of this paper is organized as follows. The next section provides mo-
tivation for the queueing perspective and background on queueing models. Section 3
defines the queue log as a basis to our queue mining methods and Section 4 states the
delay prediction problem. Section 5 introduces delay predictors and brings in mining
methods for these predictors. Section 6 presents our experiments and discusses their
results. We review related work in Section 7 and conclude in Section 8.

2 Background

We illustrate the need for a queueing perspective, in operational models for services
processes, with the example of a bank’s call centre. Figure 1(a) depicts a BPMN [7]
model of such a process, which focuses on the control-flow of a case, that is, a single
customer. The customer dials in and is then connected to a voice response unit (VRU).
The customer either completes service within the VRU or chooses to opt-out, continuing
to an agent. Once customers have been served by an agent, they either hang-up or, in
rare cases, choose to continue for another service (VRU or forwarding to an agent).

Although this model provides a reasonable abstraction of the process from the per-
spective of a single customer, it fails short of capturing important operational details.
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Fig. 1. Example process in a call centre

Customers that seek a service are served by one of the available agents or wait in a
queue. Hence, activity ‘Be Serviced by Agent’ comprises a waiting phase and an actual
service phase. Customers that wait for service may also abandon from the queue due to
impatience. To provide operational analysis for this service process and predict delay
of processing, such queues and abandonments must be taken into account explicitly.

For the above example, only activity ‘Be Serviced by Agent’ involves significant
queueing since the other activities do not rely on scarce resources of the service provider.
Adopting a queueing perspective for this activity, Fig. 1(b) outlines how the activity
is conducted under multiple cases arriving at the system and, thus, emphasizes that
execution time of one case depend on cases that are already in the system.

The model shown in Fig. 1(b) can be viewed as a single-station queueing system,
where one station is served by n homogeneous agents. Such a queueing system is de-
scribed by a series of characteristics, denoted using Kendall’s notation as A/B/C/Y/Z
[8]. The arrival process (A) is defined by the joint distribution of the inter-arrival times.
Whenever no assumption regarding the arrival process is made, A is replaced by G
for general distribution. The processing duration of a single case (B) is described by
the distribution of service time. The total number of agents at the queueing station is
denoted by C, which stands for capacity. When a case arrives and all agents are busy,
the new arrival is queued. The maximum size of the system, Y , can be finite, so that
new customers are blocked if the number of running cases is larger than Y . In call cen-
tres, which provides our present motivation, Y is practically infinite and can be omitted.
Once an agent becomes available and the queue is not empty, a customer is selected
according to a routing policy Z . The most common policy is the FCFS (First Come
First Served) policy and in such cases Z is also omitted.

Queueing models may include information on the distribution of customer
(im)patience (G), added following a ‘+’ sign at the end of Kendall’s notation. For
mathematical tractability and sometimes backed up by practice, it is often assumed
that sequences of inter-arrival times, service times and customer (im)patience are inde-
pendent of each other, and each consists of independent elements that are exponentially
distributed. Then, A, B and G are replaced by Ms, which stands for Markovian. For
example, a G/M/n+M model assumes that arrivals come from a general distribution,
service times are exponential, agent capacity is of size n, queue size is infinite, routing
policy is FCFS and (im)patience is exponentially distributed.



Queue Mining – Predicting Delays in Service Processes 45

3 The Queue Log

To mine the queueing perspective of a service process, events that have been recorded
during operation must be available. Most existing techniques for process mining as-
sume that these events are process related, indicating start and end of activity execution,
cf. [3]. For the queueing perspective we need to record events that relate to queueing
transactions, including queue entrance, abandonment, and service start and end. Be-
low, we define a Q-Log for a single queueing station representing a single activity of
the service process, but note that the definition can be easily extended to more general
queueing models (e.g., multi-class customers and queueing networks).

Definition 1 (Single-Station Q-Log). A single-station queue log Q is a finite sequence
Q : N+ → Q over queue events (t, c, p, a) ∈ Q, where

– t ∈ N+ is a timestamp,
– c ∈ N+ is a unique case (customer) identifier,
– p ∈ P = {qEntry, qAbandon, sStart, sEnd} is a state change for the case,
– a ∈ N+ is a unique agent identifier, set only when p ∈ {sStart, sEnd}.

Below, we write (ti, ci, pi, ai) for the i-th queue event Q(i) and |Q| for the length of
the log. Also, to keep the notation concise, we assume that a Q-Log is ordered by the
timestamp, i.e., ti ≤ tj for all 1 ≤ i < j ≤ |Q|.

We refer to queue mining as a class of techniques that take a Q-Log as input and
derive a model for the operational analysis of the queue and service.

4 The Delay Prediction Problem

In this section, we elaborate on the problem of online delay prediction, which will
be solved using queue mining in this work. The phenomena of delay has been a pop-
ular research subject in queueing theory, see [9]. The interest in delay prediction is
motivated by psychological insights on the negative effect of waiting on customer sat-
isfaction [10]. Field studies have found that seeing the line ahead moving and getting
initial information on the expected delay, both have a positive effect on the waiting ex-
perience [11,12]. Thus, announcing the expected delay in an online fashion improves
customer satisfaction.

We refer to the customer, whose delay time we wish to predict as the target-customer.
The target-customer is assumed to have infinite patience, i.e. the target customer will
wait patiently for service, without abandoning, otherwise our prediction becomes use-
less. However, the influence of abandonments of other customers on the delay time of
the target-customer is taken into account. In some service processes (e.g., the one intro-
duced in Section 2), customers may return to a queue after they have been served. In
the remainder, we focus on predicting the first delay. Many real-world applications treat
returning customers as a negligible phenomenon. For instance, returning customers are
only 3% of the cases in the real-life process that we consider in Section 6. We formalize
the delay prediction problem as follows.
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Problem 1 (Online delay prediction). Let W be a random variable that measures the
first delay time of a target-customer. Denote by Ŵ the predictor for W . Then, the online
delay prediction problem aims at identifying an accurate and precise predictor Ŵ .

Accuracy and precision are common measures for prediction (see, for example, the use
of precision and recall in information retrieval [13]). In our experiments (Section 6),
we use, as concrete measures, absolute bias for accuracy and root mean squared error
(RMSE) for precision.

5 Delay Predictors: Queue Mining in Action

In order to solve the delay prediction problem, we propose mining techniques for three
classes of delay predictors that implement two different strategies. First, we follow the
traditional regression-based analysis of operational process mining and enhance a tech-
nique presented by van der Aalst et al. for time prediction [4]. We do so by considering
a queue to be yet another activity and including a notion of system load in the mining.
Our second and third class of predictors, in turn, follow a completely different strategy
and are grounded in queueing theory. Here, we present mining techniques for delay pre-
dictors that arise directly from a queueing model. These yield delay predictors that are
based on queueing theory and a congestion law (the snapshot principle).

5.1 State Transition System Predictors

Idea. Our first predictor follows the idea of integrating queueing information into tech-
niques for operational process mining by considering queues as separate activities of
the process. Following this line, we rely on a state-of-the-art approach for time predic-
tion based on transition systems that has been presented by van der Aalst et al. [4]. In
essence, this approach mines a transition system from a log of recorded activity execu-
tions. To this end, different abstractions may be applied to states and state transitions
as they are recorded in the log. For instance, a state in the transition system may be
defined by the sequence of all activities executed in a case so far, the set of these ac-
tivities, or only the last executed activity. This abstraction of the process behaviour is
then annotated with timing information, e.g., the time needed to finish the process from
a particular state averaged over all respective cases.

To use this approach for delay prediction, the queueing phase and the service phase
of an activity in a service process are treated as two separate steps and a state is defined
as the sequence of executed activities. Then, when a customer is enqueued, we enter an
initial state 〈queue〉 in the transition system. When a customer enters service, we move
to a state 〈queue, service〉 and, after service completion, to a state 〈queue, service, end〉.
If a customer abandons the queue, we transition to a state 〈queue, end〉 instead.

The transition system constructed with this approach is based on an evaluation of all
cases in isolation and, thus, neglects the influence of other cases. To account for this
aspect, we extend the state abstraction to include system load as a context-factor in the
spirit of [25]; we represent system load by the number of customers in queue L(t). In
practice, L(t) may vary greatly over time, so that including its absolute values leads to a
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Fig. 2. Transition system extended for three load-classes - High, Moderate, and Typical

‘state explosion’. Therefore, we partition L(t) into k clusters, and consider the 〈queue〉
state combined only with these k clusters. For k = 3, i.e., assuming that the system can
be in one of three load states, namely ‘high’, ‘moderate’, and ‘typical’, the resulting
transition system is illustrated in Fig. 2.

Queue Mining. Given a Q-Log, construction of the first version of the transition system
is straight-forward. For the resulting system, state 〈queue〉 is annotated with past delay
times for customers who waited and eventually got served. Then, the average over these
values yields a predictor ŴPTS , referred to as plain transition system predictor.

For the second predictor, we first derive the load clusters using k-means cluster-
ing [14]. Based on the partition of L(t) into k load types, we derive the respective tran-
sition system. Lastly, we annotate each of the states that represent waiting in a queue
under a certain system load with previous delay times. For each state, we receive a
different delay predictor, winding up with k predictors ŴKTS , referred to as k-loads
transition system predictors. From a statistical viewpoint, the k-loads transition system
method may be considered as a regression model that uses system load to predict delays.

5.2 Queueing Model Predictors

Idea. Our second class of predictors does not follow a regression analysis, but is
grounded in queueing theory. These predictors relate to the G/M/n + M model, so
that upon the arrival of a target-customer, there are n homogeneous working agents at
the station. We denote the mean service time by m and assume that service duration is
exponentially distributed. Therefore, the service rate of an individual agent is μ = 1/m.
Impatient customers may leave the queue and customer individual patience is exponen-
tially distributed with mean 1/θ, i.e., the individual abandonment rate is θ. Whenever
customers do not abandon the system (θ = 0), the model reduces to G/M/n.

We define two delay predictors based on theG/M/n and theG/M/n+M models, re-
spectively. We refer to the first predictor as queue-length (based) predictor (QLP) and to
the second as queue-length (based) Markovian (abandonments) Predictor (QLMP) [15].
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As their names imply, these predictors use the queue length (in front of the target cus-
tomer) to predict its expected delay. We define the queue-length, L(t), to be a random
variable that quantifies the number of cases that are delayed at time t. The QLP for a
target customer arriving at time t is:

ŴQLP (L(t)) =
(L(t) + 1)

nμ
(1)

with n being the number of agents and μ being the service rate of an individual agent.
The QLMP predictor assumes finite patience and is defined as:

ŴQLMP (L(t)) =

L(t)∑
i=0

1

nμ+ iθ
. (2)

Intuitively, when a target-customer arrives, it may progress in queue only if customers
that are ahead of him enter service (when an agent becomes available, at rate nμ) or
abandon (at rate iθ with i being the number of customers in queue). For the QLP, θ = 0
and thus the QLMP predictor (Eq. 2) reduces to the QLP predictor (1).

Queue Mining. Given a Q-Log Q that is up-to-date at time t, we extract the current
number of customers in queue and the current number of working agents n as follows
(note that Q(i) = (ti, ci, pi, ai) denotes the i-th queue event in Q):

– L(t) = |{(ti, ci, pi, ai) | pi = qEntry ∧ ∀ (tj , cj, pj , aj), i ≤ j : cj 	= ci}|,
– n = |{(ti, ci, pi, ai) | pi = sStart ∧ ∀ (tj , cj , pj , aj), i ≤ j : aj 	= ai}|.

To obtain QLP and QLMP, we only need to estimate two parameters, namely the service
rate (μ) and the abandonment rate (θ). To estimate μ, we go over all pairs of queue
events (ti, ci, pi, ai), (tj , cj , pj, aj) for which ci = cj , pi = sStart and pj = sEnd,
and average over tj − ti, which is the service time for case ci. The result is an unbiased
estimator m̂ for the mean service time. We can then deduce a naive moment estimator
for μ̂, μ̂ = 1/m̂ [16].

Estimation of θ is based on a statistical result that relates it to the total number
of abandonments and the total delay time for both served and abandoned customers,
cf., [17]. Practically, we obtain the number of abandonments by counting the respective
queue events. The total delay time is derived by summarizing delay durations for all
customers that experienced queueing. Then, the abandonment rate is estimated as:

θ̂ =
|{(ti, ci, pi, ai) | pi = qAbandon}|∑

(ti,ci,pi,ai),(tj ,cj,pj ,aj),ci=cj ,pi=qEntry,pj∈{qAbandon,sStart}(tj − ti)
. (3)

5.3 Snapshot Predictors

Idea. An important result in queueing theory is the (heavy-traffic) snapshot principle
(see [18], p. 187). A heavy-traffic approximation refers to the behaviour of a queue
model under limits of its parameters, as the workload converges to capacity. In the con-
text of Problem 1, the snapshot principle implies that under the heavy-traffic approxi-
mation, delay times (of other customers) tend to change negligibly during the waiting
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time of a single customer [15]. We define two snapshot predictors: Last-customer-to-
Enter-Service (LES or ŴLES) and Head-Of-Line (HOL or ŴHOL). The LES predictor
is the delay of the most recent service entrant, while the HOL is the delay of the first
customer in line.

In real-life settings, the heavy-traffic approximation is not always plausible and thus
the applicability of the snapshot principle predictors should be tested ad-hoc, when
working with real data sets. Results of synthetic simulation runs, conducted in [15],
show that the LES and HOL are indeed appropriate for predicting delays.

Queue Mining. Given a Q-Log Q that is up-to-date at time t, we mine these predictors
as follows. For the LES, the case ci that last entered service is the one that satisfies the
following condition: there is a queue event (ti, ci, pi, ai) with pi = sStart and for all
(tj , cj , pj , aj), i ≤ j it holds pj 	= sStart. Then, with (tq, cq, pq, aq), cq = ci, pq =
qEntry as the event indicating queue entrance of the respective customer, the predictor
is derived as ŴLES = ti − tq .

For the HOL, we observe the case ci that is still in queue, but would be the next
to enter service, i.e., there is a queue event (ti, ci, pi, ai) with pi = qEntry and
for all (tj , cj , pj , aj), j ≤ i with pj = qEntry there exists another queue event
(tk, ck, pk, ak), j ≤ k with cj = ck and pk ∈ {qAbandon, sStart}. Then, the pre-
dictor is derived as ŴHOL = t− ti. Note that this technique for mining the HOL holds
only if the FCFS policy is assumed, otherwise the order of qEntry timestamps does
not impose the same order on sStart.

6 Evaluation

To test the various delay predictors we ran a set of experiments on a real-life queue
log. Our experiments show that the snapshot predictors outperform other predictors, in
virtually every experimental setting considered. For the predictors based on transition
systems we observe that the plain predictor performed poorly, whereas the one inte-
grating the system load leads to significant improvements. Both queueing model-based
predictors, in turn, performed worse than the snapshot predictors, since the queueing
model assumptions are often violated in real-life processes.

Below, we first describe the real-life queue log used for our experiments (Section 6.1).
Then, we define the evaluation’s performance measures (Section 6.2), describe our ex-
perimental setup (Section 6.3) and report on the main results (Section 6.4). We conclude
with a discussion (Section 6.5).

6.1 Data Description

The experiments were conducted on a real-life queue log of a call center of an Israeli
bank. The data comes from the Technion laboratory for Service Enterprise Engineering
(SEELab)1. The dataset contains a detailed description of all operational transactions

1 http://ie.technion.ac.il/Labs/Serveng

http://ie.technion.ac.il/Labs/Serveng
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that occurred within the call center, between January 24th, 2010 and March 31st, 2011.
The log contains, for an average weekday, data on approximately 7000 calls.

For our delay prediction experiments, we selected three months of data: January
2011-March 2011 (a queue log of 879591 records). This amount of data enables us to
gain useful insights into the prediction problem, while easing the computational com-
plexity (as opposed to analysing the entire data set). The three months were selected
since they are free of Israeli holidays. In our experiments, we focused only on cases
that demanded ‘general banking’ services, which is the majority of calls arriving into
the call center (89%). This case selection is appropriate, since our queueing models
assume that customers are homogeneous.

We divided the experimental queue log into two subsets: a training log and a test log.
This is common practice when performing statistical model assessment [14]. The train-
ing log comprises all calls that arrived between January 1st, 2011 and February 28th,
2011; a total of 250488 delays and 247281 completed services. The test log consisted of
delays that occurred during March 2011; a total of 117709 delays. We addressed each
delayed customer in the test log as the target-customer for whom we aim at solving
Problem 1.

6.2 Performance Measures

To evaluate the quality of the delay predictors, we introduce two performance measures:
absolute bias, for accuracy, and root mean squared error (RMSE), for precision. The
absolute bias is defined as:

|Bias(Ŵ )| = |E[Ŵ ]−W |, (4)

with W being the delay and Ŵ being the delay predictor. We define a point estimate for
the absolute bias as:

|B̂ias| = |1
k

k∑
i=1

(di − pi)|, (5)

with i = 1, ..., k being the i-th test-log delay out of k delays, di the real duration of
the i-th delay and pi the corresponding predicted delay; |Bias(Ŵ )| > 0 indicates a
systematic error in our predictor, thus low accuracy.

For precision define RMSE as:

RMSE(Ŵ ) =

√
E[(W − Ŵ )2]. (6)

We consider a point estimate for the RMSE to be the root average squared error
(RASE), namely,

RASE =

√√√√1

k

k∑
i=1

(di − pi)2, (7)

with di and pi defined as before. Low RMSE indicates that the corresponding predictor
is precise.
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Fig. 3. Relative frequency histogram for number of customers in queue, from training log

We consider the RMSE (and precision) to be more significant, penalizing for any
type of deviation from the real delay. In contrast, the absolute bias may result in 0
(high accuracy), but deviate strongly from the delay predictor (e.g., deviating strongly
both above and below the real delay). We thus use accuracy as a ‘compass’ to detect
systematic errors in model assumptions, but consider precision to be the indicator for
quality of prediction.

6.3 Experimental Setup

The controlled variable in our experiments is the prediction method (or the delay pre-
dictor). Six various methods are used according to the predictors defined in Section 5,
namely the QLP, QLMP, LES, HOL, PTS and KTS predictors. The uncontrolled vari-
ables are the two performance measures |B̂ias| and RASE.

As a preliminary step, we mined the K-loads transition system (applied the KTS)
from the training log with K = 3. The result was a clustering of the queue-length
(L(t)) into 3 classes: ‘heavy load’, ‘moderate load,’ and ‘typical load’. Figure 3 shows
the relative frequency histogram of L(t). The vertical lines depict the partition that
resulted from running the 3-means algorithm on the training log. For example, ‘typical
load’ is the region where 0 ≤ L(t) ≤ 12. Given the partition to K = 3 classes of load,
we tested our predictors on four different experimental scenarios. Scenario I considered
the entire test log and thus we refer to it as the ‘all loads’ scenario, while Scenarios II-IV
relate to the three load-clusters and to delays that are associated with these clusters.

Table 1 summarizes the statistics for the four scenarios. Range L(t) corresponds to
the vertical lines in Figure 3, e.g., for typical load the Range L(t) is between 0 and 12.
Due to the increase in standard deviation of the delay times as the load increases, we
expect that the error (in seconds) will be smaller for the typical load and increasingly
larger for the two other load types.
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Table 1. Test delays statistics

Load Range L(t) % of test delays Average Delay (sec) Standard Deviation (sec)

Scenario I 0-∞ 100.0% 71.5 84
Scenario II 32-∞ 5.0% 252.0 125
Scenario III 12− 32 27.7% 129.0 74
Scenario IV 0− 12 67.3% 34.0 44

6.4 Results

Figure 4 presents the absolute bias for all six predictors under the four load scenarios.

Fig. 4. Sampled bias - Test set delays

The PTS predictor presents a near-zero bias in Scenario I, but when observing its bias
across scenarios we note a much larger bias. This originates in the insensitivity of the
PTS predictor to system load. The KTS has a negligible bias in all scenarios, except for
the one representing heavy load. This result hints at the existence of a finer partitioning
of the heavy load scenario.

For the queue-length based predictors (QLP and QLMP), we observe that both pre-
dictors appear to be biased. This may point towards violations in the queueing model
assumptions. The bias of the snapshot predictors (LES and HOL) is small across sce-
narios, indicating an absence of a systematic error in these predictors. This observation
supports the applicability of the snapshot predictors to service processes in call centers.

Figure 5 presents the RASE in seconds. Snapshot predictors are superior across all
scenarios, improving over the PTS by 34%-46%. Note that both snapshot predictors
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Fig. 5. Root-average squared error in seconds

perform identically in terms of RASE. This empirical proximity between the LES and
the HOL, under certain assumptions, has theoretical background in [15] (Theorem 4.4).

The QLP performed worse than PTS across scenarios, except the moderate load sce-
nario, while the QLMP outperformed the PTS in all scenarios except the typical load
scenario. In the moderate load scenario, the QLMP performs almost as well as the snap-
shot predictors. The KTS outperforms both the PTS and queueing model predictors, in
all scenarios, except the moderate load scenario.

6.5 Discussion

In the remainder of this section, we divide our discussion according to the three predic-
tor classes.

Transition System Methods: There is no (single) Steady-State
In both transition system methods we consider past delays of customers with similar
path-history, when predicting the delay of the target-customer. The problem with the
PTS is that, when applied to our real-life process, it considers all past delays. Consider-
ing all past delays is appropriate in steady-state analysis, i.e., when the relation between
demand and capacity does not vary greatly over time. The KTS (with K = 3) performs
significantly better, since it captures three different steady-states (three system loads).
The performance of this method is second best, in most scenarios, only to snapshot pre-
dictors, which may in turn imply that the existence of three steady-states is indeed a
plausible hypothesis.

Queue-Length Predictors: Model Assumptions Matter
The queueing model predictors consider the time-varying behaviour of the system and
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Fig. 6. Mean service time during a typical Sunday (January 2nd, 2011)

attempt to quantify the system-state based on the number of delayed cases. The QLP
fails in accuracy and precision for most scenarios, since it assumes that customers have
infinite patience, which is seldom the case in call center processes. We presume that the
QLP would perform better for processes with negligible abandonment rates.

On the other hand, the QLMP outperforms the PTS for most scenarios both in accu-
racy and precision. Therefore, accounting for customer (im)patience is indeed relevant
in the context of call centers, and other processes in which abandonments occur [20].
In contrast, the QLMP is inferior when compared to snapshot predictors or the KTS
predictor. This phenomena can be explained by deviations between model assumptions
and reality. We demonstrate one possible deviation by conducting a short (descriptive)
statistical analysis that is relevant for both the QLP and the QLMP. Figure 6 presents
the mean service time over a single day (January 2nd, 2011, which is a typical Sunday
in our training log).

The horizontal axis presents the time-of-day in a 30 minutes resolution and the ver-
tical axis presents the mean service time in seconds, during each of the 30 minutes. We
see that the mean service time is mostly stable, but nonetheless violations do occur dur-
ing several time points. This fluctuation over the day may cause deterioration in overall
performance of both QLP and QLMP, since these predictors assume constant mean ser-
vice time. We have shown similar violations for both the constant (im)patience time and
the exponential service times assumptions, but we do not present them in this paper, due
to space considerations.

Snapshot Principle Predictors: Recent History Dominates in Time-Varying Systems
Throughout our experiments, snapshot predictors have shown the largest improvement
over the PTS method and outperformed the rest in terms of precision. Thus, we conclude
that for the considered queueing process (of a call center), an adequate delay prediction
for a newly enqueued customer would be the delay of either the current head-of-the-line
(HOL) or the delay of the last-customer-to-enter-service (LES). Our main insight is that
in time-varying systems, such as call center, one must consider only recent delay history
when inferring on newly arriving cases.
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The snapshot principle was shown to work well with multiple service stations as
well [18,19]. Therefore, investigating the use of this principle to a queueing network
with a complex underlying process may provide competent prediction.

7 Related Work

Our work is related to two streams of research, namely operational process mining and
delay prediction in queueing theory.

Lately, process mining has seen a remarkable uptake, providing tools for the cre-
ation of process models from event data, over the assessment of the conformance of
models and events, to extensions of models for operational support, see [3] for a recent
overview. Despite the wide-spread focus on the control flow perspective, process min-
ing techniques would benefit from additional information, such as time and resource
utilization. In particular, several approaches addressed the problem of predicting pro-
cess completion times for running cases. Van der Aalst et al. [21] highlight the impor-
tance of capturing resource utilization appropriately and provide techniques for mining
a simulation model. The approach creates a Coloured Petri net that comprises resource
and timing information and serves as the basis for time prediction. Rogge-Solti and
Weske [22] follow a similar approach, but ground the analysis in a probabilistic model,
formalised as a stochastic Petri net. Then, Monte-Carlo simulation allows for predict-
ing completion time. A generic framework for time prediction based on state transition
systems constructed from process logs was developed in [4]. Our work complements
these techniques by focusing on the delay of a case when executing a certain activity
instead of estimating the overall completion time. To this end, we add the queueing
perspective to process mining and introduce techniques for queue mining. These tech-
niques yield prediction models that take the notion of a queue into account explicitly.
We relied on queue models and also enhanced the method based on transition systems
of [4] to take queueing effects into account. However, our evaluation illustrated that
the predictors that are derived by queue mining and grounded in queue models show
superior performance.

Predicting queueing delays has been a popular research subject in queueing the-
ory; see [9] for an overview. Statistical techniques for estimating delays were applied
mainly for systems in steady-state [23,17]. Real-time delay predictors that do not as-
sume steady-state, in analogy to Problem 1 addressed in this work, were proposed
in [24,15]. We use these predictors as a basis to our queue mining techniques and ad-
dress the derivation of these predictors from event data.

8 Conclusion

In this paper, we showed how to consider a queueing perspective in operational pro-
cess mining for service processes. In particular, we state the problem of online delay
prediction and provide different techniques, jointly referred to as queue mining, that
take recorded event data as input and derive predictors for the delay of a case cause by
queueing. First, we consider mining of regression-based predictors that are based on
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state transition systems, for which queueing information has been integrated. We fur-
ther argued for predictors that are grounded in queueing theory and presented mining
techniques for predictors that emerge from a queueing model, either based on queueing
theory or the snapshot principle. For all predictors, we tested accuracy using a real-life
queue log. Our experiments show that predictors grounded in queueing models, in most
cases, provide superior performance, improving accuracy by 30%-40% on average com-
pared to the plain regression-based method.

In future work, we intend to expand queue mining to Q-Logs that stem from complex
service processes with several stations, i.e., activities that involve queueing. The natural
models, when considering such processes, are queueing networks. These models are
often mathematically intractable and thus the analysis of queueing networks resorts to
simulation or approximation methods in the spirit of the snapshot principle.
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Abstract. Situation-aware applications need to capture relevant context
information and user intention or purpose, to provide situation-specific
access to software services. As such, a situation-aware access control ap-
proach coupled with purpose-oriented information is of critical impor-
tance. Existing approaches are highly domain-specific and they control
access to services depending on the specific types of context informa-
tion without considering the purpose. To achieve situation-aware access
control, in this paper we consider purpose-oriented situations rather than
conventional situations (e.g., user’s state). We take situation to mean the
states of the entities and the states of the relationships between entities
that are relevant to the purpose of a resource access request. We propose
a generic framework, Purpose-Oriented Situation-Aware Access Control,
that supports access control to software services based on the relevant
situations. We develop a software prototype to demonstrate the practical
applicability of the framework. In addition, we demonstrate the effective-
ness of our framework through a healthcare case study. Experimental
results demonstrate the satisfactory performance of our framework.

Keywords: Situation-aware access control, Context information,
Purpose, Situation reasoning, Access control policy.

1 Introduction

In open and dynamic environments, Situation-Aware Access Control (SAAC)
applications need to capture and manipulate context information [1] to identify
relevant situations and need to adapt their behaviors as the situation changes.
In such environments, users demand access to appropriate software services in
an anytime and anywhere fashion, as described by Weiser [2], with more flexi-
bility and richer resources, and yet not to compromise the relevant privacy and
security requirements of the stakeholders. A security policy (situation-aware ac-
cess control policy) normally states that the particular services can be invoked
based on (i) the states of the relevant entities and (ii) the specific purpose; which
describes the reason for which organizational resources are used [3]. For exam-
ple, an emergency doctor’s request to invoke a healthcare service (access to the
emergency patient’s records when the patient is in a critical health condition)
may be possible from the inside of the hospital but may not from the public bus.
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Also, such service access request can be granted for the emergency treatment
purpose. In the medical domain the American Health Information Management
Association (AHIMA) identifies 18 health care scenarios across 11 purposes
(treatment, payment, research, etc.) for health information exchange [4]. There-
fore, in order to specify situations for SAAC applications, on the one hand, it is
required to capture the states of the relevant situation-specific context entities
(e.g., user, resource, resource owner) and the states of the relevant relationships
between different entities (e.g., the interpersonal relationships between the user
and the resource owner). On the other hand, it is required to identify the purpose
or user’s intention in accessing the software services.

The basic components to achieve situation-awareness have already been de-
fined by Endsley [5], “the perception of the elements in the environment within a
volume of time and space, the comprehension of their meaning, and the projec-
tion of their status in the near future”. Some other research describe situation
as the states of the specific kind of entities (e.g., [6],[7],[8]). However, other than
the entity states, the states of the relevant relationships between entities are not
considered in this situation-awareness research.

Some situation-aware access control approaches have been proposed in the
access control literature (e.g., [9], [10]), each of them having different origins,
pursuing different goals and often, by nature, being highly domain-specific. They
consider the specific types of context information (e.g., the user’s state) as policy
constraints to control access to software services or resources. However, other
than the relevant states, the purpose or user’s intention in accessing the services
is not considered in these works. In this paper, we consider the basic elements
of the situation-aware access control are: the combination of the relevant entity
states and the relationship states, and the purpose or user’s intention.

The Contributions. In order to address the above-identified research issues
and challenges, we present a novel framework PO-SAAC (Purpose-Oriented
Situation-Aware Access Control, to provide situation-specific access to software
services. The novel features of this framework are as follows:

(C1) Purpose-OrientedSituationModel.Our framework uses the purpose-oriented
situation information to provide situation-specific access to software services
(authorization), where we present a situation model to represent and reason
about the different types of situations. The purpose-oriented situation can
be composed of the relevant states of the entity and states of the relationships
between entities and the user’s intention or purpose.

(C2) Situation-Aware Access Control Policy Model. Our framework presents a
SAAC policy model to specify situation-aware access control policies. The
policy model supports access control to the appropriate software services
based on the relevant situations.

(C3) Ontology-Based Framework Implementation. Based on the situation and
policy models, we introduce an ontology-based platform for modeling and
identifying purpose-oriented situations, and enforcing situation-aware
access control policies that take into account the relevant situations. Our
ontology-based framework represents the basic elements using the ontology
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language OWL, extended with SWRL for identifying and reasoning about
relevant situations and the corresponding access control policies.

(C4) Prototype Implementation and Evaluation. In order to demonstrate the
practical applicability of our approach, we have presented a software pro-
totype for the development of the situation-aware access control applica-
tions. We have carried out a healthcare case study, in order to demonstrate
the effectiveness of our framework. To demonstrate the feasibility of our
framework, we have conducted a number of experiments on a simulated
healthcare environment. We have quantified the performance overhead of
our framework for measuring the response time. Experimental results have
demonstrated the satisfactory performance of our proposed framework.

Paper Outline. The rest of the paper is organized as follows. Section 2 presents
a healthcare application scenario to motivate our work. In Section 3, we present
the design of our PO-SAAC framework, a situation model to specify different
situations and a policy model for specifying situation-specific access control poli-
cies. Section 4 presents an ontology-based development platform for our frame-
work. Section 5 describes the prototype implementation along with the viability
of the framework. Section 6 discusses related work. Finally, Section 7 concludes
the paper and outlines future work.

2 Research Motivation and General Requirements

As an example of the type of situations that a situation-specific access control
framework has to consider, in this section we outline a motivating scenario that
illustrates the need for the incorporation of purpose-oriented situation infor-
mation in access control policies. We then distil the general requirements for
managing the access to software services in a situation-aware manner.

Motivating Scenario. To exemplify the complexity of achieving situation-
awareness in access control systems, we reflect on the area of patient medical
records management in the healthcare domain as a motivating scenario.

Scene #1: The scenario begins with patient Bob who is in the emergency room
due to a heart attack. While not being Bob’s usual treating doctor, Jane, a
general practitioner at the hospital, is required to treat Bob and needs to ac-
cess Bob’s emergency medical records from the emergency room of the hospital.
Concerning this scene, one of the relevant situation-aware access control policy
is shown in Table 1 (see Policy #1).

Scene #2: After getting emergency treatment, Bob is shifted from the emergency
department to the general ward of the hospital and has been assigned a registered
nurse Mary, who has regular follow-up visits to monitor his health condition.
Mary needs to access Bob’s daily medical records from the general ward with
certain conditions (see the corresponding Policy #2 in Table 1).

Concerning the above scenario and their related policies, we can see that a set
of constraints include: the user role (e.g., emergency doctor, registered nurse), the
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Table 1. Example Access Control Policies

No Policy
Policy #1 A general practitioner who is a treating doctor of a patient, is allowed to read/write the

patient’s emergency medical records in the hospital for emergency treatment purpose.
However, in an emergency situation (like Scene #1), all general practitioners should
be able to access the patient’s emergency medical records in the hospital (by playing
the emergency doctor role).

Policy #2 A registered nurse within a hospital is granted the right to read/write a patient’s daily
medical records during her ward duty time and from the location where the patient is
located for daily operational purpose.

relevant environmental information (e.g., the emergency room, the interpersonal
relationship between doctor and patient), the service (e.g., emergency medical
records, daily medical records), and the purpose/user’s intention in accessing the
services (e.g., emergency treatment, daily operation); and these policies refer to
need to be evaluated in conjunction with these relevant information.

General Requirements. To support the situation-aware access control in a
computer application like the patients’ medical record management system, we
need to consider the 3Ws: who (the appropriate users by playing the appropriate
roles) wants to access what (the appropriate services), and when (the relevant
states and the purpose or user’s intention in accessing the services). In particular,
a general purpose-oriented situation-aware access control framework is required
to manage the access to services in such applications by taking into account the
different types of relevant situations. As different types of elementary information
are integrated into the access control processes, some important issues arise.
These issues and their related requirements are as follows:

(R1) Representation of purpose-oriented situations: What access control-specific
elementary information should be identified as part of building a purpose-
oriented situation model specific to SAAC? Furthermore, how to represent
and reason about the different types of situations?

(R2) Specification of situation-aware access control policies: How to define the
access control policies based on the relevant situations to realize a flexible
and dynamic access control scheme?

(R3) Implementation framework: How to realize the relevant situations and the
corresponding situation-specific access control policies in an effective way,
in oder to access/manage software services?

3 Purpose-Oriented Situation-Aware Access Control

In this section, we present our Purpose-Oriented Situation-Aware Access Control
(PO-SAAC) framework for software services.

3.1 Purpose-Oriented Situation Model

A situation consists of the set of elementary information (the combination of the
relevant states and the user’s intention or purpose-oriented information). In our
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purpose-oriented situation model, we define the simple situation (atomic situa-
tion) and the complex situation (composite situation) that are used in specifying
situation-specific access control policies.

3.1.1 Representation of Situation
Different atomic situations can be defined based on the data/information from
the organization (domain-specific).

Definition 1 (Atomic Situation, Sa). A Situation used in an access control
decision is defined as the states of the relevant entities and the states of the
relevant relationships between different relevant entities at a particular time
that are relevant to a certain goal or purpose of a resource access request. A
Purpose is the user’s intention in accessing software services. The Situation and
Purpose are domain-dependent concepts, and their values can be obtained based
on the access request (i.e., from the sensed contexts, inferred contexts, etc.).

An atomic situation ‘Sa’ is the logical conjunction of ‘P ’ and ‘St’.

Sa = P ∧ St (1)

where ‘P ’ denotes the purpose or user’s intention in accessing the service, e.g.,
considering our application scenario (Scene #1), purpose = “EmergencyTreat-
ment”; and ‘St’ denotes the state of the relevant entity, e.g., location(Jane)
= “Hospital”, or the state of the relevant relationships between entities, e.g.,
interpersonalRelationship(Jane,Bob) = “NonTreatingDoctor”.

A purpose ‘P ’ can be identified based on the currently available contexts (i.e.,
the states of the relevant entity and the relationships between entities).

Example 1. Consider Policy #1 related to our application scenario: a user, who
is a general practitioner, by playing an emergency doctor (ED) role can access
a patient’s emergency medical records (EMR) in the hospital for emergency
treatment (ET) purpose, when the patient is in a critical condition. The following
rule (2) is used to identify that the purpose is ‘ET’ (i.e., a user by playing the
‘ED’ role can access a patient’s medical records for ‘ET’ purpose, when the
patient’s health condition is critical),

Purpose(p) ∧ User(u) ∧Role(r) ∧Owner(o) ∧ Resource(res)

∧ isP layedBy(r, u) ∧ equal(r, “ED”) ∧ isOwnedBy(res, o)

∧ healthStatus(o, “Critical”)→ equal(p, “ET ”).

(2)

Example 2. Consider the policy mentioned in Example 1, in which the relevant
elementary information is represented as an atomic situation (sa1 ∈ Sa),

sa1 = User(u) ∧ Purpose(p) ∧ intendedPurpose(u, p) ∧ equal(p, “ET ”)

∧ Location(l) ∧ hasLocation(u, l) ∧ equal(l, “Hospital”).
(3)

3.1.2 Reasoning about Situation
The process of inferring a new composite situation (complex situation) from the
one or more already defined/existing atomic situations is refereed to reasoning
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about situation. One of the main advantages of our framework to situation-
awareness is its reasoning capability; that is, once facts about the world is stated,
other facts can be inferred using an inference engine through the reasoning rules.

Definition 2 (Composite Situation, Sc). Given a collection of atomic situa-
tions, the composite situations can be defined by performing logical composition
(AND, OR or NOT) on the same purpose-oriented atomic situations.

Example 3. Consider Policy #2 related to our application scenario. The daily
operation (DO) purpose can be identified using the following rule (4).

Purpose(p) ∧ User(u) ∧Role(r) ∧Owner(o) ∧ Resource(res)

∧ isP layedBy(r, u)∧ equal(r, “RN”)∧ isOwnedBy(res, o)

∧ healthStatus(o, “Normal”) → equal(p, “DO”).

(4)

Two atomic situations regarding the mentioned policy are represented as,

sa2 = User(u) ∧ Purpose(p) ∧ intendedPurpose(u, p) ∧ equal(p, “DO”)

∧ Location(l) ∧ hasLocation(u, l) ∧ equal(l, “GW”).
(5)

sa3 = User(u) ∧ Purpose(p) ∧ intendedPurpose(u, p) ∧ equal(p, “DO”)

∧ T ime(t) ∧ hasRequestT ime(u, t)∧ equal(t, “DT ”).
(6)

A policy associated with the situation ‘sa2’ can be read as, a user by playing
a registered nurse (RN) role, who is located with a patient in the general ward
(GW) of the hospital, can access the patient’s daily medical records (DMR) for
daily operation (DO) purpose, when the patient’s health condition is normal.

An example policy associated with the situation ‘sa3’ can be read as, a user
by playing the ‘RN ’ role can access the patient’s ‘DMR’ during her ward duty
time (DT) for ‘DO’ purpose, when the patient’s health condition is normal.

A composite situation ‘sc1’ (sc1 ∈ Sc) with these two atomic situations (sa2
and sa3) can be identified using the following logical conjunction, sc1 = sa2 ∧ sa3.

3.2 Software Services

A service is a self-contained software entity and may be composed of other
services (service composition). We consider the resource (e.g., patient medical
record) in a service oriented manner, in order to provide fine-grained access
control and grant the right access to the appropriate parts of a resource by the
appropriate users. A service can be seen as a pair <res, op> with ‘res’ being
a requested resource and ‘op’ being the action/operation on the resource. For
example, the write operation on the emergency medical records is defined as
<EMR, write> or writeEMR(). In this way, the fine-grained access control to
resources can be realized by managing the access to the service operations.

3.3 The SAAC Policy Model for Software Service

Based on the formalization of the RBAC model in [11], we present a formal
definition of our policy model. Our policy model for SAAC applications that
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extends RBAC with relevant situations, which is defined in the previous section.
Our goal in this research is to provide a way in which the role-permission assign-
ment policies can be specified by incorporating dynamic attributes (i.e., relevant
situations) as policy constraints.

Definition 3 (SAAC Policy Model). Our policy model for access control can
be formally described as a tuple, where R, S, Ser, and SAACPolicy represents
Roles, Situations, Services, and Policies, respectively (Formula (7)):

MSAAC = (R,S, Ser, SAACPolicy) (7)

1. Roles (R): A set of roles R = {r1, ..., rm}. A role reflects user’s job function
or job title within the organization. A user is a human-being (who is a service
requester) whose service access request is being controlled.

2. Situation (S): A set of situations S = {s1, ..., sn} = Sa ∪ Sc specified
by using the situation model. S is used to express the relevant situations
(atomic, Sa or composite, Sc) in order to describe the SAAC policies.

3. Services (Ser): A set of services Ser = {ser1, ..., sero} = {(res, op)
|res ∈ Res, op ∈ OP}, where Res is a set of component parts of resources,
Res = {res1, ..., resp} and OP is a set of operations on the resources,
OP = {op1, ..., opq}. In our policy model, a service is a well-defined and
self-contained software entity with an invocable interface to provide certain
capability to perform certain operations on resources.

4. Policies (SAACPolicy): A set of policies SAACPolicy = {sp1, ..., spr} ⊆
R×S×Ser. Our model has situation-aware role-service assignment policies
to provide situation specific access to software services.

Our policy model extends the concept of common role-permission assignments
(RPA) in RBAC (RPA ⊆ R × P ) [11], by introducing the concept of purpose-
oriented situation, called situation-aware role-service assignments.

Example 4: Based on our policy model (Role(r) ∧ Situation(s) ∧ Service(ser)
→ (r, s, ser) ∈ SAACPolicy), the following rule (shown in Table 2) expresses
the policy mentioned in Example 1, i.e., a User ‘u’ by playing the Role ‘r’ (emer-
gency doctor (ED) role) can invoke the Service ‘ser’ (writeEMR() service), if a
Situation ‘s’ (s denotes sa1 mentioned in Example 2) is satisfied.

Table 2. An Example Situation-Aware Access Control Policy

If
SAACPolicy(sp1) ∧ Role(r) ∧ equal(r, “ED”) ∧ hasRole(sp1, r) ∧
Service(ser) ∧ equal(ser,“writeEMR()”) ∧ hasService(sp1, ser) ∧
Situation(s) ∧ equal(s, “sa1”) ∧ hasSituation(sp1, s)

Then
canInvoke(u, ser)

The identification of the relevant information to represent the purpose-oriented
situations and specify the correspondingSAACpolicies satisfies requirementsR(1)
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and R(2), which is discussed earlier. To meet requirement R(3), we in the next
section propose an ontology-based development platform.

4 Ontology-Based PO-SAAC Framework

We have introduced an ontology-based PO-SAAC framework to model relevant
purpose-oriented situations and situation-specific access control policies. The
principal goal of our framework is to formalize the situation-aware access control
concepts using a logic-based language. To achieve this goal, we have already
identified relevant concepts in the previous section.

In the literature, there are many languages that have been developed for
specifying computer-processable semantics. In the present age, ontology-based
modeling technique has been proven as a suitable logical language for modeling
dynamic contexts/situations (e.g., [12], [13]). The ontology-based modeling ap-
proach to achieve situation-awareness (e.g., [7], [8]) is not only beneficial from
the representational viewpoint but also beneficial from the reasoning viewpoint;
that is, once facts about the world is stated in terms of the ontology, other facts
can be inferred using the inference engine through the inference rules.

To model the PO-SAAC ontology, in this paper, we adopt the OWL lan-
guage as an ontology language to represent the situations, which has been the
most practical choice for most ontological applications because of its considered
trade-off between computational complexity of reasoning and expressiveness [13].
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In order to support the process of inferring new composite situations, we need to
define a set of reasoning rules that are associated with the existing or already de-
fined situations. In addition, several of the reasoning rules require mathematical
computation, which is not supported by the OWL language. Towards this end,
the expressivity of OWL can be extended by adding SWRL rules to an ontology.
We express the user-defined reasoning rules using the SWRL which provide the
ability to identify the purposes and to reason about new composite situations.

Core Concepts. A graphical representation of the PO-SAAC ontology is shown
in Figure 1. We model our ontology based on the 3Ws: who (user/role) wants
to access what (service) and when (relevant states and purpose). The ontology
facilitates software engineers to analyze and specify purpose-oriented situation
information of service invocation for access control in a situation-aware manner.
The ontology is divided into three layers. The top layer (Layer 3) shows the core
concepts/elements for specifying the SAAC policies. The middle layer (Layer 2)
shows the situation modeling concepts. The bottom layer (Layer 1) shows the
basic concepts for defining the context information and services (resources). The
ontology models the following core concepts.

The top layer has the following core concepts, which are organized into
SAACPolicy hierarchy, namely Role, Situation, Service, and AccessDecision
classes. A policy captures the who/what/when dimensions which can be read
as follows: a SAACPolicy specifies that a user (who is playing a Role) has Ac-
cessDecision (“Granted” or “Denied”) to Service if a Situation is satisfied.

The middle layer has the situation modeling concepts. A Situation consists of
the relevant States and the Purpose of user’s access request. A Purpose is a user’s
intention in accessing the services; and it can be identified based on the currently
available context information. A State can be composed of the relevant context
information. A Situation can be either an AtomicSituation binding a simple
situation or a CompositeSituation composed by one or more atomic situations
using logical operators. (How a new composite situation is specified/reasoned
based on the atomic situations by using the ontology-based reasoning rule, is
discussed in “Reasoning About Situations” Subsection.) A Service consumes a
set of software Resources to perform certain Operations. A Role is linked to the
User class by an object property isPlayedBy for representing the fact that a role
is played by a user. The Purpose class has an object property hasSubPurpose to
model the purpose hierarchy, so as to achieve the users’ service access request at
different granularity levels (detail in “Domain-Specific Concepts” Subsection).

The bottom layer has the following core concepts of the context entities and
context information. The different relevant entities (User, Resource, Owner) are
organized into ContextEntity hierarchy. The relationship between a Resource and
its Owner is represented by an object property named isOwnedBy. A context
characterizes the ContextEntity (e.g., the location of user) or the Relationship
between different entities (e.g., the interpersonal relationship between user and
owner). The contexts are represented by a number of context information types
(ContextInfo), namely RelationshipInfo, StatusInfo, TemporalInfo, and Spatial-
Info. To specify the different relationships between different entities, an object
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property hasRelationship is used which links ContextEntity and Relationship
classes. A general and extensible context model specific to access control is pro-
posed in our earlier paper [14].

Domain-Specific Concepts. The PO-SAAC core ontology (shown in Figure 1)
serves as an entry-point for the domain ontologies. The domain-specific concepts
extend the core ontology’s corresponding base concepts. It is important for the
application developers, providing a way to include domain-specific concepts into
the core ontology. Figure 2 shows an excerpt of the representation of the Purpose
ontology for the healthcare domain (e.g. treatment purpose, research purpose) to
exchange patients’ medical records. A purpose is identified based on the currently
available context information. To identify the purpose, we specify a set of user-
defined SWRL rules. An example rule shown in Table 3 identifies the Purpose
is DailyOperation(DO), based on the current contexts.

Table 3. An Example Rule that Captures the Purpose is DO

Purpose(?purpose) ∧ Role(?role) ∧ roleID(?role, “RegisteredNurse”) ∧ User(?user) ∧ is-
PlayedBy(?role, ?user) ∧ Resource(?resource) ∧ Owner(?owner) ∧ isOwnedBy(?resource, ?owner)
∧ healthStatus(?owner, “Normal”) → intendedPurpose(?user, “DO”)

Treatment Research

is-a

Emergency    
Treatment

Purpose

DailyOperation

granLevel=1

granLevel=0

xsd:int

granLevel

is-a

is-ais-a

is-a

Fig. 2. An Excerpt of Purpose Ontology

The different purposes at various
granularity levels of a user’s service
access request are individually iden-
tifiable, so as to achieve fine-grained
control over access to services. As
such, the Purpose class contains an
important data type property (xsd:int
type) named granLevel, which indi-
cates the granularity level. By doing
so, we can provide different levels of
purpose granularity. For example, an
Emergency Doctor can access a patient’s emergency medical records for the
Treatment purpose, at granLevel 0 (highest level), which means she also can
access for all the other sub-purposes (at the lower granularity levels). A Gen-
eral Practitioner can access a patient’s some medical records (e.g., daily medical
records) for the NormalTreatment purpose. However, she can not access a pa-
tient’s emergency medical records for EmergencyTreatment purpose.

We also consider the granularity levels of the healthcare Role and Resource
(patient’s medical records) hierarchies, in order to facilitate different fine-grained
control for different types (roles) of users, so as to achieve fine-grained control
over access to resource components at various granularity levels [14].

Reasoning about Situations. Various types of ontology-based inferences can
be performed for the situation identification and reasoning, service composition
and policy evaluation, including implicit knowledge reasoning as well as con-
sistency checking. A set of reasoning rules are specified for implicit knowledge
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reasoning, which reasons about the implicit knowledge conveyed by the specifica-
tion. For example, the rule specified in Example 3 is written in OWL/XML that
is used to reason about a new composite situation (sc1 = sa2 ∩ sa3, sc1 ⊆ Sc).
The specification of these two atomic situations (sa2 and sa3) are discussed in
Example 3. An example policy associated with this composite situation sc1 spec-
ifies a registered nurse (RN) can access a patient’s daily medical records from the
general ward (GW) during her ward duty time (DT) for daily operation (DO)
purpose. The specification of this composite situation is shown in Table 4.

Table 4. An Example Composite Situation RNFromGWAtDTForDO

<CompositeSituation rdf:ID=“sc1 RNFromGWAtDTForDO”>
<supportedSituation rdf:resource=“#sa2 RNFromGWForDO”/>
<supportedSituation rdf:resource=“#sa3 RNAtDTForDO”/>

</CompositeSituation>
<Situation>

<owl:intersectionOf rdf:parseType=“Collection”>
<Situation rdf:about=“#sa2 RNFromGWForDO”/>
<Situation rdf:about=“#sa3 RNAtDTForDO”/>

</owl:intersectionOf>
<rdfs:subClassOf>

<Situation rdf:about=“#CompositeSituation”/>
</rdfs:subClassOf>

</Situation>

5 Prototype Implementation and Evaluation

We have developed our prototype in Java2 SE using widely supported tools and
it has been deployed on a Intel(R) Core(TM) Duo T2450 @ 2.00 GHz processor
computer with 1GB of memory running Windows XP Professional OS. We have
used the Protégé-OWL API to implement the core and healthcare ontologies.
During the SAAC policy evaluation phase, an access query is used to process
the user’s service access request. We have used the SWRL rules to evaluate the
policies. We have used the Jess Rule Engine for executing the SWRL rules. In
particular, the query language SQWRL, which is based on OWL and SWRL, is
adopted to process service access requests.

5.1 Prototype Architecture

A high-level architecture of our prototype framework is shown in Figure 3. We
have implemented a set of Software Components, which can support the software
engineers to develop Situation-Aware Access Control (SAAC) applications using
this framework.

Currently a simple Java class SAACDecisionEngine is used to check the
user’s request to access the services and makes situation-specific access con-
trol decisions. We have implemented PolicyEnforcementPoint as part of the
SAACDecisionEngine. Once the SAACDecisionEngine receives the request
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in accessing software services, it queries the PolicyManager class for the rele-
vant policies. The PolicyDecisionPoint, and PolicyAdministrationPoint are im-
plemented as parts of the class PolicyManager that are used to allow the

Table 5. An Example SAAC Policy (simplified)

<SAACPolicy rdf:ID=“sp1”>
<hasDecision rdf:resource=“#AccessDecision Granted”/>
<hasRole rdf:resource=“#EmergencyDoctor ED”/>
<hasService rdf:resource=“#Service EMR Write”/>
<hasSituation rdf:resource=“#sa1 EDFromHospitalForET”/>

</SAACPolicy>

ServiceUser
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Ontology

User
Profile

Policy
Manager
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Engine
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Manager
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Fig. 3. Our Prototype Architecture

engineers to add, edit, and delete ac-
cess control policies. We have devel-
oped a number of ContextProviders
(which capture low-level context in-
formation) and the ContextReasoner
(which infers high-level information)
as parts of the SituationManager.
The SituationManager is used to
identify relevant purposes and sit-
uations. The ontology knowledge
bases are stored in the form of
the OWL concepts, SWRL rules
and SQWRL queries (PO-SAAC
Ontology).

5.2 Developing a SAAC Application for Healthcare

A situation-aware application in the healthcare domain is built to illustrate
the operation of our situation-aware access control. The environment of our
application is the patients’ medical records management (PMRM). The main
goal that we aim with this application is to access different medical records
of patients based on the relevant situations. We simulate the Java programs
and the relational databases as different context sources. For example, our
prototype application has context sources: SystemTime (which provides cur-
rent time), Location (which provides location address), User Pass relational ta-
ble (containing usr id and password), User Role table (containing usr id and
usr role id), Patient Pofile table (containing patient id, patient name and con-
nected people id), patient Health Profile (which provides patient id, heart rate
and body temperature), etc.

Policy Specification. Table 5 shows the Policy #1 written in OWL that is
related to our application scenario. In this policy, the access decision (“Granted”
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decision) is based on the following policy constraints: who the user is (user’s
role, e.g., “ED”), what service being requested (service, e.g., “writeEMR()”),
and when the user sends the request (purpose-oriented situation). The ‘purpose’
and ‘situation’ regarding this policy are specified in Examples 1 and 2.

Case Study. To demonstrate the effectiveness of our framework, we present a
case study. Consider our application scenario (Scene #1), where Jane, by playing
an emergency doctor role, wants to access the requested service writeEMR()
(i.e., the write access to the emergency medical records of patient Bob). The bot-
tom layer of our PO-SAAC ontology captures the relevant context information
(interpersonal relationship, location, health status, etc.). The middle layer of
the ontology captures the relevant situation based on the captured information
and situation specification rules. For the PMRM application we have specified
different situations. Some of these ‘situations’ and their associated ‘context in-
formation’ and ‘purpose’ using situation reasoning rules are shown in Table 6.

Table 6. Definition of Different Situations

Situation Situation Definition (high-level description)
An emergency doctor from the hospital for
emergency treatment (EDFromHospitalForET)

User Role(ED) ∧ Location ED(Hospital)∧ Pur-
pose(ET)

A general practitioner from the hospital for nor-
mal treatment (GPFromHospitalForNT)

User Role(GP) ∧ Location GP(Hospital)∧ Pur-
pose(NT)

A registered nurse from the general ward for
daily operation (RNFromGWForDO)

User Role(RN) ∧ Location RN(GeneralWard) ∧
Purpose(DO)

A guest researcher from the hospital for research
(GRFromHospitalForR)

User Role(GR) ∧ Location GR(Hospital)∧ Pur-
pose(R)

Our ontology (top layer) also captures the relevant SAAC policy. Based on
this information, the ontology returns the SAAC decision, i.e., Jane’s service
access request is Granted (see an access query in Table 7 and result in Table
8), because the ontology captures relevant situation, and satisfies a SAAC policy
which is stored in the policy base (ontology knowledge base).

Table 7. An Example Access Query (Simplified)

SAACPolicy(?policy) ∧ User(?user) ∧ Role(?role) ∧ Situation(?situation) ∧ Service(?service)
∧ AccessDecision(?decision) → sqwrl:select(?user, ?role, ?situation, ?service, ?decision)

Table 8. Access Query Result (Shown Only One Entry)

?user ?role ?situation ?service ?decision
Jane ED EDFromHospitalForET EMR Write Granted
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5.3 Performance Evaluation

We evaluate the runtime system performance using our prototype system, where
we adopt our PO-SAAC approach to identify and reason about the relevant
purpose-oriented situation.

Experimental Setting. With the goal of evaluating the runtime performance
of the various stages of our prototype framework, we have conducted two sets
of experiments on a Windows XP Professional operating system running on
Intel(R) Core(TM) Duo T2450 @ 2.00 GHz processor with 1GB of memory.

Measurement. The main purpose of this experimental investigation is to quan-
tify the performance overhead of our approach. Our main measures included
situation identification time and policy evaluation time. The first measure indi-
cates how long it took to identify/infer a relevant situation (by capturing the
currently available context information and identifying the purpose using this
information). The second measure indicates how long it took to determine a
user’s access permission on a requested service (by incorporating the identified
situation into the access control process and making situation-aware access con-
trol decision). We calculate the average end-to-end response time (TRT ), time
from the arrival of the user’s service access request (query) to the end of its
execution, which equals to the time for identifying relevant situation and time
for evaluating relevant policy.

Results and Analysis. We have examined the performance of PO-SAAC. The
main finding was that the time for making situation-aware access control deci-
sion (based on the situation identification time and policy evaluation time) is
acceptable, as they impose just a small, acceptable overhead.

The first test focuses on measuring the response time of our prototype in
the light of increasing number of policies. First, we have selected 20 policy rules
in which 5 situation types (ST) act as the policy constraints (e.g., the situation-
aware policy rule for emergency doctor for emergency treatment purpose is shown
in Table 5). We have varied the number of policies up to 100 with 15 different
types of situation variations. Each of these variations is executed 10 times for
each of following cases: 5 ST (situation types), 10 ST, and 15 ST. For each
setting, the average value of the 10 execution runs is used for the analysis (see
test results in Figure 4(a)). The test results show that the average response time
increases when the number of situation types and policies increases. For example,
it varies between 4.1 and 5.2 seconds for 15 types of situation information and
for the variation of 20 to 100 policy rules. We can see that the average response
time seems to be linear. Overall, the performance is acceptable.

In the second test, we have again evaluated the total response time (situation
identification and policy evaluation time) over various size of the knowledge base.
We have varied the number of policies up to 500 with respect to 138 different
types of health professionals [15] (i.e., 138 roles). To build the ontology KB of
increasing sizes, we have specified 2000 policies. In order to measure the response
time, we have run each experiment 10 times and the average value of the 10
execution runs is used for the analysis (see test results in Figure 4(b)). As the size
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(a) Number of Policies V Response time (b) Size of KB V Response time

Fig. 4. Average Response Time Over Different Number/Size of Policies/KB

of the ontology KB increases beyond 1618 kilobyte, the computational overhead
increases dramatically. This is due to the large number of policy rules (larger
KB size), fully utilizing the memory capacity of the computer. At the point of
the KB being 1618 kilobyte (500 policy rules for the 138 health professional
roles), it takes approximately 10 seconds to process the request. We can see that
changes to the number of access control policies do not have much impact on the
response time, when the ontology knowledge base (KB) size is small. Overall,
the runtime performance is acceptable for a reasonable sized KB.

6 Related Work and Discussion

In [9], Kim and Lim propose the Situation-Aware Role-Based Access Control
(SA-RBAC) model, which extends the basic RBAC model [11] and dynamically
grants roles (or permissions) to users based on the situation information of the
user. The SA-RBAC model is used to deal with the situation information by
considering the combination of the required credentials of users, and the con-
text information such as location, time, and system resources relevant to the
user’s access request. In [16], Yau and others have defined the situation as a set
of context attributes of users, systems and environments over a period of time
affecting future system behavior. Later, Yau and Liu have presented a Situation-
Aware Access Control (SA-AC) based privacy-preserving service matchmaking
approach [10]. SA-AC model incorporates situation-aware constraints into RBAC
model, such that the states of service providers, requesters and environments,
which can affect the access control decisions. These approaches only consider
the states of the relevant entities as the policy constraints. In open and dynamic
environments, however, the states of the relevant relationships between different
entities are also important consideration in access control decision making. In
our PO-SAAC approach, a situation not only involves the states of the specific
types of context entities but also the states of the relevant relationships between
different relevant entities. Moreover, in our approach, the purpose or user’s in-
tention in accessing the services is also considered for modeling situation.

Previous works on ontology-based context/situation-awareness also provide
valuable insights for modeling a fine-grained ontology-based SAAC framework.



A Purpose-Oriented SAAC Framework for Software Services 73

The CONtext ONtology (CONON) [6], situation theory ontology (STO) [7] and
situation-awareness (SAW) ontology [8] research describe ‘situation’ as the states
of the specific kind of entities (e.g., attributes of users or other relevant entities).
However, this research are highly domain-specific and they do not consider sev-
eral important concepts which are important consideration for situation mod-
eling in today’s dynamic environments: the states of the relevant relationships
between entities, and the purpose or user’s intention in accessing the services.

Byun and Li [3] have proposed a privacy preserving access control model for
relational databases where purpose information associated with a given data el-
ement specifies the intended use of the data element. Their access control policy
normally states that the particular resources can be accessed only for the specific
purpose; and a purpose describes the reason for data access and data collection.
In [17], the authors presented a purpose-based access control model (usage access
control and purpose extension) for medical information system, where ‘usage’
means usage of rights on digital objects, and ‘purpose’ dictates how access to
data items should be controlled. A major difference of our approach with respect
to these purpose-based access control approaches is that, we not only consider
the purpose information but also consider the different granularity levels of pur-
pose information. In addition, different from these approaches, our approach can
dynamically identify the appropriate purpose or user’s intention in accessing the
requested services based on the currently available context information.

7 Conclusion and Future Work

In this paper, we have presented a new Purpose-Oriented Situation-Aware Access
Control framework for software services. One of the main contributions of this
paper is the PO-SAAC model for specifying the purpose-oriented situations and
the corresponding situation-specific access control policies. Another contribu-
tion of this paper is an ontology-based development platform, in order to formal-
ize PO-SAAC model using OWL and SWRL. The practical applicability of our
framework is demonstrated through the implementation of a software prototype.
In addition, we have developed a SAAC application in the healthcare domain
and presented a case study. The case study shows that our framework captures
relevant situations at runtime and invokes software services in a situation-aware
manner. The experimental results have shown that our framework has satisfac-
tory performance. Future work focus on the scalability of our framework in the
mobile platform will be an important issue to be addressed.

Acknowledgment. Jun Han is partly supported by the Qatar National Re-
search Fund (QNRF) under Grant No. NPRP 09-069-1-009. The statements
made herein are solely the responsibility of the authors.
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Abstract. The emergence of the cloud computing paradigm introduces
a number of challenges and opportunities to application and system de-
velopers. The multiplication and proliferation of available offerings by
cloud service providers, for example, makes the selection of an appropri-
ate solution complex and inefficient. On the other hand, this availability
of offerings creates additional possibilities in the way that applications
can be engineered or re-engineered to take advantage of e.g. the elastic
nature, or the pay per use model of cloud computing. This work proposes
a formal framework which allows to explore the possibility space of op-
timally distributing application components across cloud offerings in an
efficient and flexible manner. The proposed approach introduces a set of
innovative in their use concepts and demonstrates how this framework
can be used in practice by means of a running scenario.

Keywords: application topology, distribution optimization, cloud
computing, operational expenses.

1 Introduction

The cloud computing paradigm offers a well documented set of benefits to
enterprises and individuals with respect to transferring capital to operational
expenses, potentially unlimited access to computational resources, and utility-
based charging for the use of these resources [4]. In this respect, cloud computing
offers a platform for innovative information systems that are partially or com-
pletely implemented using cloud offerings. In order however to reap the full
benefits of cloud computing, application design and development must move
beyond the mere re-packaging of applications in virtual machines (VMs) and
offering them as part of Infrastructure as a Service (IaaS) solutions [1]. For ex-
ample, novel services like Database as a Service (DBaaS) offerings can be used
in designing and realizing new applications, or while migrating and accordingly
adapting existing applications for the cloud. Furthermore, when considering the
variation of pricing models across cloud providers [22], it becomes possible to
select from different cloud offerings, e.g. different configurations of the AWS
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EC2 service1, in order to identify an optimal in terms of operational expenses
distribution of the application.

Toward this goal, a number of approaches provide decision support for mi-
grating existing applications to the cloud, see for example [2,10,16]. However,
these approaches do not consider as part of their process the application topol-
ogy, i.e. the combination of application-specific components,middleware solutions
like the application server used, and the underlying infrastructure (VMs on ei-
ther a local server, or on cloud offerings) hosting both of them and allowing the
application to operate. Using the taxonomy proposed in [1], such approaches usu-
ally provide support for migration type III, meaning that the whole application
stack (components, middleware and OS) is bundled in a VM image and moved
to a cloud provider for hosting. In this respect, these approaches are limited
in their capabilities when considering the distribution of the application across
cloud offerings and/or local, in-house servers.

On the other hand, initiatives like the TOSCA standard [6], Cloud
Blueprints [20] or CloudML [7] allow for a portable and interoperable topo-
logical description of the application stack that can be used for the distributed
deployment of the application across cloud providers. Using these initiatives, it
becomes possible for the application developer to explore the application design
space and model which cloud offering to use to host which parts of the applica-
tion stack. However, what these approaches lack is decision support capabilities
towards optimally selecting the best of the identified application topologies in a
given situation. This is a deficiency that this work aims to address by bringing
together cloud migration decision support with these cloud-aware topology de-
scription approaches. The proposed approach does not make any assumptions
with respect to the technologies used and as such it is suitable for use in both
generic and domain-specific information systems.

The main contribution of this work can therefore be summarized as a
technology-agnostic formal framework that provides the means to:

– Model, verify and automatically generate alternative scenarios for the dis-
tribution of an application stack across cloud offerings. Applications in this
context may entail a complete information system, or only part of it.

– Evaluate each one of these distribution scenarios with respect to various
dimensions using different criteria, and allow the selection of an optimal
scenario given the application needs.

The remaining of this paper is structured as follows: the following section
(Section 2) discusses a motivating scenario that illustrates the challenges that this
work is addressing. Section 3 builds on existing models and languages to provide
a formalization of the notion of application topology and affiliated concepts.
Section 4 uses this formalization to develop a method for the optimal selection
between alternative (acceptable) application topologies, which is demonstrated
in practice in Section 5. Related approaches are discussed in Section 6, and the
paper concludes in Section 7 by providing also the outline for future work.

1 Amazon Web Services (AWS) EC2: http://aws.amazon.com/ec2/

http://aws.amazon.com/ec2/
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2 Motivating Scenario

For purposes of further motivating this work we adapt the Web Shop application
topology discussed in [6]. We abstract away from the TOSCA notation used in [6]
and represent the topology of the application as the nodes and edges with solid
lines in the graph of Fig. 1. The application itself consists of three tiers: front end,
back end and persistence as a database. The WebShop Frontend component is
developed as a set of PHP files deployed in a PHP container. The container is in
turn configured and deployed as an Apache Web server module, with the server
running inside a Windows 2003 Server OS installed on top of an IBM zSeries
server. The WebShop Backend component is a Web application packaged in a
WAR (Web application ARchive) file running inside an Apache Tomcat servlet
container (requiring also the installation of the Oracle Java Virtual Machine
(JVM) in the same OS), while the MySQL RDBMS is used as a database server
for the ProductDB database. The latter two tiers are deployed in a Windows
7 image provided by the Amazon Web Services (AWS) EC2 service as part of
their Reserved Instances offerings2.

The application topology in Fig. 1 is already deployed in a distributed manner,
in the sense that the components from the different tiers are deployed and oper-
ated in different infrastructure solutions, with the front end in a physical server
on premises, and the back end and persistence in an IaaS offering. However, the
application topology shown in Fig. 1 is only one of the possibilities for distribut-
ing the application. As also shown in Fig. 1, and marked with dashed lines in the
figure, it is also possible to separate the back end from the persistence tier and
deploy them in different EC2 offerings (denoted by the ‘alt hosted on’ relation-
ship), one or both of which could be an Ubuntu Linux OS image. Furthermore,
the ProductDB database could also be migrated to the Amazon RDS3 DBaaS
solution, which is compatible with the MySQL RDBMS.

Each one of these topologies has a different impact on essential characteristics
of the application such as operational expenses, deployment time, scalability op-
portunities, performance, etc. Different pricing models are used, for example, for
IaaS and DBaaS offerings, taking into account different parameters, e.g. num-
ber of CPUs per VM in the former case and size of egress traffic per month in
the latter. Furthermore, migrating the ProductDB to AWS RDS can be better
suited for profiting from some characteristics offered out of the box by DBaaS
offerings, e.g. multi-instance management, high availability, automated scaling,
etc., as re-engineering the application to deal with data consistency issues across
database replicas is not required.

There are therefore two major challenges that this work is addressing: first,
how to infer the existence of possible topologies for a given application, and
second, how to optimally select amongst these alternative topologies for a given
set of characteristics like operational costs. In the following section we introduce
a formal framework that provides us with the fundamentals necessary towards
dealing with these challenges.

2 AWS EC2 Instance Types: http://aws.amazon.com/ec2/instance-types/
3 AWS Relational Database Service: http://aws.amazon.com/rds/

http://aws.amazon.com/ec2/instance-types/
http://aws.amazon.com/rds/
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Fig. 1. The Web Shop Application Topology (adapted from [6])

3 Application Topology Fundamentals

So far we have been using the term ‘application topology’ in a rather informal
manner to denote the model for the deployment of the application components in
middleware solutions (e.g. the Apache Tomcat container in Fig. 1), and the con-
sequent deployment of the resulting software stack in an appropriate infrastruc-
ture solution (e.g. the zSeries server, or the EC2 VM offering). Before proceeding
further we first formalize this notion:

Definition 1 (Application Topology). An application topology is a labeled
graph G = (NL, EL, s, t) where N is a set of nodes, E is a set of edges, L a set
of labels, and s, t the source and target functions s, t : EL → NL. The topology
graph is called typed, if the label set L contains only elements <name:type>
(for nodes) and <type> (for edges), in which case the graph is denoted by T .

Most existing works for cloud-oriented topology description like the TOSCA
specification [6], the Cloud Blueprinting approach [20], and the CloudML lan-
guage [7], or involving such a description as in, e.g. the MOCCA [13] framework,
use this typed topology graph model, in order to provide a concrete description of
the application and middleware components and cloud offerings involved under
a unified model. Similar approaches are also used by cloud service providers like
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Amazon with CloudFormation4, as well as the OpenNebula initiative5 or Open-
Stack Heat6, with a clear orientation towards facilitating and/or automating
the deployment, provisioning and management of applications on cloud solu-
tions. For this purpose they need a complete and a priori defined description of
the application topology that can be distributed across multiple cloud offerings.

However, as discussed in the previous section, this is a limited view of the pos-
sibilities available in distributing the application across cloud solutions. Looking
at the case of the Web Shop application, it can be observed that there is a con-
ceptual distinction between the application components on one hand (denoted
with double lines in Fig. 1), and the middleware components like the Apache
Web server and the cloud offerings like the AWS EC2 service on the other. More
specifically, while the former part is unique and specific for the Web Shop ap-
plication, the latter can actually be reused and even shared across multiple
applications similar to the Web Shop. In this respect, the typed topology model
used by approaches like TOSCA should therefore only be interpreted as one
possible instantiation of the application topology. In order to be able to model
and explore this possibility space, the notion of a type graph with inheritance as
formally defined in [5] and [12] can be used:

Definition 2 (Type Graph with Inheritance, following [5]). A type graph
with inheritance TGI is a triple (TG, I, A) consisting of a type graph TG =
(N,E, s, t) (with a set of nodes N , a set of edges E and a target function s, t :
E → N), an inheritance graph I sharing the same set of nodes N , and a set
NA ⊆ N , called abstract nodes. For each node n ∈ I the inheritance clan relation
is defined by clan(n)I = {n′ ∈ N | ∃ path n′ ∗−→ n ∈ I} where n ∈ clan(n)I (i.e.
the path of length 0 is included).

TGI is therefore a graph where the nodes and edges are types, and where edges
denoting the inheritance/subtype relation type, as in UML class diagrams, is
allowed between nodes. Bardohl et al. use the concept of abstract nodes in [5]
for types that have only inheritance relations with other nodes, meant to denote
generic classes of nodes like e.g. Web Server. Using the clan morphism relation
clan(n)I allows for navigating the inheritance-type edges in TGI graphs, which is
instrumental in producing typed graphs. In this respect, thinking of the applica-
tion topological description as a graph morphism over TGI produces potentially
multiple typed topology graphs depending on the availability of sibling nodes in
inheritance relations with abstract nodes (e.g. ‘Apache HTTP Server’ and ‘IBM
WebSphere’ for the ‘Web Server’ node). The concept of viable topology builds on
this capability:

Definition 3 (Viable Topology). A typed topology T is viable w.r.t. a type
graph with inheritance TGI, iff all elements of T are labeled (typed) over the
elements of TGI, i.e. there exists a graph morphism m : TGI → T which uses
the inheritance clan relation.

4 AWS CloudFormation: http://aws.amazon.com/cloudformation/
5 OpenNebula.org: http://opennebula.org/
6 OpenStack Heat: https://wiki.openstack.org/wiki/Heat

http://aws.amazon.com/cloudformation/
http://opennebula.org/
https://wiki.openstack.org/wiki/Heat
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Fig. 2. The (Extended) μ-topology of the Web Shop Application

Based on this definition, the topology of the Web Shop application of Fig. 1
can therefore be classified as viable under the TGI graph of Fig. 2. In addition
to including the same types as the typed topology of Fig. 1 connected through
edge types inheritance, ‘consists of’ and ‘hosted on’, the TGI also incorporates
types like ‘Linux OS’ as a subtype of the ‘OS’ node that were not included in
Fig. 1 (marked with dashed lines in Fig. 2). There are two ways to look at
the morphism m that translates TGI to T : top-down, with T being generated
or validated against TGI , and bottom-up, with TGI being abstracted from one
particular typed topology T and potentially being reused across different viable
topologies. In order to facilitate the discussion, the following terms are being
introduced:

Definition 4 (μ, α and γ-topology). The type graph with inheritance TGI

for a viable application topology T is called its μ-topology. We denote by α-
topology the application-specific sub-graph of a μ-topology, and by γ-topology
the non application-specific (and therefore reusable) sub-graph of a μ-topology.

In the μ-topology of Fig. 2, for example, the upper nodes (above the dotted
line) belong to the α-topology of the Web Shop application, while the lower
nodes (below the line) belong to its γ-topology. The distinction between α- and
γ-topology is purely functional in nature, and the border between them can be
moved dynamically per application to accommodate the application needs. For
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example, if the Web Shop front-end component requires exclusively a Windows
2003 Server OS due to the way that it was implemented, then the whole subgraph
under it can be moved to the α-topology of the application to reflect this fact.
Alternatively, all the necessary components for the front end (PHP container,
Web server and OS) can be bundled together with the Web Shop front end
component, in which case the ‘WebShop Frontend’ node in the graph of Fig. 2
can be replaced by an equivalent ‘WebShop FrontendBundle’ (in the α-topology)
that is connected directly with the ‘Physical Server’ node with a ‘hosted on’
relation. In this manner, resource requirements as explicit constraints on the
possible topologies, as discussed in both [6] and [20], can be specified.

Finally, a set of viable topologies V for an application can be generated given
the α-topology of the application and a generic γ-topology that can even be
standardized in a domain or enterprise by merging the two graphs using the
inheritance relationship. Using the resulting μ-topology, a set of viable topolo-
gies can then be inferred from the μ-topology by applying different morphisms
m(i) : TGI → T (i), i ≥ 1 to it, resulting in different topologies T (i) ∈ V . We
assume without loss of generality that there always exists a viable topology for
an application, i.e. |V| ≥ 1. In the following sections we only consider viable
topologies in the discussion, unless explicitly stated otherwise.

4 µ-Topologies and Distribution Optimization

The introduction of μ-topologies provides us the tools to deal with the first of
the challenges identified in Section 2, i.e. inferring the existence of possible (vi-
able) topologies for an application. The richer in terms of available types the
γ-topology used is, the bigger the size of the viable topologies set V for the
application. In the following we build on the introduced formalisms in order to
address the second identified challenge, i.e. optimal w.r.t. a given set of dimen-
sions selection among these possible topologies for a given set of parameters, in
a formal manner.

For this purpose, we first introduce (a set of) utility functions as the means to
quantitatively evaluate a topology along one or more dimensions, and then we
formulate the optimal topology selection problem in order to identify the steps
involved in solving it.

4.1 Optimization Utility Function

Let’s assume a set of functions F on the domain of real numbers R of the form
F = {f(a1, . . . , an) |n ≥ 1, f : R∗ → R}, and a mapping function fmap from
each topology in the set of all viable topologies for all applications V to this
set fmap : V → F. We then denote by u(i) ∈ F the function u(i)(a1, . . . , an) =
fmap(T

(i)) and by A(i) the set of arguments {a1, . . . , an} of u(i); as a short-
hand for u(i)(a1, . . . , an) we equivalently use u(T (i)) in the rest of this document.
Providing concrete values P (i) = (p1, . . . , pn) for the arguments A(i) allows for
the evaluation of the function, i.e. eval(u(T (i)), (p1, . . . , pn)) = u(i)(p1, . . . , pn).
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Function u(i) is essentially the utility function for the topology T (i), in the
sense that it evaluates the dimension on which the optimization takes place
by providing a mapping from the set V to R as shown in Fig. 3, where r(i) =
eval(fmap(T

(i)), (p1, . . . , pn)) = eval(u(i)(a1, . . . , an), (p1, . . . , pn)), r
(i) ∈ R. For

purposes of simplifying the discussion we assume that functions u(i) are by defi-
nition monotonic.

Different utility functions can be defined for the same topology depending on
whichdimension is takenunder consideration.Furthermore, the concretedefinition
of each utility function depends on the types of the nodes in the μ-topology of the
application. For example, for the initial topology T (1) of theWeb Shop application
in Fig. 1 the operational expenses of the application are decomposed into the ex-
penses opexzSeries of operating the IBM zSeries server hosting theWeb Shop front
end for a time period of τ months, and into the cost opexEC2 m1.large of using the
AWS ‘EC2m1.large’ offering for the same time period. For the former, opexzSeries

can be calculated using a method like the one discussed by Walker in [23] as the
product of the electricity cost, power consumption for operation and cooling, server
utilization and number of hours of operation. Assuming that utilization z is stable
over time we can simplify the formula as:

opexzSeries(hτ , z) = ke × hτ × z (1)

where ke is the cost of electricity per hour of operation and hτ the total hours of op-
eration in τ . For the latter, as discussed in [2], the cost calculation function can be
inferredby the (publicly available)pricingpolicies in each cloudprovider’sWebsite.
In particular for the ‘EC2 m1.large’ Reserved Instances offering in the European
Region using Linux, operational expenses (in US dollars) can be written analyti-
cally as opexEC2 m1.large(hτ ) = kinitial + hτ × kperHour , or in prices of December
2013 7:

opexEC2 m1.large(hτ ) =

{
243 + hτ × 0.17 with 1-year contract

384 + hτ × 0.134 with 3-year contract
(2)

where hτ , as in the case of opexzSeries, is the total amount of hours that the
offering has been used in period τ , and kinitial , kperHour the initial cost for the
reservation of instances and the cost of the offering per hour of use, respectively.

7 As defined in http://aws.amazon.com/ec2/pricing/#reserved

http://aws.amazon.com/ec2/pricing/#reserved
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Assuming that the application owner has a fixed budget kmax that is allowed
to spend on operational expenses, it follows from Equations 1 and 2 that

u(T (1)) = u(1)(kmax, hτ , z) = kmax− (opexzSeries(hτ , z)+ opexEC2 m1.large(hτ ))

and A(1) = {kmax, hτ , z}.
The utility function u(i) and arguments set A(i) for each topology in V can be

defined in a similar fashion. In principle, if utility (and therefore optimization of
the distribution) considers more than one dimensions, e.g. cost and deployment
time, then it can be written as a weighted and normalized sum of functions. How-
ever for the purposes of this work, we restrict the discussion to single-dimension
optimization and leave the multiple dimension problem for future work.

4.2 Optimal Topology Selection

Following from the above, optimizing the distribution of an application for a
given set of parameters (values) P , which constitutes the application profile,
can therefore be viewed as the (partial) ordering of the set V of the viable
topologies for the application based on the evaluation of their utility functions
for (potentially a subset of) P .

More specifically, starting from the partial ordering

eval(u(T (1)),P) ≷ eval(u(T (2)),P) ≷ . . . ≷ eval(u(T (m)),P),m = |V|

and given the assumption that the utility functions u(i) are monotonic in nature,
then ordering the evaluation of these functions allows for the ordering of the
viable topologies, e.g. and without loss of generality:

eval(u(T (1)),P) ≤ . . . ≤ eval(u(T (m)),P) ⇒ T (1) ≤ . . . ≤ T (m). (3)

Given therefore an application profile P and by identifying the appropriate
utility functions in the set U ⊂ F for the set of viable topologies V , the optimal
distribution of the application can be selected by Equation 3. V can be first
trimmed down to a smaller size (which would allow for better performance given
the number of evaluations and comparisons required) by applying a set of filter
functions σ(1) ◦ · · · ◦ σ(k)(T (i)) where

σ(j)(T (i)) =

{
T (i) if condition(j )=true,
∅ otherwise.

with condition(j ),1 ≤ j ≤ k written as logical formulas e.g. Apache Tomcat ∈
T (i) to denote whether an Apache Tomcat typed node appears in T (i).

In terms of automating this process, optimally distributing an application
across cloud offerings with respect to one or more dimensions (e.g. operational
expenses) and for a set of predefined constraints C (e.g. the data layer of the
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application must remain on premises) can be decomposed into the following
steps:

1. If no μ-topology is available, then construct and merge the α-topology of the
application with an available γ-topology.

2. Generate the set of viable topologies V from the μ-topology by traversing
the typed graph with inheritance.

3. Prune down V by iteratively applying the filter functions sigma(j) for each
j ∈ C.

4. For each viable topology T (i) remaining in V , identify the utility function
u(i) that is relevant for the optimization dimension.

5. Construct the set of parameter values P =
⋃|V|

i P (i), ∀u(i) ∈ U .
6. Calculate r(i) = eval(u(T (i)),P), ∀T (i) ∈ V (or equivalently ∀u(i) ∈ U).
7. Select the topology corresponding to the value max{r(i) | 1 ≤ i ≤ |V|}.

In the following section we demonstrate how these steps can be applied in
practice for the Web Shop application presented in Section 2 in order to optimize
the distribution of the application in terms of operational expenses and with a
set of architectural constraints.

5 Evaluation

The evaluation of our methodology presented in this work is based on the Web
Shop application described in Section 2. More specifically, as discussed in the
previous sections, Fig. 2 outlines some of the alternative viable topologies for
the application, such as hosting the database on AWS RDS instead of a virtual
machine, and so on. In the following we show how the proposed method can be
used to optimize the distribution of the application w.r.t. operational expenses.
For evaluation purposes we came up with a synthetic application profile P for
the Web Shop application to be used in the fifth step of the optimization process
discussed in the previous section. This profile, shown in Table 1, ensures that
alternative viable topologies hosted on different Cloud providers are comparable.
Furthermore, for reasons of completeness we also considered similar offerings to

Table 1. Web Shop Application Profile Parameters

Parameter Value

hτ Hours of Usage 5,040

τ Months of Usage 15

nI/O Number of I/O Ops 5,000

dstorage Storage in GB 5,000

degress Outgoing Traffic in GB 50,000

loc Infrastructure Location Europe
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AWS EC2 and RDS provided by Windows Azure and Rackspace that we do not
show explicitly in Fig. 2 but nevertheless include in the following discussion.

In terms of the proposed method, Fig. 2 already illustrates a μ-topology for the
application containing offerings from only one cloud provider (AWS). Traversing
the graph in the figure and generating viable topologies follows from the use of
inheritance clan relation in the choice of e.g. Linux instead of Windows for the
back end of the application. In order to limit the search space we define the con-
straint set C = {cfront, cprovider} where cfront = IBM zSeries ∈ T (i)∧∃path ∈
T (i) : WebShop FrontEnd

∗−→ IBM zSeries, i.e. the application front end
must be deployed on an IBM zSeries server, and cprovider = (AWS EC2 ∈
T (i) ∨ AWS RDS ∈ T (i))⊕ (Azure VM ∈ T (i) ∨ Azure SQL ∈ T (i)) ⊕ . . ., i.e.
cloud offerings only from one provider at a time are allowed to avoid latency
between providers. The remaining viable topologies in V after applying the filter
functions σfront ◦ σprovider for the offerings of the three cloud providers (AWS,
Azure and Rackspace) are depicted in Table 2. For example, T (1) is the initial
topology, T (2) is its variation that uses two smaller Amazon EC2 m1.medium
instances, both with a different operating system, for a separate deployment of
the Web Shop’s back end and persistence tiers, etc.

The equivalent provider offerings that can be used, and the monetary cost
projected for each T (i) for the application profile P is calculated by utilizing
the Nefolog system [24]. For a given application usage profile and time inter-
val, Nefolog provides cloud offerings matching and cost estimation capabilities
as RESTful services. For the given application profile and viable topologies, we
first used the Offerings Matcher service to identify a set of offerings from the two
additional to AWS providers (Windows Azure and Rackspace) that are equiva-
lent to the AWS offerings used in Fig. 1. We then invoked the Cost Calculator
service for each of the identified offerings, and the results of the service invoca-
tion was stored in an N ×M matrix, where N is the Cost Calculator operation
query parameters (using the application profile in Table 1) and M the projected
cost of each Cloud offering for each T (i) topology. The total cost of operational
expenses opex(i) for each T (i) with application profile parameters from Table 1
is shown in Table 2.

By denoting with opexmax the maximum calculated cost ($154,134 for a Win-
dows server and database solution in Rackspace for 15 months of use), choosing
for utility function

u(i)(hτ , τ, nI/O, dstorage, degress, loc) = opexmax − opex(i)(hτ , τ, . . .)

(so that the utility function is monotonically decreasing with the cost) and by
using the application profile in Table 1 it can be seen that:

r(9) < r(8) < r(7) < r(6) < r(3) < r(5) < r(1) < r(2) < r(4) ⇒
T (9) < T (8) < T (7) < T (6) < T (3) < T (5) < T (1) < T (2) < T (4)

From this it can therefore be concluded that for the given application profile,
the optimal w.r.t. operational expenses distribution of the Web Shop application
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Table 2. Cost Analysis for a Subset of the Viable Topologies of the Web Shop Appli-
cation

Topology Provider Cloud Offerings Used Total Cost

T (1) AWS Backend: EC2 m1.large (Windows) $77,037

ProductDB: in the same VM

T (2) AWS Backend: EC2 m1.medium (Windows) $75,942

ProductDB: EC2 m1.medium (Linux)

T (3) AWS Backend: EC2 m1.medium (Windows) $84,904

ProductDB: RDS db.m1.medium (MySQL)

T (4) Azure Backend: VM Large A3 (Windows) $75,504

ProductDB: in the same VM

T (5) Azure Backend: VM Medium A2 (Windows) $84,504

ProductDB: VM Medium A2 (Linux)

T (6) Azure Backend: VM Medium A2 (Windows) $86,139

ProductDB: SQL ProductDB (Microsoft SQL)

T (7) Rackspace Backend: Cloud Server 8GB (Windows) $96,351

ProductDB: in the same VM

T (8) Rackspace Backend:Cloud Server 4GB (Linux) $105,432

ProductDB: Cloud Server 4GB (Linux)

T (9) Rackspace Backend: Cloud Server 4GB (Windows) $154,134

ProductDB: Cloud Database 4GB (MySQL)

is represented by the viable topology T (4), i.e. using a single Windows Azure
VM to host both the back end and persistence tier of the application. Looking
only at topologies that are deployed on AWS offerings, it can also be seen that
it is cheaper to distribute the application back end and persistence tier across
two smaller VMs instead of a larger one. It is obvious from the above that
elasticity is not considered in these results. Adding to the application profile the
use of multiple VMs to cope with variation in demand would potentially result
in a different ordering of the topologies. However, adding this capability to the
presented framework is at this point in time future work.

6 Related Work

As discussed in the introductory section, decision support-oriented approaches
like Kingfisher [21], CloudGenius [16], CloudAdoption [10] and MDSS [2] focus
on assisting application designers in migrating their applications to the cloud.
The main focus of these works is on optimal cloud offering selection for a given
application that is essentially treated as a monolithic artifact. These approaches
are therefore limited in their usefulness in light of multiple potential application
topologies considering the distribution of the application across offerings.
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The Cloud Blueprinting approach [19,20] defines a blueprint as an abstract
description of cloud service offerings that facilitates the selection, customiza-
tion and composition of cloud services into service-based applications. Blueprint
templates allow the application developers to define the requirements of the ap-
plication in terms of functional capabilities, QoS characteristics, and deployment
and provisioning resources as target blueprints. In this respect, target blueprints
are equivalent to α-topologies. However, the blueprinting approach is geared to-
wards matching requirements with available solutions in a repository, having no
equivalent concept to γ-topology, and lacking therefore the ability to generate
viable topologies for an application.

The proposed approach shares a similaritywith other existingworks, in the sense
that they use application topologies to optimize for a set of dimensions usually
involving operational expenses. For example, the work in [18] presents DADL, a
language to describe the architecture, behavior and needs of a distributed applica-
tion to be deployed on the cloud, as well as describing available cloud offerings for
matching purposes. Similarly, in [3], the authors propose an approach thatmatches
and dynamically adapts the allocation of infrastructure resources to an application
topology in order to ensure SLAs. CloudMig [8] is another approach that builds on
an initial topology of the application that is adapted throughmodel transformation
in order to optimize the distribution of the application across cloud offerings. The
optimization in this case also focuses on SLA compliance in a trade-off relation to
operational expenses. The approach in [17] uses a Palladio-basedapplication topol-
ogymodel in order to distribute an application across different cloud providers aim-
ing at optimizing for availability and operational expenses.

Nevertheless, all of the above approaches assume that the application topology
is already known (and fixed), and are restricted to VM-based IaaS solutions. Our
approach takes into account also non-VM cloud offerings like DBaaS offerings,
and allows for the dynamic generation of acceptable application topologies, which
may also include alternative application stacks based on the richness of the γ-
topology of the application. This observation also applies to the most relevant
for our proposal work, the MOCCA framework [13] which also discusses the
optimization of the application to cloud offerings based on introducing variability
points in the application topology.

In terms of non-cloud scenarios, optimization of the application distribution
has been discussed as part of various approaches like [11,14] and [15]. These
approaches focus on performance engineering that is not discussed in the scope
of this work, and in this sense they can be useful in extending the current work.
However, it is necessary to evaluate first to which extend their underlying appli-
cation topology models can be leveraged for cloud applications.

7 Conclusions

The previous sections motivated the need for moving away from the practice of
thinking of applications as monolithic stacks to be deployed in one VM, either
in the cloud or in in-house servers. Multi-tiered applications in particular can be
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seen as an aggregation of application-specific components, middleware solutions
supporting these components, and of the underlying infrastructure in which they
are being deployed and provisioned. The availability of cloud offerings beyond the
VM-oriented IaaS solutions, and the proliferation of cloud services competing for
market share create both opportunities and challenges for application engineers.
Optimizing the distribution of an application across potentially multiple cloud
offerings is therefore an important requirement for reaping the benefits of the
cloud computing paradigm.

Toward this goal, in this work we proposed a theoretical framework that sup-
ports decision making in identifying the optimal application distribution. For
this purpose we approached application topology models as typed graphs and
leveraged existing work on introducing inheritance relationships between nodes
in them. Using the concept of type graph with inheritance we introduced the
concept of μ-topologies as an abstraction over two distincts parts of an appli-
cation topology: α-topology, the application specific aspect of the model, and
γ-topology, being reusable across different applications. We then showed how
μ-topologies can be used to generate viable topologies as alternative deployment
scenarios for the application, taking into account different types of cloud of-
ferings. Based on this foundation we then proposed a generic definition of the
optimization distribution problem as a mapping from the application topology
domain to the set of real numbers, which allows for the (partial) ordering of
alternative solutions and therefore simplifies the optimization.

One clear deficiency of the proposed approach is the ability to scale with the
number of nodes in the μ-topology. Rich γ-topologies are of course necessary
in order to be able to generate as many alternative solutions as possible, but
the richer the γ-topology used is, the larger the space that needs to be searched
through. Realizing the topology generation and selection algorithm discussed in
Section 4.2, evaluating its complexity for real-world examples and dealing with
potential scalability problems is in our immediate future plans.

For purposes of illustrative examples and evaluation throughout this work
the focus was on operational expenses, and showing how the most cost-efficient
application topology can be identified. Beyond offering the opportunity for con-
crete examples and easily verifiable results with publicly available information,
this choice was also based on what is perceived to have driven the growth of
cloud computing, i.e. cost reduction due to economies of scale on the provider
side. However, the presented framework is not limited to optimization for op-
erational expenses. As discussed in the previous section, there are a number of
available performance engineering approaches that can be used to extend this
work, e.g. [11,14,15]. To this goal, investigating the role of the workload of the
application as reflected in its distribution across (topological) nodes is of interest
for future work, as well as the effect of network latency between cloud offerings
of the same and different providers (see also the discussion in [1] building on [9]).
Finally, evaluating the impact of different scalability strategies, expanding on
works like [21,22], is as mentioned in Section 5 an example of an additional
optimization dimension to be introduced in future work.
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Abstract. Goal-oriented Requirements Engineering approaches have become 
popular in the Requirements Engineering community as they provide expressive 
model elements for requirements elicitation and analysis. However, as a  
common challenge, they are still struggling when it comes to managing the ac-
cidental complexity of their models. In this paper, we provide a set of metrics, 
which are formally specified and have tool support, to measure and analyze  
the complexity of goal models, in particular i* models. The aim is to identify 
refactoring opportunities to improve the modularity of those models, and con-
sequently reduce their complexity. We evaluate these metrics by applying them 
to a set of well-known case studies from industry and academia. Our results  
allow the identification of refactoring opportunities in the evaluated models.   

Keywords: Goal-Oriented Requirements Models, i*, software metrics, model 
assessment. 

1 Introduction 

Goal-oriented Requirements Engineering (GORE) has a great impact and importance 
in the Requirements Engineering community, helping in identifying, organizing, and 
structuring requirements, as well as in exploring and evaluating alternative solutions 
to a problem [1]. There are several GORE approaches, such as i* [2], KAOS [3], and 
GRL [4]. When modelling real-world systems with a GORE approach, the models can 
quickly become very complex. A common challenge for the GORE approaches is to 
manage the complexity of their models. While real-world problems have an unavoid-
able essential complexity, we need to minimize, as much as possible, the accidental 
complexity introduced by the way we model those problems [5].  

A possible way of minimizing the accidental complexity of a model is to improve 
its modularity. In particular, this can be achieved by identifying model refactoring 
opportunities. In this paper, we focus on the i* framework, and how we can manage 
the accidental complexity of i* models. In order to identify refactoring opportunities 
for these models, we define a metrics suite for assessing their complexity and the 
complexity of the elements defined in them. By collecting such metrics on several 
different models, we are able to establish a typical usage profile of the modelling 
mechanisms. 
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In practice, this profile is built using descriptive statistics analysis on the metrics 
collected from different model elements. For example, the number of goals and tasks 
for a system agent may indicate whether this agent holds too many responsibilities in 
the system. This can hint the modeler for a refactoring opportunity where this agent 
should in fact be decomposed into several sub-agents. 

The objective of this paper is to provide a metrics suite, along with the correspond-
ing tool support, targeted to the measurement and analysis of the complexity of i* 
models, with the goal of identifying refactoring opportunities to improve the modular-
ity of those models. The identification of such opportunities can be useful during the 
development of the system, where a better modularization can lead to a sounder dis-
tribution of responsibilities among the system components. If performed in a timely 
fashion, this is likely to contribute to relevant costs savings through the reduction of 
the model’s accidental complexity. Refactoring opportunities identification is also an 
asset in the context of preventive maintenance, as a facilitator for future requirements 
changes. 

Our metrics suite is integrated in an eclipse-based i* editor, so that metrics can be 
computed during the requirements modelling process, whenever the requirements 
engineer requests them. The metrics are defined using the Object Constraint Lan-
guage (OCL) [6] upon the i* metamodel. This makes our metrics set easily extensible, 
as improving the metrics set can be done by adding new OCL metrics definitions to 
the ones presented in this paper. 

In [7], we proposed and validated a metrics suite for evaluating the completeness 
and complexity of KAOS goal models, formally specified (using OCL) and incorpo-
rated in a KAOS modelling tool. The metrics suite was evaluated with several real-
world case studies. The work described in this paper shares a common approach to 
metrics definition and tool implementation. However, the goals and structure of the 
KAOS approach are significantly different from those of the i* framework. In particu-
lar, i* has a modularity mechanism – the actor’s boundaries – which is not present in 
KAOS, that paves the way for a significantly different approach to modularity, by 
encapsulating model elements within the actors boundaries. This is reflected in the 
choice of relevant complexity metrics. Actor’s boundaries are a key mechanism in  
the metrics suite proposed in this paper. Our goal is to use these metrics to leverage 
the modularity of i* models. 

This paper is organized as follows. Section 2 describes background information on 
the i* framework. Section 3 describes the metrics set, defined using the Goal-
Question-Metrics approach, and a concrete example of its application to a real-world 
model. Section 4 reports the evaluation process, including a presentation of the case 
studies used, the results obtained by applying the metrics on those case studies, and a 
discussion on the results. Section 5 discusses the related work. Section 6 draws some 
conclusions and points out directions for future work. While the paper is self-
contained, additional information such as the complete i* metamodel, the detailed 
specification of auxiliary metrics, and the fully detailed statistical analysis of the case 
studies presented in this paper can be found in this paper’s companion site1. 

                                                           
1 http://ctp.di.fct.unl.pt/~mgoul/CAiSE2014Companion/ 
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2 The i* Approach 

i* [2] was developed for modelling and reasoning about organizational environments 
and their information systems. It focuses on the concept of intentional actor. Actors in 
their organizational environment are viewed as having intentional properties such as 
goals, beliefs, abilities and commitments. i* has two main modelling components: the 
Strategic Dependency (SD) model and the Strategic Rationale (SR) model. The SD 
model describes the dependency relationships among the actors in an organizational 
context. In this model, an actor (called depender) depends on another actor (called 
dependee) to achieve goals and softgoals, to perform tasks and to obtain resources. 
The SR model provides a more detailed level of modelling than the SD model, since it 
focuses on the modelling of intentional elements and relationships internal to actors. 
Intentional elements (goals, softgoals, tasks and resources) are related by means-end 
or decomposition links. Means-end links are used to link goals (ends) to tasks (means) 
in order to specify alternative ways to achieve goals. Decomposition links are used to 
decompose tasks. A task can be decomposed into four types of elements: a subgoal, a 
subtask, a resource, and/or a softgoal. Apart from these two links, there are the con-
tribution links, which can be positive or negative.  

In this work we are particularly interested in assessing the complexity of i* models. 
To support this, we needed a flexible platform upon which we could define our me-
trics set. To the best of our knowledge, none of the existing i* tools provides adequate 
support for a flexible definition of such metrics (detailed comparison of the existing i* 
tool support can be found in [8, 9]). One of the important requirements of the tool was 
that it should be extensible, so that new metrics (which can potentially target different 
quality attributes) can be easily added. To fill this gap, we implemented an Eclipse-
based i* editor using Epsilon [10], EMF/GMF [11, 12] and Ecore Tools [13].  

Figure 1 presents a fragment of the i* metamodel implemented in our tool, show-
ing only the concepts which will be used in the metrics definitions proposed in this 
paper. This metamodel is the basis for the tool support for the specification of i* 
models, and their evaluation with model metrics. The root of the metamodel is the 
 

 

Fig. 1. Partial i* metamodel 
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metaclass ISTAR, which contains all the nodes and relationships of an i* model. This 
top-level metaclass serves as a basis for model analysis. The remaining metaclasses 
can be easily mapped into some of the concepts described earlier in this section.  

3 A Metrics Set for i* Complexity Evaluation 

The purpose of this study is to evaluate the complexity of i* models. We propose a 
metrics-based analysis framework for i* models, using the Goal-Question-Metric 
(GQM) approach [14]. Table 1 summarizes the GQM-based proposal for a set of me-
trics that will allow satisfying the goal of complexity evaluation. The first column 
presents questions that will allow evaluating whether the overall goal is being 
achieved. The second column shows a set of metrics that provide quantitative infor-
mation to answer the corresponding question. Q1 concerns complexity, as perceived 
when regarding the model as a whole. In particular, we are interested in the number of 
actors, elements, and their ratio, within a model. The remaining questions are targeted 
to assessing the complexity of model elements, namely the amount of responsibilities 
supported by an actor (Q2), and the number of decompositions of actor’s goals (Q3), 
softgoals (Q4) and tasks (Q5). For each of these elements-centered questions, we 
define a basic metric (e.g. NEA, for Q2) and three additional distribution metrics pre-
senting the minimum, maximum and average values for the basic metric. 

Table 1. Goal-Question Metric for i* models evaluation 

Goal: Complexity evaluation 

Question Metric 

Q1 – How complex is 
the model, concerning 
the number of actors 
and elements? 

NAct – Number of Actors 
NElem – Number of Elements 

Q2 – Does an actor have 
too much responsibility 
in the model? 

NEA – Number of Elements of an Actor 
MinNEA – Minimum Number of Elements of an Actor 
MaxNEA – Maximum Number of Elements of an Actor 
AvgNEA – Average Number of Elements of an Actor 

Q3 – How complex is 
an actor’s goal, with 
respect to its decompo-
sitions? 

NDG – Number of Decompositions of an actor’s Goal 
MinNDG – Minimum Number of Decompositions of an actor’s Goal 
MaxNDG – Maximum Number of Decompositions of an actor’s Goal 
AvgNDG – Average Number of Decompositions of an actor’s Goal 

Q4 – How complex is 
an actor’s softgoal, with 
respect to its decompo-
sition? 

NDS – Number of Decompositions of an actor’s Softgoal 
MinNDS – Minimum Number of Decompositions of an actor’s Softgoal 
MaxNDS – Maximum Number of Decompositions of an actor’s Softgoal 
AvgNDS – Average Number of Decompositions of an actor’s Softgoal 

Q5 – How complex is 
an actor’s task, with 
respect to its decompo-
sitions? 

NDT – Number of Decompositions of an actor’s Task 
MinNDT – Minimum Number of Decompositions of an actor’s Task 
MaxNDT – Maximum Number of Decompositions of an actor’s Task 
AvgNDT – Average Number of Decompositions of an actor’s Task 

3.1 Metrics Definition 

In Table 2 we present the metrics outlined in the previous section. For each question 
we present an informal definition of the metrics specified to answer it, and a formal 
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definition using OCL upon the metamodel fragment presented in figure 1. When  
required, we include pre-conditions in the formal definition. For example, when de-
fining metrics to compute the average decomposition of goals, softgoals, or tasks, a 
typical pre-condition is to ensure that there are goals, sofgoals, or tasks, to be decom-
posed. Elements without decompositions may have been modeled in order to be final 
elements. It would not make sense analyzing the extent to which they are decom-
posed. For the sake of brevity, we omit trivial auxiliary metrics definitions with basic 
counts in the paper. The full metrics suite definition in OCL, including all auxiliary 
metrics, can be found in the paper’s companion site.  

Regarding question Q1, the values of NAct (number of actors) and NElem (number 
of elements) are measures for the SD/SR model size. Size can be used as a surrogate 
for overall model complexity, and used to compare the complexity among different 
models. For example, different candidate models for the same system can be com-
pared, using these metrics, with respect to their overall complexity. 

Concerning question Q2, a high value for NEA (number of elements of an actor) 
can be an indicator that a particular actor has too much responsibility. The minimum, 
maximum and average values help the requirements engineer recognizing cases where 
the responsibility is higher than expected. Complexity can also be used for supporting 
project estimation efforts.  

Questions Q3, Q4 and Q5, provide different perspectives on the complexity asso-
ciated with a particular actor. The value of NDG (number of decompositions of an 
actor’s goal), presented in Q3, measures the complexity of the goal decompositions 
associated with an actor. The value of NDS (number of decompositions of an actor’s 
softgoal), presented in Q4, measures the complexity of the softgoal decompositions 
associated with an actor. Finally, the value of NDT (number of decompositions of an 
actor’s task), presented in Q5, measures the complexity of the task decompositions 
associated with an actor. The minimum, maximum and average values for NDG, NDS 
and NDT help the requirements engineer identifying out of the ordinary goal, soft-
goal, or task decomposition complexities, respectively. Note that the minimum value 
is computed only for goals, softgoals, or tasks, which are decomposed. As such, it 
excludes leaf elements in its computation. 

Table 2. Metrics to satisfy the complexity goal 

Q1 – Is there a suitable number of actors and elements in the model? 

Name NAct – Number of Actors 
Informal 
definition Number of actors in the SD/SR model 

Formal 
definition 

context ISTAR 
def:NAct():Integer = self.hasNode -> select (n : Node | n.oclIsKindOf(Actor)) -> size() 

Name NElem – Number of Elements 
Informal 
definition Number of elements in the SD/SR model 

Formal 
definition 

context ISTAR 
def:NElem():Integer = self.NEOAB() + self.NEIAB() 

Requires 
NEOAB – Number of Elements Outside Actors’ Boundaries (see companion site) 
NEIAB – Number of Elements Inside Actors’ Boundaries (see companion site) 
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Table 2. (Continued.) 

Q2 – Does an actor have too much responsibility in the model? 

Name NEA - Number of Elements of an Actor 
Informal 
definition 

Number of elements inside an actor’s boundary in the SR model 

Formal 
definition 

context Actor 
def:NEA():Integer = self.hasElement -> select(e : Element | e.oclIsKindOf(Element)) -> 
size() 

Name MinNEA – Minimum Number of Elements of an Actor 
Informal 
definition 

Minimum number of elements inside an actor’s boundary in the SR model 

Formal 
definition 

context ISTAR 
def:MinNEA():Integer  =  self.hasNode -> select(n : Node | n.oclIsKindOf(Actor)) -> 
    iterate(n : Node; min : Integer = -1 | let aux : Integer n.oclAsType(Actor).NEA() in  
        if min = -1 then aux else min.min(aux) endif) 

Name MaxNEA – Maximum Number of Elements of an Actor 
Informal 
definition 

Maximum number of elements inside an actor’s boundary in the SR model 

Formal 
definition 

context ISTAR 
def:MaxNEA():Integer = self.hasNode -> select(n : Node | n.oclIsKindOf(Actor)) -> 
    iterate(n : Node; max : Integer = -1 | let aux : Integer = n.oclAsType(Actor).NEA() in  
        if max = -1 then aux else max.max(aux) endif) 

Name AvgNEA – Average Number of Elements of an Actor 
Informal 
definition 

Average number of elements inside an actor’s boundary in the SR model 

Formal 
definition 

context ISTAR 
pre:self.NAct() > 0 
 
context ISTAR 
def:AvgNEA():Real = self.NEA() / self.NAct() 

Requires 
NEA – Number of Elements of an Actor 
NAct – Number of Actors 

 
Q3 – How complex is a goal, with respect to its decompositions? 

Name NDG – Number of Decompositions of an actor’s Goal 
Informal 
definition 

Number of decompositions associated with a goal in the SR model 

Formal 
definition 

context Goal 
def:NDG():Integer = self.goalMeansEnds -> select(me : MeansEnds | 
me.oclIsKindOf(MeansEnds)) -> size() 

Name MinNDG – Minimum Number of Decompositions of an actor’s Goal 
Informal 
definition 

Minimum number of decompositions associated with a goal that is inside an actor’s boun-
dary in the SR model 

Formal 
definition 

context Actor 
def:MinNDG():Integer = self.hasElement ->  
   select(e : Element | e.oclIsKindOf(Goal) and e.oclAsType(Goal).NDG() > 0) ->  
      iterate(e : Element; min : Integer = -1 | let aux : Integer = e.oclAsType(Goal).NDG() 
in  
          if min = -1 then aux else min.min(aux) endif) 

Name MaxNDG – Maximum Number of Decompositions of an actor’s Goal 
Informal 
definition 

Maximum number of decompositions associated with a goal that is inside an actor’s boun-
dary in the SR model 
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Table 2. (Continued.) 

Formal 
definition 

context Actor 
def:MaxNDG():Integer = self.hasElement ->  
   select(e : Element | e.oclIsKindOf(Goal) and e.oclAsType(Goal).NDG() > 0) ->  
      iterate(e : Element; max : Integer = -1 | let aux : Integer = e.oclAsType(Goal).NDG() 
in  
         if max = -1 then aux else max.max(aux) endif) 

Name AvgNDG – Average Number of Decompositions of an actor’s Goal 
Informal 
definition 

Average number of decompositions associated with a goal that is inside an actor’s boun-
dary in the SR model 

Formal 
definition 

context Actor 
pre:self.NGWDI() > 0 
 
context Actor 
def:AvgNDG():Real = self.NDG() / self.NGWDI() 

Requires 
NDG – Number of Decompositions of an actor’s Goal
NGWDI – Number of Goals With Decompositions Inside (see companion site) 

 
 
 

 

Q4 – How complex is a softgoal, with respect to its decomposition? 

Name NDS – Number of Decompositions of an actor’s Softgoal 

Informal 
definition 

Number of decompositions associated with a softgoal in the SR model 

Formal 
definition 

context Softgoal 
def:NDS():Integer = self.softgoalContribution -> select(cl : ContributionLink | 
cl.oclIsKindOf(ContributionLink)) -> size() 

Name MinNDS – Minimum Number of Decompositions of an actor’s Softgoal 
Informal 
definition 

Minimum number of decompositions associated with a softgoal that is inside an actor’s 
boundary in the SR model 

Formal 
definition 

context Actor 
def:MinNDS():Integer = self.hasElement ->  
   select(e : Element | e.oclIsKindOf(Softgoal) and e.oclAsType(Softgoal).NDS() > 0) -> 
      iterate(e : Element; min : Integer = -1 | let aux : Integer =  
         e.oclAsType(Softgoal).NDS() in if min = -1 then aux else min.min(aux) endif) 

Name MaxNDS – Maximum Number of Decompositions of an actor’s Softgoal 
Informal 
definition 

Maximum number of decompositions associated with a softgoal that is inside an actor’s 
boundary in the SR model 

Formal 
definition 

context Actor 
def:MaxNDS():Integer = self.hasElement ->  
   select(e : Element | e.oclIsKindOf(Softgoal) and e.oclAsType(Softgoal).NDS() > 0) -> 
      iterate(e : Element; max : Integer = -1 | let aux : Integer =  
         e.oclAsType(Softgoal).NDS() in if max = -1 then aux else max.max(aux) endif) 

Name AvgNDS – Average Number of Decompositions of an actor’s Softgoal 
Informal 
definition 

Average number of decompositions associated with a softgoal that is inside an actor’s 
boundary in the SR model 

Formal 
definition 

context Actor 
pre:self.NSWDI() > 0 
 
context Actor 
def:AvgNDS():Real = self.NDS() / self.NSWDI() 

Requires 
NDS – Number of Decompositions of an actor’s Softgoal 
NSWDI – Number of Softgoals With Decompositions Inside (see companion site) 
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Table 2. (Continued.) 

Q5 – How complex is a task, with respect to its decompositions? 

Name NDT – Number of Decompositions of an actor’s Task 
Informal 
definition 

Number of decompositions associated with a task in the SR model 

Formal 
definition 

context Task 
def:NDT():Integer = self.taskDecompositionLink -> select(dl : DecompositionLink |  
   dl.oclIsKindOf(DecompositionLink)) -> size() 

Name MinNDT – Minimum Number of Decompositions of an actor’s Task 
Informal 
definition 

Minimum number of decompositions associated with a task that is inside an actor’s boun-
dary in the model 

Formal 
definition 

context Actor 
def:MinNDT():Integer = self.hasElement ->  
   select(e : Element | e.oclIsKindOf(Task) and e.oclAsType(Task).NDT() > 0) ->  
      iterate(e : Element; min : Integer = -1 | let aux : Integer = e.oclAsType(Task).NDT() 
in  
         if min = -1 then aux else min.min(aux) endif) 

Name MaxNDT – Maximum Number of Decompositions of an actor’s Task 
Informal 
definition 

Maximum number of decompositions associated with a task that is inside an actor’s boun-
dary in the SR model 

Formal 
definition 

context Actor 
Def:MaxNDT():Integer = self.hasElement ->  
   select(e : Element | e.oclIsKindOf(Task) and e.oclAsType(Task).NDT() > 0) ->  
      iterate(e : Element; max : Integer = -1 | let aux : Integer = e.oclAsType(Task).NDT() 
in  
         if max = -1 then aux else max.max(aux) endif) 

Name AvgNDT – Average Number of Decompositions of an actor’s Task 
Informal 
definition 

Average number of decompositions associated with a task that is inside an actor’s boundary 
in the SR model 

Formal 
definition 

context Actor 
pre:self.NTWDI() > 0 
 
context Actor 
def:AvgNDTI():Real = self.NDT() / self.NTWDI() 

Requires 
NDT – Number of Decompositions of an actor’s Task 
NTWDI – Number of Tasks With Decompositions Inside (see companion site) 

3.2 Example 

Figure 2 shows a fragment of the Media Shop (MS) case study, whose main objective 
is to allow an online customer to examine the items in the Medi@ internet catalogue 
(books, newspapers, magazines, audio CD, videotapes, and the like) and place orders. 
The figure, taken from our tool, shows the actor Media Shop and some of its  
elements, as well as the model metrics.  

The tool allows to create i* models using a visual language and provides metrics 
values for the model. These values can be updated at any time of the construction 
process. As such, they can be valuable to detect potential problems early in the 
process, such as a high accidental complexity caused by a modelling option.  
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Fig. 2. Application of the tool and the metrics to the Media Shop case study 

4 Evaluation 

4.1 Case Studies 

To evaluate the presented metrics, we modelled i* case studies, namely Media Shop 
(MS) [15], Newspaper Office (NO) [16], Health Care (HC) [2], Health Protection 
Agency (HPA) [17] and National Air Traffic Services (NATS) [17] with our tool, and 
then collected the corresponding metrics. The case studies MS, NO, and HC have 
been extensively used in the literature, while HPA and NATS are real-world case 
studies, also available in the literature. They target different domains and have differ-
ent essential complexities. A common characteristic of these models is that they are 
available with full details, making them good candidates for evaluation. 

4.2 Results and Discussion 

In this section we present the main findings from our statistics analysis of the col-
lected metrics. The statistics data files and scripts for performing the statistics analysis 
outlined here can be found in the paper’s companion site. 

Concerning model size (Q1, Fig. 3a and Fig. 3b), the NATS (National Air Traffic 
Services) system has, approximately, twice the size of the second largest system 
(HPA, Health Protection Agency). The HC (Health Care) system has less actors, but 
more elements than the MS (Media Shop) and NO (Newspaper Office) systems, 
which have a very similar size. In fact, if we compute the elements to actors ratio 
(Fig. 3c), we note that HC has a higher ratio than all the other systems, which have 
very similar ratios. This may suggest that HC could be an interesting candidate for 
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refactoring. In contrast, we note that the most complex system, in terms of size, has 
the lowest element/actor density, suggesting a good overall modularity. 

This overview on complexity is but a first impression. We need to analyze more 
detailed features to get a clearer picture of the modularity profile of these systems. For 
each of the counting metrics NDG, NDS and NDT (number of decompositions of an 
actor’s goal, softgoal and task, respectively), we present here a boxplot chart with 
their distributions on the actors of their corresponding systems, where we can identify 
the outliers (denoted with O) and extremes (denoted with *), in Fig. 3d-f.  

A closer inspection on the boxplot graphs (Fig. 3d-f) shows that there are two ac-
tors which present outlier, or even extreme values, in NDS and NDT. These should be 
our most likely candidates for further scrutiny. For example, the actor Civil ATCO 
(Civilian Air Traffic Controller), from the National Air Traffic Services system, has 
an outlier value for the softgoal decomposition (NDS) and an extreme value for the 
task decomposition (NDT) metrics. Civil ATCO is a crucial actor in that system, 
whose specification is much more complex than that of most other actors in the same 
system. 

There are at least two possible problems that should be checked, concerning the 
Civil ATCO actor’s decomposition. A first potential problem is that this actor may 
have too many responsibilities. A typical refactoring would be to decompose the actor 
into sub-actors, using the is-part-of relationship, where each sub-actor would be re-
sponsible for a sub-system. This anti-pattern and its proposed refactoring are similar 
to god classes [18] and their refactoring, in object-oriented design. Note that, some-
times, the extra complexity is not of an accidental nature, but rather of an essential 
one. In such case, this analysis is still useful, in the sense that it highlights an actor in 
the system which has an extremely high essential complexity associated with it. This 
may hint project managers to assign more resources to quality assurance activities 
(e.g. inspections and testing) to artifacts related to the implementation of the require-
ments associated with this actor.  

It may also be the case that the requirements engineer may over-decompose these 
goals, softgoals, or tasks, by following a functional decomposition strategy, leading to 
poor modularity. This is similar to the functional decomposition anti-pattern [18], 
where the encapsulation principle is neglected. Another consequence is that the ab-
straction level of the model lowers: including too many (design) details may obfus-
cate the requirements model, making it harder to understand and evolve. Abstracting 
away the unnecessary detailed decompositions can improve the overall modularity of 
the requirements model. 
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a) Number of actors in the system 
 

b) Number of elements in the system 

 

c) Goal decompositions per actor 

 

d) NDG distribution 

 

e) NDS distribution 

 

f) NDT distribution 

Fig. 3. Metrics values for our case studies 

5 Related Work 

Horkoff and Yu [19] evaluate seven goal satisfaction analysis procedures using avail-
able tools that implement those procedures. They evaluate three sample goal models. 
The results help to understand the ways in which procedural design choices affect 
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analysis results, and how differences in analysis results could lead to different rec-
ommendations over alternatives in the model. Compared to our work, they study a 
different aspect of goal modelling, i.e. goal satisfaction analysis, not complexity. 

Hilts and Yu [20] describe the Goal-Oriented Design Knowledge Library (GO-
DKL) framework. This framework provides an approach for extracting, coding and 
storing relational excerpts of design knowledge from academic publications. This 
framework was designed for knowledge reuse purposes. Our work could extend that 
framework by providing information about the complexity of those existing models. 

Ramos et al. [21] claim that early identification of syntactical problems (e.g., large 
and unclear descriptions, duplicated information) and the removal of their causes can 
improve the quality of use case models. They describe the AIRDoc approach, which 
aims to facilitate the identification of potential problems in requirements documents 
using refactoring and patterns. To evaluate use case models, the AIRDoc process uses 
the GQM approach to elaborate goals and define questions to be addressed by me-
trics. Their target quality attributes are reusability and maintainability, different from 
ours. Their metrics were neither formally defined nor implemented in a tool. 

Vasconcelos et al. [22] claim that GORE and MDD can be integrated to fulfill the 
requirements of a software process maturity model in order to support the application 
of GORE methodologies in industry scenarios. The proposed approach, called GO-
MDD, describes a six-stage process that integrates the i* framework into a concrete 
MDD process (OO-Method), applying the CMMi perspective. The fourth stage of this 
process concerns the verification, analysis and evaluation of the models defined in the 
previous stages; and uses a set of measurements, specified with OCL rules, that eva-
luate the completeness of the MDD model generation with respect to the requirements 
specified in the i* model. The set of metrics used in this stage is presented in [21], 
using GQM. Compared to ours, their approach focuses on a different set of metrics as 
their goal was to support the evaluation of i* models to generate MDD models. 

Franch and Grau [23] propose a framework for defining metrics in i* models, to 
analyze the quality of individual models, and to compare alternative models over 
certain properties. This framework uses a catalogue of patterns for defining metrics, 
and OCL to formulate these metrics. In a follow up work, Franch proposes a generic 
method to better guide the analyst throughout the metrics definition process, over i* 
models [24]. The method is applied to evaluate business process performance. Their 
approach is more focused on the process, and more generic, while we focus on mod-
ularity assessment of i* models. 

6 Conclusions 

In this paper, we proposed a metrics suite for evaluating the complexity of i* goal 
models, formally specified (using OCL), implemented and incorporated in an eclipse 
based modelling tool. The metrics were proposed using the GQM approach. The se-
lected questions allow evaluating the complexity of the model as a whole concerning 
its size, and the complexity of an actor and its model elements (i.e. goals, softgoals 
and tasks). The set of metrics provide quantitative information to answer the corres-
ponding questions. The contribution of this paper is that evaluating complexity at 
early stages to identify modularity problems of the models allows avoiding eventual 
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extra costs in during the later stages of software development and also during soft-
ware maintenance and evolution. The realization that the modularity of a require-
ments model can be improved can trigger requirements refactoring opportunities, like 
decomposing a system’s actor using an is-part-of relationship between sub-actors, or 
abstracting over-decomposed goals, softgoals, or tasks. These metrics were validated 
by applying them to well-known industrial and academic case studies. The results of 
these metrics also reveal a pattern of usage in goal modelling concerning modularity 
of those models. 

For future work, we intend to replicate this evaluation with other i* models and ex-
tend the metrics set to cover other model quality attributes, such as correctness. The 
final aim is to provide a metrics-based modelling support in GORE tools. In particu-
lar, with an increased number of evaluated models, we will be able to, for example, 
identify thresholds for suggesting merging and/or decomposing model elements to 
reduce complexity of an i* model. As a cross-validation for those thresholds, we plan 
to conduct an experiment with requirements engineers to assess the extent to which 
those thresholds are correlated with an increased difficulty in i* model comprehen-
sion. We also plan to define and apply refactoring patterns for GORE models.   
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Abstract. ArchiMate is a graphical language for modelling business
goals and enterprise architecture. In previous work we identified possible
understandability issues with the goal-oriented notations in ArchiMate.
[Problem] We investigated how understandable the goal-oriented con-
cepts really were in two quasi-experiments with practitioners. [Principal
ideas/results] Only three concepts were understood by most or all sub-
jects; the stakeholder concept, the goal concept and the requirement con-
cept. The other concepts were misunderstood by most of our subjects.
We offer explanations for these (mis)understandings. [Contribution]
This paper provides new insights into the understandability and hence
usability of goal-oriented concepts by practicing enterprise architects.

Keywords: GORE, ArchiMate, Evaluation.

1 Introduction

In large companies the gap between business and IT is usually bridged by design-
ing and maintaining an enterprise architecture (EA). An enterprise architecture
is a high-level representation of the enterprise, used for managing the relation
between business and IT.

Large organizations must model their enterprise architectures in order to co-
ordinate IT projects and the management of IT costs. In addition, in recent
years EA is used to increase the flexibility of the organization and to justify the
contribution of IT to business goals. This means that EAs need to be used not
only to coordinate IT projects, but also for the following kinds of analysis:

– to determine the impact of changes in the business environment on the or-
ganizational goals and the EA,

– to determine the value of a certain architectural element and
– to assess which projects that implement the architecture have the most busi-

ness value.

This requires an extension of EA modelling languages with concepts such as
business goal and business value, and support for tracing business goals to EA
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components. In this paper, we empirically investigate such an extension on un-
derstandability.

The context of our work is the ArchiMate language for enterprise architecture
modelling [27]. In previous work [9,23] we defined a set of goal-oriented concepts
based on the concepts found in goal-oriented requirements engineering (GORE)
and extended ArchiMate with these concepts. These goal-oriented extensions
have been adopted in the Open Group standard for enterprise architecture mod-
elling [27]. In subsequent work we provided initial empirical validation of the
usability of this extension [10]. This validation showed that some users of the
language experienced difficulty in understanding the extension to ArchiMate,
and we proposed a simplification of the goal-oriented extension. In this paper,
we present and analyze further data about understandability of goal-oriented
concepts by enterprise architects, and we present explanations of the understand-
ability issues. We present tentative generalizations about goal-oriented concepts
in the context of enterprise architecture. We believe that the population of enter-
prise achitects have no difficulty in using the stakeholder, goal and requirement
concept. Regarding the relations, the influence relation is the best understood
relation. These findings should also be true for the languages we based the mo-
tivation extension of ArchiMate on, namely i*, Tropos, KAOS and GBRAM.

We start with listing the research questions in the next section. Next we
describe our research methodology in section 3. We detail our conceptual frame-
work in section 4. Section 5 presents our data and analyzes the implications of
these data for goal-oriented requirements concepts. In section 6 we provide an-
swers to our research questions. Section 7 discusses related work and in section 8
we discuss some implications for practice and for further research.

2 Research Problem

We want to know how understandable the goal-oriented requirements extension
to an enterprise architecture language is for practicing enterprise architects. So
our population of interest is the population of enterprise architects, and in our
research we investigate a small sample of them, and we investigate the under-
standability of the goal-oriented extension of the ArchiMate language. At the end
of the paper we discuss the generalizability of our results to the larger population
of interest. Here we state our research questions:

Q1: How understandable is the motivation extension of ArchiMate by enterprise
architects?

Q2: Which concepts are understood correctly? Why?
Q3: Which concepts are not understood? Why?
Q4: What kind of mistakes are made? Why?

Wewill define the conceptofunderstandability, used inQ1, as thepercentage of lan-
guage users who understand the concept correctly. Q2 and Q3 ask which concepts
are understood by all users or misunderstood by at least some users, respectively.
For the concepts that aremisunderstood,Q4 askswhat kinds ofmistakes aremade.
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In all cases, we want to know not only an answer to the journalistic question what
is the case, but also the research question why it is the case.

3 Research Methodology

In terms of design research methodology, our empirical study is an evaluation of
a technology implemented in practice, namely ArchiMate [29]. However, Archi-
Mate (version 2.0) has only recently been implemented and although it is used,
it has not been used long enough on a large scale to make an evaluation by
survey possible. Moreover, although surveys may reveal large-scale trends, they
are inadequate at providing the detailed data about understandability that we
need.

Our data comes from two groups of practitioners who followed a course on
ArchiMate. Their homework provided the material we needed to assess under-
standability of goal-oriented concepts to enterprise architects, and to answer
our research question above. The first group had 7 participants, and the second
group had 12 participants. Their homework was an excercise based on an actual
problem within the organization. These were real requirements engineering or
EA design problems and therefore a fair representation of the difficulty level.

The participants of the two groups self-selected into the course, and so they
may be more motivated or more talented than the “average” enterprise architect.
They were also highly motivated to pass the course, since they were sent by their
employer. They had to pass their homework exercises in order to get a certificate.
Not passing the exam would have relfected badly on the subject and weakened
their position in the organization.This would make understandability problems
all the more telling.

All participants had at least 5 years of experience as an enterprise architect
(or a similar role) and all had at least a bachelors degree (not necessarily in
computer science or software engineering). The median experience is based on
the linkedin profiles of the subjects. They have had some modelling experience,
since this is common in their role of architect or business analyst. Since we did
not do random sampling, and the groups are too small for statistical inference
anyway, we cannot draw any statistical inferences from our results. We can only
give descriptive statistics of our sample, but not draw statistical conclusions
about the population of enterprise architects.

A controlled experiment would have given us more flexibility, but this is be-
yond our budget to do such an experiment with practitioners (i.e. we would have
to pay them commercial fees).

However, because we have detailed data from the homework done by the par-
ticipants, we will analyze possible causes for (mis)understanding goal-oriented
concepts in ArchiMate, and then consider whether these explanations provide
a reason for expecting (mis)understanding of goal-oriented concepts to occur
outside our sample in a similar way that it happened in our sample. We will
also compare our results with those in the published literature to see if results
similar to ours have been found in other studies too, which would strengthen the
plausibility of generalizations.
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The first author (Engelsman) has been a teacher in the first but not in the sec-
ond course. On both courses, he did the correcting of student assignments. The
assignments were relatively small compared to real-world enterprise architecture
concepts. That reduces the generalizability of our results, but in a useful direction:
We expect that in larger, real-world projects, understandability problems would
increase, not decrease compared to what we have observed in our courses. This is
useful because our findings provide suggestions for improvement of teaching and
using goal-oriented concepts in enterprise architecture in practice.

The first author was involved in the definition of GORE concepts in Archi-
Mate. Correction was done twice, and we assume that few mistakes in correcting
the assignments have been made. A sample of the corrections of the student exer-
cises have been discussed between the two authors of this paper, and no mistakes
were found. However, later we will see that even if we would increase or decrease
the percentages (in)correct in the gradings with as much as 10 points, this would
not change our explanations and qualitative generalizations.

4 Defining Understandability

Many authors operationalize understandability in terms of the time needed to
understand a model [8, 12] or the number of mistakes made in answers to ques-
tions about a model [16,21,22,25]. Houy et al. [14] surveyed these definitions of
model understandability and classified them in five types:

– Recalling model content. Subjects are given a model, and are given time to
study the model. Afterwards they have to recall how the model looked like.

– Correctly answering question about model content. Subjects are given a
model and are given time to study the model. Afterwards they are presented
with a questionnaire and have to answer questions about the information in
the model (e.g. the constructs used in a model).

– Problem solving based on the model content. Subjects are given a model to
analyze, and are asked to solve problems (answer questions) based on this
model. For example, if the model were a route for a bus, they were asked
questions about the route of the bus.

– Verification of model content. Subjects are given a model and a textual
description. They have to answer questions regarding the correctness of the
model content based on the problem description.

– Time needed to understand the model. Subjects are given a model to study.
The time needed to answer questions about the model is measured.

Another interesting approach to measuring understandability, not mentioned by
Houy et al., is that of Caire et al. [5], who measured the ability of subjects to
guess the definition of an i* construct by looking at the icons.

All of these measures indicate a passive form of understanding because they
concern the understanding of a given model. We are however interested in a
more active kind of understanding of a modeling language, this is needed when
an analyst uses the language to build models. Such an active concept of un-
derstanding is used by, for example, Carvallo & Franch [6] and by Matulevičius
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& Heymans [17], who measured the number of mistakes made in constructing
i* models, and by Abrahao et al., who measured the time needed to build a
model [1].

We define the understandability of a concept for a set of language users in this
paper as the percentage of language users who, whenever they use the concept
when building a model, use it correctly. Understandability is thus relative to a
set of language users. In this paper we measure the understandability of goal-
oriented concepts in ArchiMate 2.0 in a sample of 19 language users. From
our observations, we draw conclusions about understandability of ArchiMate in
general, and of goal-oriented concepts in general, for enterprise architects.

5 Data Analysis

Table 1 summarizes the scores that the 19 enterprise architects received on their
homework. The numbers are the percentage of correctly used concepts by each
subject. When a subject did not use a concept at all, the corresponding cell
contains “na”. Subject 1-7 are the subjects from 2011 and subject 8 - 19 are the
subjects from 2012. The avg column shows the percentage of users that always
uses the concept correctly. Looking at this column we see that only four concepts
were used correctly by at least half of the subjects: the concepts of stakeholder,
goal, requirement and influence. We now discuss our findings in detail.

Table 1. Understandability of goal-oriented concepts in ArchiMate by a sample of 19
practitioners. Row i column j shows the percentage of times that practitioner i used
concept j correctly.

Practitioner 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 avg
Stakeholder 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100

Driver 66,6 100 100 100 77 na 69 50 38 100 55 100 100 100 69 33 100 85 100 47
Assessment 25 8,3 100 44 100 na 13 50 100 100 100 71 100 100 83 90 100 97 100 47

Goal 94 82 100 95 100 92 98 100 100 50 100 100 100 100 100 100 100 100 100 68
Requirement 100 100 100 75 100 na 100 100 0 80 100 91 62 100 100 100 100 95 85 57

Decomposition 0 na na 100 100 83 24 na 62 na 100 100 100 50 na na 79 57 15 26
Influence 100 50 na 100 100 100 100 na 100 na 100 100 100 100 100 100 100 100 100 79

Realization 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100

5.1 Description of Model Complexity

In total the 19 subjects constructed 246 diagrams and on average the models
contained 9 concepts. However, complexity of the models varied. Some diagrams
contained as little as 2 concepts, and others contained 35 concepts. Not ev-
ery diagram contained every concept. This is because ArchiMate uses views to
reduce model complexity. There are roughly three kind of views. The first is a
stakeholder view, showing the stakeholders, drivers, assessment and initial goals.
The second is a goal refinement view showing the modeling of goals, goal influ-
ence, goal decomposition and goal realization through requirements. The third
view shows the realization of requirements by architecture components. Figure 1
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Fig. 1. Frequency of use of goal-oriented concepts in 246 EA models

shows the frequency with which different concepts were used. The most fre-
quently used concepts are those of goal, stakeholder and assessment. We have
included an median sized model in the appendix A. This is an actual (translated)
model constructed by one of the subjects. It contains more than nine concepts,
but that is just an average. The example illustrates the size of the models.

5.2 Analysis of GORE Concepts and Relations in ArchiMate

Stakeholder. The first concept under analysis is the stakeholder concept. This
concept is based on definitions from TOGAF, i* and Tropos. TOGAF defines
a stakeholder as an individual, team, or organization (or classes thereof) with
interests in, or concerns relative to, the outcome of the architecture [26]. This
seems more general than the definition of actor in i* and Tropos as entities with
intentional properties such as goals, beliefs, abilities, and commitments [30].
The motivation extension of ArchiMate adopted the more general definition of
TOGAF [9,27].

In our experiments the stakeholder concept was perfectly understood by every
student. There was not a single mistake made in all instances of use. This can
be explained by the fact that the TOGAF stakeholder concept is a well known
concept by the subjects. Its definition is very clear, and it is substantially dif-
ferent than the other concepts used in the motivation extension, so that it is
not easy to confuse the stakeholder concept with any other concept. For these
reasons we think this finding will generalize to other ArchiMate users too. To the
extent that the concept of actor in i* and Tropos coincides with that of TOGAF
stakeholder, we expect that users of i* and Tropos will find the actor concept
unproblematic too, and to be able to use it without mistakes.

Driver. The driver concept is not found in the GORE literature, but used in
the EA literature. TOGAF defines driver as the key interests that are crucially
important to the stakeholders in the system, and determines the acceptability
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of the system [26]. The motivation extension of ArchiMate adopted this defini-
tion [9, 27]. In our experiments only nine subjects (47%) understood the driver
concept correctly. The most common mistake made with driver was that it was
used as a goal. For example, subjects modeled the goal ’to improve Financial
Information’ as a driver. But the driver corresponding to this goal is the key
interest ’Financial Information’. Apparently the definition of driver is not very
clear, and it is so close to the concept of a goal that it generates more confusion
than clarity. We see no reason why this would not confuse other practicing enter-
prise architects, so we think that this finding will generalize to other ArchiMate
2.0 users as well.

Assessment. The concept of an assessment too is based on definitions found in
the EA literature. The Business Motivation Model (BMM) defines an assessment
as a judgment about some influencer that affects the organization’s ability to
employ its means or achieve its end [4]. The motivation extension of ArchiMate
attempted to make this more concrete by defining an assessment as the outcome
of the analysis of some stakeholder concern [9, 27]. In our experiments nine
subjects used the concept perfectly. The most common mistake was that the
assessment concept was used as a goal. For example, correct use of an assessment
would be ’the financial information is incorrect’. This is a possible outcome
of an analysis of the key stakeholder interest ‘financial information’. However
the subjects used the concept often to denote a goal like ’improve financial
information’, just as we saw with the driver concept above. The distinctions
between a key interest, an analysis of a key interest, the outcome of the analysis,
and the goal motivated by this outcome, were lost on most of our subjects.
Moreover, the outcome of an analysis of a key interest can indeed be to ’improve
something’. For these reasons we think this confusion will be present in other
enterprise architects who use ArchiMate, as well as in users of the assessment
concept in BMM.

Goal. The ArchiMate definition of goal is based on a combination of the EA
literature and the GORE literature. KAOS defines goals as desired system prop-
erties that have been expressed by some stakeholder(s) [28]. This seems more
technical and solution oriented than the i* and Tropos concepts of a goal as
the intentions of a stakeholder i* [30]. BMM defines goal as a state or condi-
tion of the enterprise to be brought about or sustained through appropriate
means BMM [4]. ArchiMate defines goal as some end that a stakeholder wants
to achieve [9, 27]. In our experiments 13 subjects understood the goal concept
perfectly. The most common mistakes made were that a goal was either used
as a driver or as a requirement. For example, the subjects would write down
’financial information’ as a goal, but it should actually be something like ’im-
prove financial information’. When it was used as a requirement, it was written
down as ’the system should have 100% availability’. We can reuse our explana-
tion that the distinction between driver, goal and requirement were lost by the
subject in that instance. The concept of goal can therefore be understood and
used by practicing enterprise architects, but mistakes are made too. Since the
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ArchiMate concept of a goal is similar to that in KAOS, i* Tropos and the BMM
we expect that this will happen in users of those languages too. This calls for
clearer guidelines in the application of the goal concept.

Requirement. We based our definition of the requirements concept on the GORE
literature. In KAOS a requirement is a goal assigned to an agent of the software
being studied [28]. In GBRAM a requirement specifies how a goal should be
accomplished by a proposed system [2]. The ArchiMate motivation extension
defines requirement as some end that must be realized by a single component of
the architecture [9, 27]. In our experiments in total 11 subjects (57%) perfectly
understood the concept. In general the requirement concept was reasonably well
understood. This can be explained by the fact that it is a well known concept
already known in practice by the subjects.

However, there were quite a large number of mistakes. Many subjects specified
requirements that were goals not yet allocated to a system. For example, instead
of the ’the system should have a financial reports function’, they specified the
goal ’improve financial reports’. We see again that semantically close concepts
are confused by practitioners, even though the definitions of the concepts are
clear. We expect this confusion to be present in other users of ArchiMate as
well.

The decomposition relation. ArchiMate 2.0 based this relation on a combination
of concepts from the EA and GORE literature. i* defines a decomposition as
an element that is linked to its component nodes. [30]. BMM uses a similar
definition, but it is more aimed at goals. BMM defines decomposition as an end
that includes an other end BMM [4]. In Tropos, a parent goal is satisficed if all of
its chlidren goals are satisficed [3]. In KAOS the conjunction of all the subgoals
must be a sufficient condition entailing the goal KAOS [28].

The motivation extension of ArchiMate defines decomposition as a some in-
tention that is divided into multiple intention. [9, 27]. This was understood cor-
rectly by only five subjects (26%). When the decomposition relation was used
incorrectly, it was used as a influence relation, which in ArchiMate is defined
as a contribution relation. For example, correct decomposition of the goal ’im-
prove correctness financial information’ should be ’improve correctness financial
information regarding outstanding debt AND improve correctness financial in-
formation sales’. This decomposes a goal into more detailed goals. However,
many subjects decomposed the goal ’improve correctness financial information’
into the component goal ’acquire a financial reports system that records sales
information’. But this is an influencer, i.e. a new goal that contributes to the
original goal. The confusion is probably caused by the fact that satisfaction of
an influencer increases the satisfaction of the influenced goal, just as satisfaction
of the components increases the satisfaction of the composite goal. Based on this
analysis we expect other users of ArchiMate to have similar problems.

The influence relation. In i* a contribution is a link of elements to a soft goal
to analyze its contribution [30]. Tropos defines contribution analysis as goals
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that can contribute positively or negatively in the fulfillment of the goal to be
analyzed [3]. ArchiMate defines this as a goal G1 contributes to another goal
G2 if satisfaction of G1 influences the satisfaction of G2 positively or nega-
tively [9, 27]. The influence relation was understood correctly by 15 subjects
(79%). In the cases were the relation was not used correctly, the subjects linked
requirements with goals on a 1 on 1 basis, which amounted to stated the same
goal twice. Others used a standard ArchiMate association relation where they
should have used an influence relation. To further reduce the misunderstandings
of the influence relation, better guidelines must be found.

The realization relation. This relation is based on relations found in the GORE
literature. i* defines a means-end relation, which is a relation between an end and
a means [30]. KAOS defines a relation for linking requirements to operations [28].
The ArchiMate motivation extension defines the realization relation as a relation
that some end that is realized by some means [9, 27]. All subjects used the
realization relation correctly. This can be easily explained by the fact that the
support tool only allows connecting a requirement to a goal and an architecture
element to a requirement so that the relation cannot be used incorrectly. 100%
correct use therefore has no implication for (mis)understanding of the concept
by tool users.

6 Answers to Research Questions

Q1: How understandable is the motivation extension of ArchiMate by enterprise
architects? As shown by the last column of table 1, not all of the motivation
extension is understood very clearly.

Q2: Which concepts are understood correctly? Why? Only the stakeholder,
goal, requirement concepts and the influence relation were understood by the
majority (scoring more than 55%). However the requirement concept was a bor-
derline case where a lot of mistakes were made. Our explanation of this level
of understanding is that they are well known concepts already used in practice,
and that they have a semantic distance that prevents confusion. However, the
distance between requirement and goal is smaller than the other concepts and
immediately we saw an a drop in understandability.

Q3: Which concepts are not understood? Why? The concepts of driver, as-
sessment and decomposition were not very well understood. They were often
confused with other concepts, such as that of a goal. Our explanation is that
drivers, assessments and goals are very closely related and may even overlap, and
that the definition of the decomposition relation overlaps with the definition of
the influence relation.

Q4: What kind of mistakes are made? Why? The subjects made two types of
mistakes. Drivers and assessments were modelled as goals. A driver is related to
a stakeholder and an interest area of the stakeholder. A goal is a statement of
desire about this interest area. This makes goals and drivers conceptually very
close and created confusion in our subjects.
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The same is true for the assessment concept. An assessment is the outcome of
some analysis. It is not defined what this outcome should be. It can very well be
a goal or something else, which is confusing again. The use of the requirement
concept to model a goal is similar. Because both concepts are closely related, the
difference between desired functionality from the viewpoint of a stakeholder is
very much similar to the stated functional need of a system. The only difference
is the perspective.

The second type of mistake is that an influence relation was expressed by
means of a decomposition relation. Again, the definitions turn out to be too
close to each other for many of our subjects.

7 Related Work

The Business Rules Group has published a model that relates business goals and
elements found in EA, called the business motivation model [4], which is now
an OMG standard. The difference with ArchiMate is that the BMM provides
no concrete modelling notations. It provides plans and guidelines for developing
and managening business plans in an organized manner, all related to enterprise
architecture.

Clements & Bass extend software architecture modelling with GORE, but
remove all notational conventions of GORE techniques and return to a clas-
sic bulleted list of possible goals and stakeholders [7]. This makes goal-oriented
modelling usable for requirements and architecture engineering workshops with
practitioners, but does not help to support the kinds of analysis that we men-
tioned earlier in the introduction.

Stirna et al. describe an approach to enterprise modelling that includes linking
goals to enterprise models [24]. However they do not describe concrete modelling
notations that are needed to extend existing EA modelling techniques. Jureta
and Faulkner [15] sketch a goal-oriented language that links goals and a number
of other intentional structures to actors, but not to EA models. Horkhoff and
Yu present a method to evaluate the achievement of goals by enterprise models,
all represented in i* [13].

An important obstacle to applying GORE to real-world problems is the
complexity of the notation. Moody et al. [20] identified improvements for i*
and validated the constructs of i* in practice , based on Moody’s theory of
nottions [18].

Caire et al. [5] also investigated the understandability of i*. They focussed
on the ease of understanding of a concept by infering its definition by its visual
representation. They had novices design a new icon set for i* and validated these
icons in a new case study. This contrasts with our work because they focus on
notations and we focus on concepts.

Carvallo & Franch [6] provided an experience report about the use of i* in
architecting hybrid systems. They concluded that i* could be used for this pur-
pose for stakeholders and modellers, provided that i* was simplied. Our work
extends on these findings. We also found out that related concepts are hard to
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distinguish (i.e the distinction between driver,assessment,goal, the distinction
between requirement and goal and the distinction between decomposition and
influence).

Matulevičius & Heymans [17] compared i* and KAOS to determine which
language was more understandable. The relevant conclusions for this work were
that the GORE languages had ill defined constructs and were there hard to use,
GORE languages also lacked methodological guidelines to assist users in using
the languages. These conclusions were also found in our work.

Another contrast is that most of the empirical studies of the usability of GORE
languages have been done with students, while we do our empirical studies with
practitioners.

8 Discussion

8.1 Generalizability

To which extent are our results generalizable beyond our sample of practitioners?
In our experiments every subject had at least five years experience, the minimal
of a bachelors degree. Enterprise architects usually have the same educational
background as our subjects. Our subjects were responsible for translating busi-
ness strategy and business goals into requirements models and they had to de-
sign an enterprise architecture based on these requirements. This is similar to
the tasks enterprise architects have to perform in general.

Moreover, the results from this study match with our previous research. In
our previous work [10] we reported about a real-world project in which practic-
ing enterprise architects used ArchiMate to redefine an enterprise architecture
and link it to changed business objectives. They used the stakeholder and goal
concepts as intended. They had some trouble understanding the requirement
concept and often formulated requirements as if they were business goals. We
also saw that the subjects had a difficult time to see the difference between goals
and drivers. The driver concept was too general to use for the subjects. The
same was true for the distinction between driver, goal and assessment. Those
finding and their explanations agree with the ones reported about in this paper.

All of this justifies the claim that other enterprise architects may understand
and misunderstand goal-oriented ArchiMate concepts in the same way as our
subjects did. This is a weak generalization, as it says “this can happen more
often” without giving any quantification how often it could happen [11]. But
such a quantification is not needed to draw some implications for practice, as we
do below.

Because the goal-oriented concepts that we used have been taken from other
existing goal-oriented languages, we hypothesize that our conclusions may be
generalized to those languages too. Again, we cannot quantify this beyond the
weak claim that this may happen in those languages too. But we do claim that
our findings are sufficiently generalizable to motivate similar research for those
languages.
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8.2 Validity

Construct validity is the extent to which theoretical constructs are applied and
measured correctly in our study. The only theoretical construct that we use is
that of understandability, and we defined it in section 4. Our definition agrees
with that used by other authors [6, 17] but with that of all other authors. Our
definition refers to the number of mistakes made when building models, and
not the the amount of time (indicator of effort) required to build the models.
Other definitions refer to the number of mistakes or the amount of time needed
to answer questions about the models. Comparison of our results with that of
studies that use another definition of understandability should be done with
caution.

Internal validity is the support for our causal explanations of the phenom-
ena. Could subjects have misunderstood some concepts for other reasons than
the ones we hypothesize? For example because they lack competence or because
they were explained badly in the training? We cannot exclude these other expla-
nations, but find them less plausible because all subjects had similar background
and experience, and because the teachers similarly have several years of experi-
ence teaching these concepts. And even if these explanations were true for some
subjects, this would not invalidate our explanation in terms of semantic closeness
of concepts.

External validity is the support for generalization from our quasi-experiment.
Because our explanations do not refer to particular properties of our sample
but are stated in terms of the language itself, and because other practitioners
are relevantly similar in background and experience to those in our sample,
we think our conclusions are generalizable. But we do not claim that they are
generalizable to the entire population of practicing enterprise architects, nor to
all other goal-oriented languages.

8.3 Implications for Practice

ArchiMate 2.0 is now an Open Group standard, and the concepts we investi-
gated in this paper will remain present in the language. However, one practical
implication of this paper is that in future training programs we will not teach all
concepts anymore. We will make a distinction between the recommended mini-
mal concepts and less important concepts. We will recommend that future users
of the language at least should use the stakeholder concept, the goal concept
and the requirement concepts.

A second implication is that we need more practically usable guidelines for
the use of the concepts that we do recommend, because other than the goal and
realization concepts, we expect that many practitioners will misunderstand and
incorrectly apply the basic concepts of goal and requirement and the relations
of influence and decomposition. This is a topic for future research.
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8.4 Future Research

In addition to work on the guidelines mentioned above, we intend to combine
our work with the results of usability and understandability of notations done
by Moody [18, 19], Caire [5] and Heymans [17]. The focus of Moody and Caire
was on the understandability of the notation. Heymans focussed more on the
conceptual use of GORE concepts. If we combine their work with ours we will
improve understandability the conceptual and notational level. This could lead
to more clearly defined and usable GORE languages.

We also intend to investigate the utility of goal-oriented concepts in ArchiMate
as well. They have been added in order to facilitate traceability between business
goals and enterprise architecture. Are they actually used this way in practice?
We plan to do additional surveys and experiments with practicing enterprise
architects to investigate this.
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Abstract. In past years, many anonymization schemes, anonymity no-
tions, and anonymity measures have been proposed. When designing
information systems that feature anonymity, choosing a good approach
is a very important design choice. While experiments comparing such
approaches are enlightening, carrying out such experiments is a com-
plex task and is labor-intensive. To address this issue, we propose the
framework FACTS for the experimental evaluation of anonymization
schemes. It lets researchers implement their approaches against interfaces
and other standardizations that we have devised. Users can then define
benchmark suites that refer to those implementations. FACTS gives way
to comparability, and it includes many useful features, e.g., easy sharing
and reproduction of experiments. We evaluate FACTS (a) by specifying
and executing a comprehensive benchmark suite for data publishing and
(b) by means of a user study. Core results are that FACTS is useful for
a broad range of scenarios, that it allows to compare approaches with
ease, and that it lets users share and reproduce experiments.
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1 Introduction

In the recent past, many anonymization approaches have been proposed, i.e., an-
onymity notions, anonymization schemes (subsequently referred to as ’schemes’),
and measures for their evaluation. It is difficult to compare them and to decide
when to use which scheme. It is hard to answer important questions, e.g.:
– Given a data set, a scheme, and an attack, how much information can the

attack disclose?
– Given a data set and a set of queries, which scheme maximizes query accuracy

while offering, say, Differential Privacy?
We see three dimensions that must be considered when comparing approaches,

namely attacks, measures and benchmarks:

Attacks. Schemes have to make assumptions on the data set to be anonymized,
and on the capabilities required to break anonymization. This allows to state
if and to which degree the schemes give protection. Example 1 introduces our
running example. In order to ease presentation, we use well-known approaches
with well-researched vulnerabilities.
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Example 1: Each row in Table 1a describes one individual. The data set con-
tains attributes (quasi-identifiers) which might allow to identify a person (“Zip”,
“Age” and “Sex”). It further has a sensitive attribute (“Disease”). Table 1b
shows how a k-Anonymization scheme has transformed this data. This trans-
formation cannot shield from attacks that disclose the sensitive attribute value
for an individual. This is because, for all tuples with the same values of iden-
tifying attributes, the value of the sensitive attribute is the same. However,
k-Anonymization implicitly assumes that there is no correlation between quasi-
identifying and sensitive attributes. The so-called homogeneity attack can exploit
this to break the anonymization of Table 1b. Another scheme is required; see for
instance Table 1c for an anonymization outcome with l-Diversity. �

Table 1. Examples for Anonymization

(a) Original data set

Zip Age Sex Disease

13053 28 F Lupus

13053 29 F Lupus

13068 21 M AIDS

13053 23 F AIDS

(b) Outcome with k-Ano-
nymity (k = 2)

Zip Age Sex Disease

130* [28, 29] F Lupus

130* [28, 29] F Lupus

130* [21, 23] * AIDS

130* [21, 23] * AIDS

(c) Outcome with l-Diversity
(k = l = 2)

Zip Age Sex Disease

130* [21, 28] * Lupus

130* [23, 29] F Lupus

130* [21, 28] * AIDS

130* [23, 29] F AIDS

[10] has shown that any scheme that preserves some utility has to rely on assump-
tions. Attacks in turn exploit such assumptions. This may result in new schemes
to shield against them, i.e., we observe a stream of new attacks and countermea-
sures, for many scenarios. We say that approaches belong to the same scenario if
they share certain basic requirements. For example, in scenario data publishing
of microdata (Spub) one releases modified data sets without any means to undo
these modifications. With scenario database-as-a-service (SDaaS) in turn, a re-
quirement is to have de-anonymization mechanisms for authorized individuals.
Besides Spub and SDaaS there are many more scenarios, e.g., statistical databases
(Sstats) and data mining (Smining). Differential Privacy [7] for example assumes
independent database records – [11] then describes an attack exploiting depen-
dencies between records, together with a respective new scheme. To find out if
a scheme can be used in a certain real-world context, it is important to test the
anonymized data against such attacks.

Measures. Besides formal proofs of anonymity and complexity analyses, quan-
titative measures are needed to assess the applicability of a scheme for real-world
applications. An example is the probability that the anonymity of a data set can
be broken if it has been anonymized with a certain scheme. Regarding perfor-
mance, it is interesting to know if there is an optimal scheme that can anon-
ymize a certain data set in reasonable time, or if a heuristic scheme is needed.
Further measures consider data quality and query accuracy – we address them
later in this article. However, the sheer number of schemes, attacks, and appli-
cation requirements makes it hard to identify the best scheme for a given setting.
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Making the right choice is important to account for high-level privacy
requirements, cf. [3].

Benchmarks. Schemes may be related in that they aim at the same kind of
protection, e.g., against linking values of sensitive attributes to individuals. How-
ever, related schemes typically have been evaluated with different experiments.
For example, [12] uses the UCI Adult data set, while the related scheme [17]
uses an IPUMS census data set: One cannot compare their measurements of
data quality or of query accuracy.

Example 2: Queries on non-anonymized data sets may need to be modified
to be executed on the anonymization output. Query-processing techniques then
must be tailored to schemes. With our running example, the query SELECT *

FROM Table 1a WHERE Age BETWEEN 22 AND 28 needs to be modified so that
values of “Age” map to the generalized intervals in Table 1b. Different measures
for the loss of accuracy exist. To have experiments that are comparable, not only
the data must be identical, but also those modifications of the queries and the
accuracy measures. �

The three dimensions of evaluation problems described above call for a frame-
work that supports a detailed comparison of schemes based on the requirements
of real-world applications. Such requirements exist in various categories that are
orthogonal to each other. At first, technical requirements must be considered,
e.g., the memory footprint or the scalability of an anonymization scheme re-
garding the number of input tuples. Secondly, the anonymization scheme must
consider the eventual use of the anonymized data. For example, if a scheme
removes all data values that deviate from the average, but the use case needs
to perform outlier detection, this scheme is inappropriate. The third category
considers privacy preferences, attacker models and how sensitive information is
represented in the data. For example, sensitive information could be material-
ized as set-valued data, e.g., from a shopping cart analysis, and an adversary
might know typical shopping carts. Thus, FACTS must be flexible enough to
implement a wide range of different schemes, attacks, and measures.

Designing such a framework is challenging, given the wide variety of possible
attacks, measures and benchmarks. Although in this paper we limit examples
and discussions to Spub and SDaaS, we strive for a framework that also works
for other scenarios, e.g., Sstats and Smining. In this context, the heterogeneity of
scenarios is challenging. For instance, data quality is not important for SDaaS,
but for Spub, it is.

In this paper, we propose FACTS, a Framework for Anonymity towards
Comparability, Transparency, and Sharing. It allows to compile benchmarks
together with the implementations of schemes and of attacks, data sets, query-
processing techniques etc. When designing FACTS, we have devised standards
for the anonymization application, namely for interfaces that researchers propos-
ing new approaches must implement and for data they must provide. Users can
then define, share, update, and execute benchmarks for anonymization that refer
to the standards. FACTS addresses comparability, as Example 3 illustrates.
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Example 3: An author of a query must implement two methods whose interfaces
are given by FACTS: one for the query on anonymized data sets, another one for
the query on the original data. In Spub, this allows to measure the loss of query
accuracy (cf. Example 2). In SDaaS, it allows to quantify the performance costs
of decrypting query results and to verify that results are the same as without
encryption. �

Our evaluation is twofold. On the one hand, we have developed various bench-
marks, including one Spub and one for SDaaS, described in a complementary
technical report [9]. Here, we report on a user study with 19 participants that
has continued for three months. The evaluation shows that FACTS addresses
its objectives well, e.g., FACTS standards allow to compare approaches fairly
by enforcing compliance with benchmarks. We have implemented the framework
and the benchmarks in full and make everything available under a free license
on our website [1]. The vision is that over time it will become common among
anonymization researchers to refer to suitable benchmarks.

2 Background: Terminology and Examples

We now introduce our terminology and discuss how schemes have been evaluated.

Anonymization. Our understanding of the term anonymity is broad and in-
cludes approaches such as encryption, see below. Any scheme takes an original
data set as input, with original values in its cells. With Sstats, a set of functions
that operate on the data is input as well. Schemes generate an anonymization
output. With Spub and SDaaS, this output is the entire anonymized data set,
with Sstats it is anonymized query results. Any scheme seeks to protect against
a certain kind of disclosure of sensitive information. The protection model states
which information to protect. Anonymity notions state characteristics the out-
put of or the information processed by schemes must have. An anonymity notion
may refer to a certain protection model, i.e., any scheme compliant with the
notion protects the information specified by the protection model. Adversaries
execute attacks that try to break the protection. Adversary models describe the
adversary, i.e., her capabilities and her background knowledge. An anonymity
notion may include a reference to an adversary model: A scheme complies with
the anonymity notion iff the adversary of the referenced adversary model cannot
get to the information it aims to protect. Finally, anonymity is given if a scheme
protects the information specified by the protection model against adversaries
as defined by the adversary model. Thus, schemes such as pseudonymization or
partitioning [2] can offer “anonymity” according to this definition.

Example 4: With Spub, the original data sets contain quasi-identifying and sen-
sitive attributes. An assumption is that each tuple belongs to one individual. A
protection model is that any sensitive attribute value must not be linked to the
respective individual. The anonymity notion k-Anonymity [15] specifies the fol-
lowing rule for anonymization output: For any tuple, there are at least k−1 other
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tuples with the same values for the quasi-identifying attributes. Sk-Anonymity, a
scheme for k-Anonymity, with k set to 2, computes the output in Table 1b.
It generalizes original values, to build so-called QI blocks. This anonymization
however cannot protect from adversary Alice who wants to disclose the disease
Bob has. The adversary model is that Alice has knowledge about individuals,
as follows. Alice knows that Bob is in the database, lives in a zip-code area be-
ginning with 130, and is 21 years old. She concludes that Bob has AIDS. That
is, she executes the so-called homogeneity attack [13]. We refer to it as AHG.
l-Diversity [13] protects against AHG, see Table 1c. �

Experiments. ’Approach’ is our generic term for any new concept an anonym-
ization researcher might propose. Approaches include schemes, attacks, query
processing, and measures. Next to anonymity, schemes may have further goals:
With Spub, a goal is to maximize data quality for subsequent analyses. For Sstats,
the data set is hidden, and the user can enter a given set of statistical queries – a
goal is to maximize the accuracy of their results. For SDaaS, a goal is to maximize
performance of query processing. In general, researchers strive to find schemes
that are good regarding a combination of goals, as quantified by measures. Mea-
sures used in the literature are anonymity, data quality, query accuracy, and
performance. For instance, anonymity measures quantify to which degree an ad-
versary can break the anonymization, i.e., disclose the information specified in
the protection model, and data-quality measures quantify how much the an-
onymized data set differs from the original one. An experiment to evaluate an
approach has experiment parameters, at least an original data set and a measure.
With our terminology, a benchmark is a set of experiments. A benchmark suite
bundles benchmarks with schemes that use them, and contains their parameters
and runs such bundles. It yields measure values, i.e., values from the respective
experiments as output. One benchmark may be used in several suites. We differ-
entiate between benchmark specification and benchmark execution with suites.
This is because one might have an interesting benchmark, e.g., containing a new
data set, but might not have a scheme using it. In general, we see two user roles:
researchers and users. Researchers are inventors/implementer of an approach.
Users deploy approaches. They do not necessarily know the inner structure of
the approach they use. A researcher can also be a user.

Example 5: Continuing Example 4, we illustrate how the measure of [12]
(we refer to it as MAnon-Dist) quantifies the threat posed by AHG. MAnon-Dist

is the maximum distance between (a) any distribution of values of the sensitive
attribute of a QI block in the anonymized data set and (b) the distribution of
values of the sensitive attribute of the original data set. AHG can conclude that
an individual has a sensitive attribute value if the distance is large, as we now
explain. Experiment e quantifies anonymity with MAnon-Dist:

e = { original data set: Table 1a, anonymity measure : MAnon-Dist }

Benchmark B contains e as the only experiment, i.e., B = {e}. Benchmark
suite B runs B for two schemes.

B = { ( experiment: e ∈ B, scheme: Sk-Anonymity , parameters: {k = 2} ),
( experiment: e ∈ B, scheme: Sl-Diversity , parameters: {k = 2, l = 2} ) }
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B executes and generates Tables 1b and Table 1c as the anonymization output.
For Table 1b, the distributions (a) are {Lupus, Lupus} and {AIDS, AIDS}. For
Table 1c, the distributions (a) are {Lupus, AIDS}, both times. Distribution (b) is
{Lupus, Lupus, AIDS, AIDS}. The distributions (a) for Table 1b have a greater
distance to distribution (b) than the distributions (a) for Table 1c. MAnon-Dist

thus calculates a higher degree of disclosure for Table 1b. �

3 FACTS

We now present FACTS, our framework for easy comparability for anonymiza-
tion research. In this section we give an overview, describe the key concepts, and
say how to implement benchmarks.

3.1 Overview

FACTS is a framework for easy comparison of anonymization approaches. A
core issue when designing FACTS has been to come up with class models of
approaches. Class models are our standardizations of behavior and of processes
in the context of anonymization. In FACTS, researchers provide implementa-
tions of class models, by implementing them against interfaces we, the designers
of FACTS, have specified. Researchers further have to comply with the stan-
dards class models specify for data generation. Users configure benchmarks and
benchmark suites within FACTS that refer to these implementations. Bench-
mark suites bundle all data, i.e., data sets, the implementations of class models,
and experiment results. FACTS stores everything in a central repository. Users
can execute benchmark suites to compare the state of the art with ease. The idea
is that users who are experts of an anonymization sub-domain create benchmark
suites for approaches where a comparison is interesting.

Fig. 1. FACTS – Overview
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3.2 Aspects

FACTS covers four aspects. First, users define benchmark suites, i.e., the speci-
fication which approaches to compare based on which data, parameter settings
etc. Benchmark suites refer to implementations of class models. We have defined
class models as the second aspect, and there are class models of schemes, attacks,
and queries. The third aspect is that FACTS executes these class models and
performs the benchmarking. FACTS stores all results and protocols of executing
benchmark suites in a repository, this is the fourth aspect. See Figure 1.

3.3 Benchmarks

We now describe how to realize benchmarks by means of the four aspects. For
specifics of our implementation in Java, we refer to the documentation on the
FACTS website [1].

Aspect A1: Input In this aspect, a user configures benchmark suites. Stan-
dardized interfaces and data representations ensure that all input plays well
together, e.g., the scheme knows how to access the input data set. Benchmark
suites refer to one or more experiments. An experiment has the following pa-
rameters:
1. An original data set D.
2. A scheme anon, possibly with parameters, referred to as params(anon).
3. An attack attack . It may have parameters, referred to as params(attack).
4. A set of queries Q where each q ∈ Q may have parameters params(q).
5. A measure M.
Users may omit (3) or (4) if the experiment does not make use of attacks or
queries, e.g., experiments on the performance of schemes.
Aspect A2: Class Models Class models let researchers model approaches
with a set of interfaces they need to implement and standardized formats of the
data they need to generate. For example, there is an interface for attacks that
lets researchers make background knowledge explicit, and methods accessing
such background knowledge return it in a format standardized within FACTS.
This for example allows authors of anonymity measures to use the knowledge.
Our evaluation will show that the FACTS interfaces are on the one hand suf-
ficiently generic and, on the other hand, specific enough to make comparisons
indeed easier. Further, FACTS allows to compose complex schemes, attacks,
and queries from so-called operations. Operations can be used individually, or
they can be combined by means of so-called macros. Operations and macros
allow to encapsulate and combine logical operations such as encryption or ran-
domization, to reduce the necessary implementation work.
Aspect A3: Execution This aspect performs the benchmarking, with mea-
surements. FACTS instantiates the implementations of class models of As-
pectA2 with the data of AspectA1. That is, FACTS runs the schemes, attacks,
and queries. Experiments are logged, including time, date of execution, and the
input data set.
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Aspect A4: Data This aspect stores all data, i.e., benchmark suites (A1), the
class models and their implementations (A2), and the measurement results
and execution logs (A3). FACTS stores all data sets and implementations of
approaches for later runs of the same suite. This is transparent to the users;
FACTS takes care of the data storage. For instance, users and researchers do not
need to know the schema of the database or other internals of the framework.
They do not need to concern themselves with logging or with the storage of
implementations. They only have to comply with a few standardizations for
data generation. One example of such a standardization is that a user has to
provide a name for a benchmark suite.

3.4 Illustration

We now exemplarily describe how to implement an anonymity benchmark in
FACTS. Our benchmark lets an adversary attack a copy of the data that has
been anonymized with some scheme one wants to test. The benchmark specifies
a fragment of the original data as background knowledge of the adversary, and
it allows to quantify the effect of various parameters of interest. In the following,
we discuss the implementation of the four aspects of FACTS.

Aspect A1: Input Listing 3 shows how to configure the input of the anonymity
benchmark suite by invoking the respective methods implemented in FACTS.
First, we import the input data from a file (Lines 1-3) and set up up a new
experiment (Line 4-5). We further specify a scheme anon (Line 6) and an
attack attack (Line 8), and link them to the experiment and the benchmark
suite (Lines 7 and 9). Note that anon and attack must have been modeled
in Aspect 2. Finally, we tell FACTS to use the anonymity measure AnonDist
(Line 10). AnonDist implements the distance measure MAnon-Dist, as introduced
in Example 5.

1 CSV csv = new CSV(new File(inputData));
2 Dataset input = csv.importDataset();
3 Datasets original = new Datasets ().add(input);
4 Measurement m = benchmarkSuite.createMeasurement();
5 m.setInputDatasets(original );
6 AnonymityClassModel anon = new anon ();
7 m.setAnonymityClassModelImplementation(anon);
8 AttackClassModel attack = new attack ();
9 m.setAttackClassModelImplementation(attack );

10 m.setMeasure(new AnonDist ());

Listing 3. Configuration of anonymity benchmarks

Aspect A2: Class Models With this aspect, we provide implementations of anon
and attack , which inherit from the FACTS classes AnonymityClassModel and
AttackClassModel. Listing 4 illustrates the implementation of background knowl-
edge, which is part of attack . In our example, we consider the distribution of the
attribute “Disease” of the original data. Thus, backgroundKnowledge (Line 1)
has the original data set as one parameter. We use methods implemented in



128 C. Heidinger et al.

FACTS to count each value of the attribute named “Disease” (Lines 3-6). An-
other FACTS method adds the background knowledge to the framework (Line 7).

1 public void backgroundKnowledge(Dataset original , Dataset anonymized ,
Dataset preconditions , Parameters p, OperationAssembler
knowledgeLogic)

2 {
3 Attribute a = original .getAttribute("Disease ");
4 a.setAggregate(AggregateType.COUNT);
5 a.setGroupByAttribute(true);
6 Dataset knowledge = original .aggregateSelect(a);
7 knowledgeLogic.addOperation(new NullOperation(), knowledge);
8 }

Listing 4. Statistics of original data set as background knowledge

Aspect A3: Execution The third aspect is about running our anonymity bench-
mark (Listing 5). Line 1 runs the scheme anon, which produces the anonymized
data set anon(D). Next, Line 2 executes attack . Finally, Line 3 executes the
anonymity measure. It accesses the values guessed by attack and compares them
to the original values specified during anonymization anon.

1 m.runAnonymization();
2 m.runAttack();
3 m.runMeasure();

Listing 5. Execution of anonymity benchmarks

Aspect A4: Data The final aspect is storing and logging of all classes, models
and test data in a relational database. Since FACTS handles this internally, no
additional code is required.

4 Features and Use Cases

In this section, we describe important features of our framework, namely com-
parability, reproducibility, workability, collaboration, and understandability, to-
gether with respective use cases. These use cases will form the basis of our
evaluation in the next section.

Feature 1 (Comparability). Comparability means quantifying anonymity, data
quality, query accuracy, and performance of approaches. This is to decide which
approach is best for a given real-world problem.

FACTS gives way to comparability by means of benchmarks.

Use Case (Ubenchmark). FACTS lets users define, update, and access bench-
marks for anonymization. For anonymization approaches that are related, e.g.,
approaches that aim for the same protection model, a user creates a benchmark
suite that compares them, together with attacks and queries, under a set of mea-
sures. When a researcher proposes a new attack, users can update benchmark
suites to include it, or create new ones.

Feature 2 (Reproducibility). Reproducibility lets unbiased third parties repeat
and verify experiments.
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Experts in their respective scientific fields have stressed the importance of re-
producibility. For example, [4] states that more research is necessary to get to
good experiment tools. FACTS supports reproducibility use cases such as the
following one:

Use Case (Ucommittee). Authors of a new scheme, attack, or query-processing
technique add an implementation of their approach to the FACTS repository
and to a benchmark suite. They use this benchmark suite to evaluate their
technique. A respective conference committee can later retrieve the benchmark
suite. The committee can rerun measurements without difficulty and award a
reproducibility label.

Feature 3 (Workability). Workability lets one explore effects of modifications
of evaluation parameters.

Workability allows to evaluate if an approach achieves good results solely because
experiment parameters were chosen to its advantage. Parameter values however
may be hidden in an implementation. It can be hard to identify and to vary
them subsequently. FACTS addresses this:

Use Case (Uworkability). Alice is developing a new approach. FACTS requires
Alice to specify the parameters with interfaces she has to implement, be it for an-
onymization, attacks, or queries. Bob now wants to evaluate this new approach.
He retrieves and changes parameters of any benchmark with the approach. To
this end, he can use FACTS methods that we have already implemented. He
does not need to search for parameters in the code. This lets Bob observe how
parameters affect benchmark results with ease.

Feature 4 (Collaboration). Collaboration within the community allows for
faster development of new approaches.

In publications, details such as the concrete data set, initialization or termination
procedures and the values of parameters are not always given [16]. This makes
it hard for researchers to build upon existing work, i.e., when implementing a
new approach by reusing some of the implementation of an existing one.

Use Case (Usharing). FACTS gives way to sharing of operations. Suppose that
researchers have developed a new scheme for SDaaS that protects against ad-
versaries trying to find out the order of tuples. The authors search the FACTS
repository and find an operation which randomizes a data set. It might have
been developed for schemes of Spub originally.

Another use case of collaboration is to let the community assist in solving a task:

Use Case (Uassistance). A user wants to find out if her data set can be anon-
ymized such that her quality criteria are met. The community helps her to find
suitable schemes. For example, suppose that Alice wants to outsource her data
to a SDaaS provider. She wants to know if there exists an anonymization that
allows executing certain queries in under one second on her data set. Alice cre-
ates a benchmark suite with her data set and queries. Other users can retrieve
it and add schemes and query-processing techniques.

Feature 5 (Understandability). Understandability lets the user perceive the
impact of all input parameters of an experiment on the experimental results.
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Given an experimental result such as a diagram, it can be hard to understand
how exactly it has been computed, e.g., why one value is larger than another
one: For example, there may be several (parametrized) schemes and attacks, op-
erating on different background knowledge. FACTS supports understandability
by allowing the user to execute series of anonymization experiments with vary-
ing parameters, by providing logs of intermediate results that one can analyzes
with data-analyitcs tools, and by providing convenience methods to generate
diagrams. A use case for understandability, but also for reproducibility and col-
laboration, is as follows:

Use Case (Udiagram). Researcher Carl is developing a new scheme. He uses
FACTS to implement it and creates a new benchmark suite with performance
experiments. Carl wants to graph anonymization performance, to find settings
where the scheme is slow. His workflow is to implement the scheme, generate
the graph, and to refine the implementation. Our final use case is to simplify
benchmarks for understandability:

Use Case (Usimplify). Tony has a large data set with activities of his waste-
management business. He wants his business associate Silvio to access the data,
but conceal it from the authorities. This is a SDaaS scenario and requires an-
onymization. However, Silvio complains that certain queries are slow. Tony lets
Christopher evaluate which data the problem occurs with. To this end, Christo-
pher gradually reduces the data set size and measures query-execution times.
With FACTS, he can use methods already implemented to retrieve an evalua-
tion data set, to reduce its size, and to start measurements. Christopher observes
that processing is slow if a certain client is in the data set. Tony is now able to
eliminate the problem, once and for all.

Discussion Our evaluation will show that FACTS is general enough to be ap-
plicable to the very different scenarios Spub and SDaaS. Furthermore, FACTS is
directly applicable to many other scenarios where input and output data can be
represented as relations, e.g., association-rule mining of shopping carts, search
histories, location-based services, social networks, or statistical databases. An-
onymization scenarios for continuously changing data, e.g., data streams or in-
crementally updated databases, would require to adapt our interfaces and their
implementations of Aspects A1 and A4. However, generic benchmark function-
ality, e.g., performance measurements, should work as is.

5 Evaluation

We evaluate FACTS by means of an exploratory study. We declare success if
FACTS allows to model state-of-the-art schemes, attacks, and measures, and if
FACTS allows to execute and to compare them by means of benchmark suites.
Further, we seek confirmation that the framework indeed has the features we
have identified earlier.

We have conducted a user study to evaluate how well FACTS realizes repro-
ducibility and collaboration. We reenact the use cases Uassistance and Ucommittee
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with this study. It is based on an instance of Ubenchmark and a benchmark suite,
BDaaS, for scenario SDaaS. We stress however that our main contribution is not
one specific benchmark suite but the idea of a framework to build and share such
suites. Additionally, our technical report [9] includes a benchmark suite Bpub,
the use case Udiagram and an alternative instance of Ubenchmark. Supplementary
evaluation material is available on the project website [1].

We now describe the user study that was realized as an instance of use case
Uassistance and has led to the development of benchmark suite BDaaS. We have
specified three tasks with Uassistance: (1) Anonymize specific data sets in a SDaaS

scenario and produce anonymization output, (2) develop query-processing tech-
niques for each anonymization (cf. Example 2), and (3) attack the anonymization
output of other study participants. In a user experiment, we have let participants
solve these tasks. After the solutions were handed in, we have verified their repro-
ducibility (Ucommittee). We have further compared the different solutions with
performance and anonymity measures (Ubenchmark).

Evaluation Setup. Our experiment consists of three phases where users solve
different tasks with FACTS. After the three phases were completed, we handed
out a user survey regarding FACTS. It is available on our website [1]. We de-
signed the survey with care so as to not enforce positive results with the way
of asking questions. Likert-scale questions did not follow patterns, i.e., positive
answers have been sometimes to the left, sometimes to the right. Further, our
participants answered the survey anonymously, and they knew that we could
not trace negative answers back to them. We now describe the tasks, followed
by a description of the participants, and incentives. Our three tasks are:

Task 1. Folksonomies [14] let users annotate digital objects with free-text la-
bels. For example, with Last.fm, users annotate music, with Flickr photos.
Folksonomies contain data that is sensitive regarding privacy. A user study [5]
confirms that users see a significant benefit in being able to control who is
allowed to see which data. Schemes let users only access data when the data
creators have given the respective authorization. Thus, the first task is to de-
velop schemes for CiteULike folksonomies of varying size.
Task 2. Users issue queries against folksonomies for various reasons, e.g., per-
sonal organization or communication with other users. We have identified seven
types of common folksonomy queries [8]. For example, one type of query is “re-
trieve all tags applied to a specific object”. BDaaS includes parameters suitable
for each of these seven query types for each CiteULike folksonomy data set. To
continue the example, BDaaS computes the most frequent object as one of the
query parameters for each data set. This is because the most frequent object
results in a large query result and thus a long query-processing time. This is an
interesting extreme case that should be included in a meaningful benchmark.
Thus, the second task is to develop fast processing techniques for each query
type given and its parameters.
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Task 3. The frequency of attribute values in folksonomies follows a power-law
distribution. With improper anonymization, this leaves room for statistical at-
tacks [6]. BDaaS specifies as the adversary model someone with statistical back-
ground knowledge. BDaaS computes this knowledge from the original data sets
and makes the frequency of values of each attribute of the original data set
available to an adversary. Thus, the third task of BDaaS is develop attacks
against the schemes developed in Task 1, given this adversary model.

Participants. We have let 19 students of computer science solve the tasks.
We divided the students into four groups where three groups had five members
and one group had four members. We instructed them in the fundamentals of
(i) database anonymization, (ii) query processing on anonymized data, and (iii)
statistical attacks. To test their understanding regarding (i) to (iii), we issued
assignments to them. Two of originally 21 students did not pass them, and we
did not let them participate in the subsequent evaluation.

Incentives. The participants joined the experiment as part of a practical course.
Their main incentive for participation was to pass the course. To do so, partici-
pants had to earn points. Completion of the three tasks (i)-(iii) had earned them
points. We had issued bonus points if participants committed their implemen-
tations of FACTS class models to the repository, or if they had developed and
shared FACTS operations.

Results

Comparability with BDaaS One outcome of the study has been the FACTS bench-
mark suite BDaaS. We have imported the data set, queries, and adversary model
(along with the data representing statistical background knowledge) from a pre-
vious research project of ours [8] into FACTS. BDaaS thus allows us to compare
the approaches of students in an evaluation setup actually used in research. We
have observed that FACTS allows us, the conductors of the study, to compare
approaches with ease. We justify this claim in different ways. (1) The final result
of queries on the anonymization output does always equal that of the queries
on the respective original data set, for all approaches by different participants.
(2) The same set of queries executes for each approach. In the past years, we
had lectured this practical course without FACTS. There have been many com-
parison tasks that were cumbersome without the standardizations. Participants
had submitted query-processing techniques that returned fewer result tuples,
and they had used other query parameters than what we had specified. With
FACTS, (1) its benchmarking checks correctness of results, and (2) always runs
the same queries.

Reproducibility with BDaaS We evaluate reproducibility by letting participants
upload solutions and then letting them rerun them.

Our first indicator for reproducibility is if participants are able to execute ap-
proaches without errors. We say that schemes are without error if they produce
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an anonymization output. We say that query-execution techniques are without
error if they terminate, and if they compute the correct result for all queries.
We say that attacks are without error if they write their guesses for original
values for each anonymized cell in the proper place for FACTS, and anonymity
measures compute. A scheme writing only zeros to all cells would thus be error-
free, but query execution based on it would fail. To evaluate if participants were
able to reproduce the results of approaches by other participants, we have asked
respective questions in the survey about the total number of schemes, queries,
and attacks that participants had executed, and for how many of them partici-
pants have observed no errors. By means of answers to these questions, we have
calculated the share of error-free executions, cf. Table 2. Our apriori expecta-
tions have been that the values are close to our measurements. The numbers
reflect that one group has had errors with queries and attacks with our bench-
mark runs. The values calculated with the survey are lower, but relatively close
to ours. We conclude from these observations that FACTS allows users to run
approaches from the FACTS repository without difficulty and that FACTS stan-
dardizations allow to observe implementation errors that would be in the way
of (fair) comparisons and reproducibility otherwise.

Table 2. Reproducibility: Error-Free Executions

Approach Study Answers Our Measurements
Schemes 85 % 100 %
Query-Processing
Techniques

68 % 75 %

Attacks 61 % 75 %

Our second indicator for reproducibility is if measurement values from several
experiment runs on varying platforms lead to similar results. To do this com-
parison, we could rely on our execution of BDaaS and the executions of BDaaS by
each group. We did observe similar results. For example, all performance mea-
surements have had Group 4 as the fastest before Group 1 and Group 3 and have
reported errors for Group 2. Results are not identical however because execution
times depend on the computational power of clients.

We state that there is reproducibility with three of four groups (Ucommittee)
because we were able to execute all of their approaches without error, and our
measurement results were similar to theirs. We thus see strong indications that
FACTS does allow for reproducibility.

Collaboration with BDaaS. To evaluate the collaboration feature, we have asked
respective questions in the survey. In a nutshell, users deem that the concept
to collaborate with anonymization operations through the FACTS repository is
useful. Our complementary technical report provides more details, also on other
aspects of our evaluation.
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6 Conclusions

Nowadays, a broad variety of anonymization approaches exists. We observe that
requirements, goals, adversary models, implementations, or evaluation parame-
ters are publicly available only for a few of them. It is very difficult to answer
which approach is best regarding anonymity, data quality, query accuracy, and
performance. To deal with this situation, we have proposed a framework, FACTS,
that allows to compare anonymization approaches with ease. Researchers can im-
plement their approaches within FACTS against so-called class models. We have
systematically devised interfaces of class models that ease comparing and bench-
marking approaches. Besides comparability, FACTS has other useful features,
e.g., to support researchers in the documentation and presentation of experi-
ment results. Our evaluation shows that FACTS allows to define comprehensive
benchmark suites for anonymization scenarios, and that it addresses user needs
well. Our vision is that FACTS will give way to a higher degree of comparability
within the research area.
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Abstract. Cloud sourcing consists of outsourcing data, services and in-
frastructure to cloud providers. Even when this outsourcing model brings
advantages to cloud customers, new threats also arise as sensitive data
and critical IT services are beyond customers’ control. When an orga-
nization considers moving to the cloud, IT decision makers must select
a cloud provider and must decide which parts of the organization will
be outsourced and to which extent. This paper proposes a methodology
that allows decision makers to evaluate their trust in cloud providers.
The methodology provides a systematic way to elicit knowledge about
cloud providers, quantify their trust factors and aggregate them into trust
values that can assist the decision-making process. The trust model that
we propose is based on trust intervals, which allow capturing uncertainty
during the evaluation, and we define an operator for aggregating these
trust intervals. The methodology is applied to an eHealth scenario.

Keywords: trust, cloud computing, decision making, security, domain
knowledge elicitation.

1 Introduction

There is an increasing trend to outsource IT services and infrastructures to
the cloud [1]. This model, also called cloud sourcing1, is replacing traditional
outsourcing engagements due to its advantages [2]. These include the provision
of elastic IT resources and cost savings as a result of reduced operational costs
for complex IT processes [3].
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Security and trust are significant barriers for the adoption of clouds in compa-
nies [4]. Lack of trust in cloud providers lies within the nature of clouds: storage
and management of critical data, and execution of sensitive IT processes are per-
formed beyond the customers control. As a consequence, new security threats
arise2,3, and IT decision makers must balance the advantages and these threats
before making decisions. These decisions range from selecting a cloud provider
to determining how much data or which part of the infrastructure moving to the
cloud.

Trust includes the expectation that we hold on another party regarding the out-
come of an interaction with that party. Even when there is not any agreed defini-
tion for trust, it is generally accepted that it can help in decision-making processes
in the absence of complete information [5,6]. Given that information about cloud
providers, due to internal policy or strategic reasons,may be uncertain and incom-
plete, trust can enhance the cloud sourcing decision-making process.

We present a methodology that evaluates trust in cloud providers and that can
help IT decision makers to make more informed decisions during the outsourcing
process. The methodology provides a systematic way to gather knowledge about
cloud providers and to exploit this knowledge in order to yield trust values
that can be used as inputs to the decision-making process. The methodology
pinpoints which aspects of the providers should be analysed, indicators that
decision makers can use to quantify these aspects, and how these quantifications
can be aggregated into trust values. We use trust intervals in order to quantify
trust and we define a summation operator to aggregate trust intervals. The
methodology constitutes a guide that decision makers can follow to evaluate
their trust in cloud providers under several dimensions or viewpoints.

The paper is structured as follows. Related work is discussed in Section 2.
We explain the methodology in Section 3, whereas in Section 4 we present its
application to an eHealth scenario. We discuss some aspects of the methodology
in Section 5 and we conclude the paper in Section 6, where we also outline some
directions for future research.

We present an extended version of this paper in a technical report, which is
available for the interested reader4.

2 Related Work

Cloud provider evaluation is a necessary step for cloud sourcing decision-making,
but clouds can be evaluated under different angles, including performance [7],
scalability [8], accountability [9] and transparency [10].

The impact of trust for cloud adoption and some trust-related factors that
influence users when selecting cloud providers have been identified in previous

2 http://www.infoworld.com/d/security-central/

gartner-seven-cloud-computing-security-risks-853
3 Top Threats to Cloud Computing V1.0,
https://cloudsecurityalliance.org/topthreats/csathreats.v1.0.pdf

4 Technical report: http://www.uml4pf.org/publications/trust.pdf

http://www.infoworld.com/d/security-central/gartner-seven-cloud-computing-security-risks-853
http://www.infoworld.com/d/security-central/gartner-seven-cloud-computing-security-risks-853
https://cloudsecurityalliance.org/topthreats/csathreats.v1.0.pdf
http://www.uml4pf.org/publications/trust.pdf
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works [11][12]. In this direction, Sarwar et al. [13] review several works that elicit
relevant trust aspects in the cloud. Ahmad et al. [14] argue that trust in the cloud
must be built upon a deep knowledge about the cloud computing paradigm and
the provider.

In many works, trust depends on the verification of Service Level Agreements
(SLAs) [15] or the measurement of Quality of Service (QoS) attributes [16]. How-
ever, these works are usually focused on cloud services evaluation and selection
rather than on the cloud providers themselves.

Pavlidis et al. [17] propose a process for trustworthy selection of cloud
providers. This selection is based on how well the cloud provider fulfils the cus-
tomer’s security and privacy requirements. It also aims to reduce uncertainty by
justifying trust relationships and by making trust assumptions explicit. Com-
pared to our approach, we consider other aspects of the cloud providers and we
use trust intervals instead of probabilities and weights.

Supriya et al. [18] propose a fuzzy trust model to evaluate cloud service
providers that uses the attributes defined by the Service Measurement index
(SMI) [19]. Examples of these attributes are assurance, performance and secu-
rity. Even though uncertainty is embedded in the fuzzy engine, the authors do
not provide guidelines on quantifying the attributes or on eliciting cloud knowl-
edge. Qu et al. [20] introduce customers’ feedback in the evaluation, although this
evaluation is focused on cloud service selection, rather than on cloud provider
selection.

As a conclusion from our literature review, trust has already been incorporated
in the evaluation of clouds. However, in most cases, the purpose of this evaluation
is service selection, rather than cloud provider selection. Most contributions are
also focused on the metrics rather than on a concrete methodology to gather
and quantify all the information. Uncertainty or subjectivity, which are intrinsic
to the notion of trust, are usually laid aside. This paper aims to fill these gaps.
The existing literature provides valuable information about the aspects of cloud
providers that are usually considered by cloud customers before moving to the
cloud, and our approach builds upon this knowledge.

3 Trust-Aware Methodology for Decision Making

In this section, we present a methodology to evaluate trust in cloud providers.
A high-level overview of the methodology is depicted in Figure 1. The first step
consists of gathering knowledge about the cloud provider. Next, we elicit and
quantify a set of trust factors about the provider’s stakeholders and about the
cloud provider as a whole. In parallel, we specify trust thresholds that are based
on the scenario requirements. These thresholds are minimum trust values that we
expect for a given scenario. In the following step, the factors are aggregated into
three dimensions or viewpoints: a stakeholder dimension, a threat dimension, and
a general dimension. In order to perform the aggregation, we define a summation
operator. Finally, the information is graphically visualized.

Next sections discuss each step in detail.
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Fig. 1. Overview of the Methodology

3.1 Domain Knowledge Elicitation

The goal of this step is to gather knowledge about the cloud provider and the
cloud domain. We propose context-pattern for a structured domain knowledge
elicitation [21]. These patterns contain a graphical pattern and templates with el-
ements that require consideration for a specific context. In addition, our context-
pattern contains a method for eliciting domain knowledge using the graphical
pattern and templates. For this work we use a specific context pattern, the so-
called cloud system analysis pattern [22,23]. It describes stakeholders and other
systems that interact with the Cloud, i.e. they are connected to the cloud by
associations. For example, the cloud provider offers its resources to cloud cus-
tomers as Services, i.e., IaaS, PaaS, or SaaS. However, it is also possible to use
other methods for structured domain knowledge elicitation during this step of
our method such as the one proposed in [24]. Once we have gathered general
knowledge about the provider, we focus on the trust factors in the next step.

3.2 Trust Factors Quantification

The goal of this step is to quantify the factors that are used to evaluate trust.
Factors are aspects and non-functional requirements that may influence a trust
decision.

The Stakeholder Trust Template (STT) in Table 1 is a modification over
the original stakeholder template [21], and identifies the trust factors that we
consider for each stakeholder. In Table 2 we present an excerpt of the Cloud
Provider Trust Template (CPTT)5, which identifies the trust factors that we
consider for the cloud provider. In each table, the first two columns show the
name of the factor and its meaning respectively, whereas the last column provides
hints for quantifying the factors.

Quantification in our methodology entails providing two values for each factor:
the factor value itself and a confidence value. The latter refers to the confidence

5 The complete table is in the Technical Report:
http://www.uml4pf.org/publications/trust.pdf

http://www.uml4pf.org/publications/trust.pdf
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that the factor value is accurate. The role of this value is to make explicit the
uncertainty derived from having partial and subjective information.

For the quantification of each factor and confidence value, we decide to use
only integer numbers from 0 to 3. More justification on this decision and on the
trust engine6 in general is provided in Section 5.

In our methodology, threats are sub-factors of two trust factors: direct inter-
action and 3rd party referrals. The former refers to information about threats
derived from previous direct experience with the cloud provider, whereas the lat-
ter requires asking external organizations for this information. We use the threats
identified by the Cloud Security Alliance7, which summarize the experience of a
large industrial consortium in the field of cloud computing.

Once we have a factor value and its corresponding confidence value, we cal-
culate a trust interval for each factor, as explained in the next definition.

Definition 1 (Trust Interval). Let v and c be a factor value and its corre-
sponding confidence value, respectively. These values are integer numbers between

0 and 3. We form the trust interval as: TI = [
vc

3
,
vc

3
+ (3− c)].

This interval is in the domain of the real numbers. 0 and 3 are lower and upper
bounds of the interval, respectively. For the rationale of this definition we refer
the reader to the contribution by Shakeri et al. [25]. Given that we use integer
values, there is a finite set of possible intervals during quantification. For exam-
ple, when the factor value is 2 and the confidence value is 1, the resulting trust

interval is [
2

3
,
8

3
]. Note that when c = 0, we have the maximum uncertainty, that

is, the interval is [0, 3] and has the maximum width. When c = 3, uncertainty is
minimum, that is, the interval width is zero because we know the trust value.

Table 1. Stakeholder Trust Template

Direct Inter-
action

Evaluation of previous direct interaction
with the stakeholder.

Analyse the number of incidents and over-
all satisfaction with the stakeholder in the
past.

3rd Parties
referrals

Referrals from 3rd parties regarding inter-
actions with the stakeholder.

Ask other organisations about their gen-
eral satisfaction with the stakeholder.

Knowledge Stakeholder knowledge on its task. Check number of years of experience and
whether the stakeholder has any certifica-
tion.

Willingness Willingness of the stakeholder to perform
the task.

Take into account the aforementioned fac-
tors; research on the motivations of the
stakeholder (e.g. bonuses); check how long
it takes him to finish his task.

Before proceeding to the aggregation of the trust intervals, decision makers
define trust thresholds as explained in the next section.

6 A trust engine is a set of rules or mathematical functions that yield trust values.
7 Threats are listed in the Technical Report:
http://www.uml4pf.org/publications/trust.pdf

http://www.uml4pf.org/publications/trust.pdf
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Table 2. Excerpt of the Cloud Provider Trust Template

SLA and Contracts Quality of SLAs and signed contracts that
express the conditions and liabilities re-
garding the service offered by the cloud
provider.

Check if there was some abuse of the con-
tract or SLAs.

Security Provider’s concern and actions on secu-
rity.

Check whether the cloud provider partic-
ipates in cloud standards bodies such as
CloudAudit, Open Cloud Computing In-
terface, CSA and ENISA. Does the cloud
provider perform security assessment?

Transparency Transparency of the provider. How difficult is to retrieve data from the
cloud provider? Does it publish its privacy
and security policies?

Direct interaction Own experience in the interaction with
the cloud provider.

Evaluate direct experience against
threats.

3rd parties referrals Referrals from 3rd parties regarding inter-
actions with the cloud provider.

Evaluate 3rd parties referrals against
threats.

3.3 Trust Thresholds Definition

This step, which is performed in parallel with the quantification step, defines
trust thresholds according to the scenario requirements. These thresholds repre-
sents the minimum trust that decision makers expect for each trust factor. The
goal is to have a yardstick that can be used to check whether cloud providers
meet our trust expectations.

For each trust factor, the decision maker assigns an expected factor value
and a confidence value. In this case, the confidence value expresses how sure the
decision maker is about the need to expect the corresponding factor value. As
in the quantification step, for each factor, a trust interval is derived from these
values by using Definition 1.

3.4 Trust Aggregation

During the previous steps we have calculated trust intervals for different fac-
tors of stakeholders and cloud providers. This step reduces the number of trust
intervals by aggregating them.

Before defining the operator that performs the aggregations, we need another
definition.

Definition 2 (Interval Accuracy). Given a trust interval [a, b], we define the
interval accuracy as IA = 3− w, where w = b− a is the width of the interval.

The maximum possible width of a trust interval is 3 (see Definition 1). When the
width is maximum, the interval accuracy is 0 because uncertainty is maximum.
On the other hand, when the width of a trust interval is 0, the interval accuracy
is 3 because uncertainty is minimum.

Next we define a summation operator that aggregates trust intervals.
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Definition 3 (Summation Operator). Given two trust intervals [a, b] and
[c, d], where a 	= c or b 	= d, we define the summation operator ⊕ as [a, b]⊕[c, d] =

[e, f ] where [e, f ] is a new trust interval that can be obtained as: e =
IA1a+ IA2c

IA1 + IA2

and f =
IA1b+ IA2d

IA1 + IA2
. IA1 and IA2 are the interval accuracy of [a, b] and [c, d],

respectively. If a = c and b = d, then [a, b]⊕ [c, d] = [a, b] = [c, d].

The resulting interval after a summation is somewhere in between the two source
intervals. The uncertainty, represented by the interval accuracy, determines how
close e is to a or c, and how close f is to b or d. This is why we weight a, b, c
and d by the interval accuracy. The higher the interval accuracy, the more the
values of the corresponding interval contributes. Note that the operator has an
identity element: [0, 3]. This makes sense as this interval expresses the maximum
uncertainty and does not add any knowledge to the trust value.

In order to present meaningful trust information, we suggest performing three
aggregations that correspond to three dimensions or viewpoints: the stakeholders
dimension, the threats dimension and the general dimension. Next subsections
explain each of them.

Stakeholders Dimension. This dimension illustrates the level of trust in the
cloud provider according to the stakeholders working in it. This aggregation is
performed by summing all the intervals of all the factors for each stakeholder,
and then summing the resulting intervals for all the stakeholders.

Threats Dimension. This dimension shows the amount of trust in the cloud
provider according to the threats defined by the Cloud Security Alliance (CSA)3.
For each threat, we aggregate the trust intervals of the direct interaction and
3rd party referrals factors.

We believe that having independent trust intervals for each threat is conve-
nient, instead of aggregating all the different threats together, because decision
makers can make more fine-grained decisions. For example, if the trust interval
is low for the threat Data Loss & Leakage, the decision maker can decide not to
move the customers data of the organisation to the cloud provider. However, if
trust intervals of the other threats for the same cloud provider are high, some
services or infrastructures could be outsourced to that cloud provider. If we ag-
gregated all the threats into a unique trust interval, we would lose this valuable
information.

General Dimension. This dimension depicts trust in the cloud provider with re-
gards to the rest of trust factors that are not threats, including Security, Trans-
parency and Accountability.
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After the trust aggregation step, there are ten trust intervals for a cloud
provider: one for the stakeholders dimension, eight for the threats dimension
(i.e. one for each threat) and one in the general dimension.

3.5 Trust Information Visualization

The last step consists of plotting the trust intervals for each dimension for com-
parison purposes and decision making.

In the Y-axis, we represent possible trust values, whereas in the X-axis we
represent the three dimensions. For each dimension, we draw a line from the lower
bound to the upper bound of its trust intervals. This arrangement allows fast
comparison between providers in each dimension. Likewise, it allows comparing
the trust intervals with the trust thresholds.

This is better illustrated in the next section, where we apply the methodology
to an eHealth scenario.

4 Evaluation in an eHealth Case Study

In this section we present an application of our methodology to a case study
provided by the EU project NESSoS8. The scenario concerns managing Elec-
tronic Health Records (EHRs) in clouds. EHRs contain any information created
by health care professionals in the context of the care of a patient. Examples are
laboratory reports, X-ray images, and data from monitoring equipment.

Security concerns in this scenario include the confidentiality and integrity of
EHRs during communication and storage; data separation of EHRs and other
data of the eHealth applications; availability of EHRs; availability of network
connection; and data origin authentication. Some of these concerns, like confi-
dentiality and integrity, require authentication mechanisms.

Given these security concerns, the CSA threats that become more relevant are
the following: Insecure Interfaces and APIs (Threat 2), because these are essen-
tial for security functionalities like authentication; Malicious Insiders (Threat
3), because they could steal EHRs and use them for blackmailing or similar
criminal activities. Shared Technology (Threat 4) and, specially, Data Loss &
Leakage (Threat 5), can lead to a loss of confidentiality of EHRs or data sepa-
ration. Account or Service Hijacking (Threat 6) leads to bypass authentication
controls, including those for data origin authentication; Unknown Risk Profile
(Threat 7) and Unknown Causes (Threat 8)9 can also have a negative effect on
all the security concerns.

For this scenario, we consider the following cloud vendors: Amazon, Apple,
Microsoft and Google. For space limitations, we lay stakeholders evaluation aside
and we focus on evaluating trust in the threat and general dimensions. Next
subsections include each step in our methodology.

8 The NESSoS project: http://www.nessos-project.eu
9 Note that the original CSA Top Threats are just 7, but the CSA documented cloud
security incident referenced numerous incidents that cannot be categorized because
of a lack of information. This lead us to adding an additional threat.

http://www.nessos-project.eu
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Trust Factor Quantification and Thresholds Definition Threats quantification is
based on a data set from CSA, which mapped 11 491 cloud security incidents to
these threats10.

As explained before, for each trust factor (including the threats), we assign
a factor value and a confidence value. For example, in the case of Threat 1
for Amazon, we assigned factor value 0 and confidence value 2. The rationale,
which must also be included as part of the analysis, is that we found three
incidents on record and one that had a significant amount of user accounts
affected. As another example, for Security trust factor in Microsoft, we assigned
factor value 3 and confidence value 2. The rationale is that Microsoft considers
some certifications (e.g. ISO 27001) and complies with the CSA control matrix
and FedRAMP. Applying Definition 1, we obtain the trust interval [0, 1] for the
first example, and [2, 3] for the second example11.

In parallel and based on the security requirements of the scenario, we define
minimum trust values for each trust factor. These thresholds, already aggregated
in the threat and general dimensions, are presented in Table 4.

Trust Aggregation We aggregate the trust intervals of every factor for a given
cloud provider. As an example, consider the following: Apple has trust interval
[0, 2] for Security and [0.33, 2.33] for transparency. We use the operator in Def-
inition 3 to aggregate these intervals. The resulting interval is [0.17, 2.17]. We
would now aggregate this trust interval with the one corresponding to Account-
ability and Auditing, and so forth, until we reach a final trust interval in the
general dimension. The resulting trust interval in the general dimension for each
cloud provider is shown in Table 3.

Table 3. Trust Intervals for Cloud Providers

Threat 1 Threat 2 Threat 3 Threat 4 Threat 5 Threat 6 Threat 7 Threat 8 General

A
m
a
z
o
n

[0,1] [0.67,1.67] [0,3] [0.33,2.33] [1.33,2.33] [0,3] [0.33,2.33] [0,1] [0.34,1.86]

A
p
p
le

[0.67,1.67] [0,1] [0,0] [0.33,2.33] [1.33,2.33] [0.33,2.33] [0.67,1.67] [0.67,2.67] [0.02, 2.02]

M
ic
ro

so
ft

[2,3] [0.33,2.33] [1.33,2.33] [0.67,2.67] [0.67,1.67] [0.67,1.67] [1.33,2.33] [0,1] [0.8, 2.25]

G
o
o
g
le

[1.33,2.33] [0,1] [0.33,2.33] [1.33,2.33] [0,1] [0.33,2.33] [0.33,2.33] [0,1] [0.53, 2.39]

10 Documented Cloud Security Incidents: https://cloudsecurityalliance.org/
download/cloud-computing-vulnerability-incidents-a-statistical-overview/

11 The Technical Report shows the whole quantification for one of the considered cloud
providers: http://www.uml4pf.org/publications/trust.pdf

https://cloudsecurityalliance.org/download/cloud-computing-vulnerability-incidents-a-statistical-overview/
https://cloudsecurityalliance.org/download/cloud-computing-vulnerability-incidents-a-statistical-overview/
http://www.uml4pf.org/publications/trust.pdf


Trust-Aware Decision-Making Methodology for Cloud Sourcing 145

Table 4. Trust Thresholds

Threat 1 Threat 2 Threat 3 Threat 4 Threat 5 Threat 6 Threat 7 Threat 8 General

[1.0,1.0] [0.67,2.67] [0.33,2.33] [2.0,2.0] [2.0,2.0] [0.67,2.67] [0.33,2.33] [0.33,2.33] [0.67,2.67]

    1        2       3       4        5       6      7      8     9

    1        2       3       4        5       6      7      8     9

    1        2       3       4        5       6      7      8     9

    1        2       3       4        5       6      7      8     9

Note that the x-Axsis legend abbreviates Threat 1 to Threat 8 with just the values from 1 to 8. General dimension is value 9

Fig. 2. Contrasting Trust Thresholds and Trust Intervals

We assume that we have no direct previous experience with the providers.
Therefore, there is no need to aggregate trust intervals in the threat dimension,
which this time only considers information from 3rd party referrals, in this case,
from CSA. Trust intervals for each threat and cloud provider are presented in
Table 3. Note that due to space limitations, we laid the stakeholder dimension
aside.

Trust Visualization. Figure 2 allows comparing the trust intervals with the trust
thresholds12.

As a conclusion, we see in Figure 2 that no cloud provider upholds all trust
thresholds. However, at this point, we can say that Amazon violated ”only”
the trust thresholds for threats 2 and 8. Google violates the trusts thresholds
for threat 5 significantly and threats 2, 4, and 6 just slightly. Microsoft has
significant trust threshold violations for threats 4 and 5, while threats 2, 4 and 5
are just violated. Apple has significant misses for threats 2 and 3, while threats
6, 7 and 8 have just minor violations of the threshold. The cloud provider that

12 Other interesting figures, including a comparison of cloud providers, are depicted in
the Technical Report: http://www.uml4pf.org/publications/trust.pdf.

http://www.uml4pf.org/publications/trust.pdf
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best meets the trust expectations in the general dimension is Microsoft, followed
by Google. To sum up, our analysis would lead us to either not pursue any cloud
provider for our scenario at this time and repeat the analysis later, or to confront
the cloud providers with the results and ask for a detailed justifications for their
security mechanisms, especially regarding threats 2 and 8. Once the decision
maker has more information, he may improve the trust and confidence values.

5 Discussion

There are many trust and reputation engines in the literature [26]. Given that
this methodology is aimed at decision makers, who do not necessarily have much
technical background, a requirement for our trust engine was its simplicity. As
explained in Section 3, the engine that we present in this work uses trust intervals
to represent trust information. There are other engines that are easier to use,
such as summation or average engines. However, they present two main problems.
First, they usually require weighting the attributes, and selecting weights is
difficult. Second, they lack the capability to represent uncertainty, which is a
concept highly coupled to the notion of trust. We believe that trust intervals
present a good trade-off between simplicity and expressiveness.

Best practices in risk assessment indicate that practitioners should set an even
number of choices since users tend to choose the middle value in odd numbered
scales [27]. This is why we quantify each trust factor with 4 possible values (i.e.
from 0 to 3). We think that 2 would give too few flexibility, whereas more than
4 would be confusing.

A disadvantage of our methodology is that it relies on data that in many cases
may not be accessible or available. Cloud providers may be reluctant to provide
certain information and it might not be straightforward to gather knowledge
about the stakeholders of a cloud provider.

Another source of imprecision is subjectivity. By definition, trust is subjective
and therefore some of the information that the methodology requires may have
a subjectivity bias. The results of the trust evaluation may not be completely
accurate, but we advocate that even minimal or partially subjective information
is better than blind decision-making. In order to avoid strong subjectivity bias,
it is important to state the rationale for each factor quantification.

Subjectivity draws a line between trust and trustworthiness. Having a trust-
worthiness value would help in determining trust. Whereas trust usually depends
on subjective information and may change among trustors, trustworthiness is an
objective measure of many different qualities. The ideal situation occurs when
trust in a trustee matches the trustworthiness of that trustee [28]. This is the
reason why we claim that we are evaluating trust and not trustworthiness.

6 Conclusion and Future Work

We have proposed a methodology that allows IT decision makers to evaluate
their trust in cloud providers. We have applied this methodology to an eHealth
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scenario, where an organization (e.g. a hospital) is planning to outsource the
management and storage of EHRs to the Cloud.

In order to perform the evaluation, we have chosen four real cloud providers:
Amazon, Apple, Microsoft and Google. We have retrieved information from two
main sources: the Cloud Security Alliance and the providers’ web pages. The
former is a valuable source of information about security incidents, which is
indispensable for evaluating trust in the threat dimension. The latter allowed
us to determine more general information about the providers, such as their
compliance to security or privacy standards. However, we noticed that in general
it is hard to find information about cloud providers. Often we had to browse
through several sub-sites in order to find meaningful information. Due to these
issues, our analysis is most likely done on incomplete information. It is also
important to point out that some factors are susceptible to subjective evaluation
and that we have not considered the stakeholders dimension or direct experience
information.

As future work, we plan to study how to evaluate a cloud provider’s repu-
tation, which can provide a valuable input for trust evaluation. We also intend
to retrieve information about cloud stakeholders in order to perform a compre-
hensive empirical study. We would like to study the impact of small changes to
different trust factors in the final results. Finally, we plan to provide tool support
for the proposed methodology.

References

1. Neovise Research Report: Use of Public, Private and Hybrid Cloud Computing
(2013)

2. Martorelli, W., Andrews, C., Mauro, S.P.: Cloud Computing’s Impact on Out-
sourcing Contracts (January 2012)

3. Mell, P., Grance, T.: The NIST Definition of Cloud Computing. Working Paper of
the National Institute of Standards and Technology (NIST) (2009)

4. Ponemon Institute Research Report: Security of Cloud Computing Users Study.
Technical report, Ponemon Institute, sponsored by CA Technologies (March 2013)

5. Yan, Z., Holtmanns, S.: Trust Modeling and Management: from Social Trust to
Digital Trust. Computer Security, Privacy and Politics: Current Issues, Challenges
and Solutions (January 2008)

6. Griffiths, N.: A Fuzzy Approach to Reasoning with Trust, Distrust and Insufficient
Trust. In: Klusch, M., Rovatsos, M., Payne, T.R. (eds.) CIA 2006. LNCS (LNAI),
vol. 4149, pp. 360–374. Springer, Heidelberg (2006)

7. Bubak, M., Kasztelnik, M., Malawski, M., Meizner, J., Nowakowski, P., Varma,
S.: Evaluation of Cloud Providers for VPH Applications. In: CCGrid2013 - 13th
IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing
(May 2013)

8. Gao, J., Pattabhiraman, P., Bai, X., Tsai, W.T.: SaaS performance and scalability
evaluation in clouds. In: 2013 IEEE Seventh International Symposium on Service-
Oriented System Engineering, pp. 61–71 (2011)



148 F. Moyano, K. Beckers, and C. Fernandez-Gago
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Abstract. Software Product Line Engineering (SPLE) is an approach to systemat-
ically reuse software-related artifacts among different, yet similar, software prod-
ucts. Previewing requirements as drivers of different development methods and 
activities, several studies have suggested using requirements specifications to 
identify and analyze commonality and variability of software products. These stu-
dies mainly employ semantic text similarity techniques. As a result, they might  
be limited in their ability to analyze the variability of the expected behaviors of 
software systems as perceived from an external point of view. Such a view is im-
portant when reaching different reuse decisions. In this paper we propose to intro-
duce considerations which reflect the behavior of software products as manifested 
in requirement statements. To model these behavioral aspects of software re-
quirements we use terms adapted from Bunge’s ontological model. The suggested 
approach automatically extracts the initial state, external events, and final state of 
software behavior. Then, variability is analyzed based on that view. 

Keywords: Software Product Line Engineering, Variability analysis,  
Requirements Specifications, Ontology. 

1 Introduction 

Software Product Line Engineering (SPLE) is an approach to systematically reuse 
software-related artifacts among different, yet similar, software products [ 6], [ 19]. 
Reuse of artifacts, such as requirements specifications, design documents and code, 
often results in the creation of a myriad of variants. Managing such a variety of arti-
facts’ variants is a significant challenge. Thus, SPLE promotes the definition and 
management of software product lines (SPLs), which are families of similar software 
systems, termed software products. An important aspect of SPLE is managing  
the variability that exists between the members of the same SPL. In this context,  
variability is defined as “the ability of an asset to be efficiently extended, changed, 
customized, or configured for use in a particular context” [ 10].   

In SPLE, different artifacts need to be managed. Of those, requirements manage-
ment is of special interest due to several reasons. First, requirements represent the 
expectations of different stakeholders from the requested system. These stakeholders 
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include users and customers and not just developers. Second, requirements are the 
drivers of other development activities, including analysis, design, implementation, 
and testing. Finally, requirements are relevant to many development methods, includ-
ing agile ones (through concepts such as user stories).  

Several studies have suggested using requirements specifications in order to identi-
fy and analyze commonality and variability of software products. In these studies, 
requirements are operationalized or realized by features, and variability is usually 
represented as feature diagrams, the main aid for representing and managing variabili-
ty in SPLE [ 5], [ 11]. The current studies commonly apply only semantic similarity 
metrics, that is, seek similarities of terminology, in order to identify common features, 
create feature diagrams, and analyze the variability of the resultant feature diagrams. 
As we will show via examples, using only semantic considerations might limit the 
ability to analyze the variability of the expected behaviors of software systems as 
perceived from an external point of view of a user or a customer. Such a view is im-
portant for reaching different reuse decisions, e.g., when conducting feasibility stu-
dies, estimating software development efforts, or adopting SPLE. In addition, current 
variability analysis methods take into account intermediate outcomes of the behavior 
that may not matter to external stakeholders, such as users and customers. For exam-
ple, a system may intermediately keep information in case a transaction fails, but this 
would be of no interest when the behavior ends successfully. Hence, when analyzing 
variability of software products, we aim at minimizing the impact of intermediate 
outcomes which cannot be used for (and might confound) comparing the products 
from an external point of view. 

In this work we propose to overcome the shortcomings of pure semantic-based va-
riability analysis by combining semantic similarity with similarity of software beha-
vior as manifested in requirement statements. To compare software behavior we apply 
an ontological view of dynamic aspects of systems which we proposed in earlier work 
[ 20], [ 21]. For a given requirement, we consider the behavior it represents in the ap-
plication (“business”) domain. Taking an external point of view, behavior is described 
in terms of the initial state of the system before the behavior occurs, the external 
events that trigger the behavior, and the final state of the system after the behavior 
occurs. We use semantic metrics to evaluate the similarity of related behavioral ele-
ments and use this similarity to analyze variability. 

The rest of this paper is structured as follows. Section 2 reviews related work, ex-
emplifying limitations of current approaches. Section 3 briefly provides the ontologi-
cal background and our framework for classifying software variability. Section 4 
introduces the ontological approach to variability analysis and demonstrates its appli-
cability. Section 5 presents preliminary results and discusses advantages and limita-
tions. Finally, Section 6 summaries the work and presents future research directions. 

2 Related Work 

As mentioned above, the main approach to variability analysis in SPLE is semantic – 
based on text similarity measures. Semantic text similarity measures are commonly 
classified as knowledge-based or corpus-based [ 9], [ 16].  
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Corpus-based measures identify the degree of similarity based on information de-
rived from large corpora (e.g., [ 4], [ 12], and [ 22]). Latent Semantic Analysis (LSA) 
[ 12], for example, is a well-known method that analyzes the statistical relationships 
among words in a large corpus of text. Sentence similarity is computed as the cosine 
of the angle between the vectors representing the sentences’ words.  

Knowledge-based measures use information drawn from semantic networks. Many 
of these methods use WordNet [ 26] for measuring word (or concept) similarity. This 
can be done in different ways, including measuring path length between terms on the 
semantic net or using information content, namely, the probability to find the concept 
in a given net. Several measures have been suggested to extend word similarity to 
sentence similarity. These measures consider sentences as vectors, sets, or lists of 
words and suggest ways to calculate sentence similarity using word similarities (e.g., 
[ 13], [ 14], and [ 16]). The MCS method [ 16], for example, calculates sentence similar-
ity by finding the maximum word similarity score for each word in a sentence with 
words in the same part of speech class in another sentence. The derived word similari-
ty scores are weighted with the inverse document frequency scores that belong to the 
corresponding word. 

In the context of analyzing software products variability, different studies have 
suggested ways to use textual requirements to generate variability models in general 
and feature diagrams in particular. Examples of such studies are [ 7], [ 17], and [ 25]. In 
[ 25], for instance, the semantic similarity of the requirements is measured using LSA. 
Then, similar requirements are grouped using a hierarchical agglomerative clustering 
algorithm. Finally, a Requirements Description Language enables the specification 
and composition of variant features. 

All the above methods employ only semantic considerations. Furthermore, the si-
milarity calculation takes into consideration the full text of a requirement statement. 
As mentioned before, such statements might include aspects (e.g., intermediate out-
comes) that are less or not relevant for analyzing variability from an external perspec-
tive. We illustrate the limitations of the current methods and motivate our approach, 
using a series of examples. 

The first example refers to the following requirements:  

(1) “The system should be able to report on any user update activities”;  
(2) “Any user should be able to report system activities”.  

Applying the well-known and commonly used semantic similarity method LSA1, 
the similarity of these sentences is 1. This would imply that their semantic meanings 
are identical, and hence no variability between these requirements exists. It is clear, 
however, that these requirements are quite different: the first represents behavior that 
is internal and likely aims at detecting suspicious user update activities. The second 
requirement represents a behavior triggered by an external user who intends to report 
his/her system activities.  

As a second example, consider the following two requirements:  

(3) “The system will allow different functions based on predefined user profiles”;  
(4) “Different operations should be allowed for different user profiles”.  
                                                           
1  We used LSA implementation that can be accessed via http://lsa.colorado.edu/. 
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In this case, LSA results with a low similarity value of 0.38, failing to reflect the 
situation accurately: the two requirements represent very similar domain behaviors. 

Finally, the following two requirements can be considered similar from an external 
point of view, although they differ in their levels of details of intermediate actions. 
(5) “When the client activates an activity she is allowed to perform, the system dis-
plays the outputs of the activity.” 
(6) “If the user is authorized to perform an action, the system initializes the parame-
ters needed by the action. The user performs the action and the system responds that 
the action was performed. Finally, the user requests to display the outputs, and the 
system presents the action's outcomes.” 

However, the LSA-based value of the similarity of these two requirements is rela-
tively low (0.57), failing to reflect their similarity from an external point of view.  

To overcome the above limitations, we propose to combine a semantic approach 
and considerations which reflect system behavior as manifested in requirements 
statements and modeled ontologically.  

3 Bung’s Ontology and Software Variability Classification 

We use concepts from Bunge's ontological model [ 2,  3] and its adaptations to  
software and information systems [ 23,  24] in order to define behaviors and use them 
for variability analysis. We have chosen this ontology because it formalizes concepts 
that are important for representing functionality and behaviors. Specifically, these 
concepts include things, states, events, and transformations. Furthermore, Bunge’s 
ontological model has already served us to define software variability classes [ 20,  21].  

Bunge's ontological model [ 2], [ 3] describes the world as made of things that pos-
sess properties. Properties are known via attributes, which are characteristics assigned 
to things by humans. A state variable is a function which assigns a value to an attribute 
of a thing at a given time. The state of a thing is the vector of state variables’ values at 
a particular point in time. For a state s, s.x denotes the value of the state variable x in s. 
An event is a change of a state of a thing. An event can be external or internal. An  
external event is a change in the state of a thing as a result of an action of another 
thing. An internal event is a change which arises due to an internal transformation in 
the thing. Finally, a state can be stable or unstable: a stable state can be changed only 
by an external event. An unstable state will be changed by an internal event. 

We exemplify the above concepts using a library management domain. In this  
domain, book status can be considered a state variable, defining whether a book is 
borrowed, on the shelf, or in repair; ready to lend can be considered a stable state, 
when it can accept the external event – borrow book (generated by a reader); and  
book becomes past-due can be considered an internal event, which is initiated when a 
certain period has passed from borrowing and the book is not yet returned. 

Using these concepts, we defined in [ 20] a behavior as a triplet (s1, E, s*). s1 is 
termed the initial state of the behavior and s* – the final state of the behavior. We 
assume that the system can respond to external events when in s1 (i.e., s1 is an input 
sensitive state, see [ 20], [ 21]). s* is the first stable state the thing (the real domain or a 
system) reaches when it starts in state s1 and the external events sequence E=<e1,…, 
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en> occurs. The full behavior includes intermediate states the thing traverses due to its 
own transformations in response to the external events. However, only (s1, E, s*) are 
“visible” from an external (user) point of view. 

In our example, borrowing can be considered a behavior, which starts in the state 
ready to lend (i.e., when the book status is “on the shelf” and the librarian is “availa-
ble”), is triggered by the external event borrow book, and ends in the state book is 
borrowed (i.e., the book status is “borrowed” and the librarian is “available” again). 

We further made two assumptions regarding the things whose behavior we model 
[ 21]: no interruption (external events can affect a thing only when it or at least one of 
its components is in a stable state) and stability assumption (all things we deal with in 
practice will eventually reach stable states).  

Finally, we defined similarity of behaviors in terms of similarity of their external 
events and states [ 20]: 

Event similarity: Two external events are considered similar if they appear to be 
the same in the application domain.  

State similarity: Two states s and t are considered similar with respect to a set of 
state variables X, iff ∀x∈X s.x = t.x. X is termed the view of interest.  

Based on these definitions we identified eight classes of external variability, name-
ly, variability that refers to software functionality as visible to users (see Table 1). 

Table 1. External variability classes based on systems’ behaviors 

# s1 E s* Class Name  
1.   Completely similar behaviors  
2.    Similar cases and responses, different interactions  
3.   Similar triggers, different responses 
4.    Similar cases, different behaviors
5.    Different cases, similar behaviors
6.     Different triggers, similar responses 
7.    Different cases and responses, similar interactions 
8.     Completely different behaviors 

 
In the current work, we use textual software requirements as the basis for automat-

ic identification of domain behaviors and their elements (namely, the initial and final 
states and the external events). We use semantic measurements in order to refine 
event and state similarity definitions. 

4 Deriving Domain Behaviors from Software Requirements 

Perceiving a software system as a set of intended changes in a given domain, we fo-
cus on systems’ behaviors as specified by or represented in functional requirements. 
Functional requirements commonly refer to actions (what should be performed?) and 
objects (on what objects, also termed patients, should the action be performed?). They 
can further refer to the agents (who performs the action?), the instruments (how the 
action is performed?), and the temporal constraints (when is the action preformed? in 
what conditions is it performed?).  

There are different ways to write and phrase functional requirements. For our  
purpose, we assume that they are specified as user stories or descriptions of use cases. 
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We further assume that each use case or user story represents a single behavior of the 
requested system2. For example, consider the following requirement which describes 
a typical use case in a library management system: 

When the home page is displayed, a borrower borrows a book copy by  
herself. She enters the copy identification number after she provides the 
borrower number. If the copy identification number and the borrower num-
ber are valid, the system updates the number of available copies of that title. 

Our approach consists of four steps: (1) pre-processing which checks the quality of 
the individual requirements and identifies the need for corrections or improvements; 
(2) extraction of the main behavioral elements from a requirement, e.g., the require-
ment’s agents (who?), actions (what?), and patients (on what objects?); (3) Classifica-
tion of the extracted main behavioral elements according to the ontological definition 
of behavior (in terms of states and events); and (4) measuring requirements variabili-
ty based on the framework presented in [ 20], [ 21].  

Pre-processing is out of the scope of this paper. It may use existing quality models, 
such as that presented in [ 1]. In the following sub-sections we elaborate on steps 2-4. 

4.1 Extraction of the Main Behavioral Elements 

In order to extract the main behavioral elements of software requirements we use 
semantic role labeling (SRL) [ 8]. This approach labels constituents of a phrase with 
their semantic roles in the phrase. Currently, we refer to five semantic roles which are 
of special importance to functional requirements. These roles, their labels, and the 
aspects they fulfill in functional requirements are listed in Table 2.  

Table 2. The semantic roles we use in our work 

Label Role Assigned to  Aspects fulfilled 
in requirements 

A0 Agent Agents, causers, or experiencers Who? 
A1 Patient Undergoing state change or being affected by the action On what? 
A2 Instrument Instruments, benefactives, attributes How? 
AM-
TMP 

Temporal 
modifier 

Time indicators specifying when an action took place When? 

AM-
ADV 

Adverbial 
modifier 

Temporally related (modifiers of events), intentional (modifi-
ers of propositions), focus-sensitive (e.g., only and even), or 
sentential (evaluative, attitudinal, viewpoint, performative) 

In what condi-
tions? 

 
Using SRL3, we specify for each requirement R a list of behavioral vectors 

BVR={bvi}i=1..n. Two types of behavioral vectors are identified: action and non-action 
vectors. The following definitions formally specify the behavioral vectors for these 
two types. Examples are provided immediately afterwards. 

                                                           
2  If this is not the case, a pre-processing done by a requirements engineer is needed to split the 

requirements statements to separate expected behaviors. 
3 We specifically use the system at http://barbar.cs.lth.se:8081/ or 

http://en.sempar.ims.uni¬stuttgart.de/.  
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Definition 1. An action vector represents an activity (identified by a verb) in the be-
havior: bvi ::= (Agenti, Actioni, Patienti, Instrumenti, Sourcei), where:  

- Agenti, Patienti and Instrumenti are as explained in Table 2. 
- Actioni is the verb predicate of the phrase. 
- Sourcei∈{AM-TMP, AM-ADV, None} indicates whether the vector originates 

from a modifier (temporal or adverbial) or a non-modifier phrase, respectively. 
An action vector is derived from a non-modifier phrase or a compound modifier 

phrase that is further parsed to reveal its constituting components (e.g., agents and 
actions). 

Definition 2. A non-action vector represents the temporal or adverbial pre-condition 
of the behavior (or part of it): bvi ::= (Modifieri, Sourcei), where: 

- Modifieri includes the atomic modifier phrase  
- Sourcei∈{AM-TMP, AM-ADV} indicates whether the vector originates from a 

temporal or adverbial modifier, respectively. 
A non-action vector is derived from an atomic modifier phrase which includes no 

verb (and thus is not further parsed by SRL).  
Table 3 lists the derived behavioral vectors for our previous requirement of the library 

management example. Vector #5 is a non-action vector. All other vectors represent ac-
tions. We further replace pronouns with their anaphors (i.e., the nouns to which they 
refer) using the algorithm in [ 18] (e.g. the agent “she” becomes “a borrower”). 

Table 3. Examples of behavioral vectors 

# Agent Action Patient Instrument Modifier Source 
1 4 is displayed the home page   AM-TMP  
2 a borrower Borrows a book copy by herself  None 
3 5She [a 

borrower] 
Enters the copy identifica-

tion number 
  None 

4 5She [a 
borrower] 

Provides the borrower  
number 

  AM-TMP 

5 4    the copy identifi-
cation number and 
the borrower 
number are valid  

AM-ADV 

6 The  
system  

Updates the number of 
available copies of 
that title 

  None 

The next step in the analysis is to arrange the behavioral vectors of each require-
ment in a temporal order. We do this by constructing temporal graphs:  

Definition 3. Given a requirement R and its derived list of behavioral vectors BVR, 
the temporal graph is defined as TGR=(BVR, E), where e=(bv1, bv2)∈E implies that 
bv1, bv2∈ BVR and bv1 temporally precedes bv2 (notation: bv1    bv2).  

The construction of edges in this graph is done in two steps. First, we use syntactic 
ordering, based on the order of the argument vectors in the requirement’s phrasing. 
                                                           
4 Note that since we are interested in automated analysis, we cannot incorporate here assump-

tions about what causes these actions (e.g., the system or an external user). 
5 Replacement of a pronoun by the relevant noun is indicated with pronoun [noun]. 
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Second, we apply semantic ordering, using the machine learning algorithm suggested 
in [ 15], to update the syntactic edges based on six types of temporal relations derived 
from the text. These relations are listed in Table 4. Whenever a semantic relationship 
contradicts a syntactic one, we use the semantic relationship as shown in the table. 

Table 4. The temporal relations for overriding syntactic edges with semantic ones; W, X, Y, 
and Z are temporal phrases or events,    indicates their order 

The graph after phase 1 Detected semantic temporal 
relation 

The graph after phase 2 

W   X    Y   Z Y before X 
Y ibefore X 

W   Y    X   Z 

W    X    Y    Z X begins Y6 
X ends Y6  
X includes Y6 
X simultaneous Y6  

 X 
W  Z 
 Y 

 
Fig. 1 exhibits the temporal graph for our example (Table 3). The changes the se-

mantic ordering causes to the syntactic order (the gray arrows) are depicted with the 
black arrows7.  

 

Fig. 1. The temporal graph generated for our example; Ellipses represent action vectors and 
rectangles – non-action vectors 

4.2 Classification of the Behavioral Vectors   

We now turn to the classification of the dynamic aspects of the requirements to initial 
states, external events, and final states. To this end, we first classify each behavioral 
vector into external, internal, or unknown (with respect to the requested system). In 
particular, we examine the Agent and Action components of action vectors: the agent 
can be internal, external, or missing (as in passive phrases)8; independently, the action 

                                                           
6 In all these cases X and Y are executed in parallel (at least partially). 
7 We assume that the requirements are well-written (i.e., include no ambiguities and contradic-

tions) after the pre-processing step. Thus, the temporal graph is a directed acyclic graph. 
8 We maintain a list of terms representing internal agents, including: “the system”, “the applica-

tion”, and the explicit name and abbreviation of the requested system. The requirements ana-
lyst may update this default list to include the main components of the requested system. 
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can have an active or a passive meaning9. All non-action vectors are considered inter-
nal, as they do not represent an actual action, but a pre-condition for the behavior (or 
part of it). Accordingly, we identify six generic cases (see Table 5).  

Table 5. Classifying behavioral vectors into internal, external, and unknown 

Case Classification 
class(bv) 

Example Comments 

1. An action vector with 
an external agent and 
an active meaning 

EXTERNAL “a borrower bor-
rows a book” 

The action is per-
formed by an external 
agent

2. An action vector with 
an external agent and a 
passive meaning 

INTERNAL “a borrower rece-
ives an email mes-
sage” 

The system acted on an 
external agent 

3. An action vector with 
an internal agent and 
an active meaning 

INTERNAL “the system updates 
the number of 
available copies” 

The action is per-
formed by the system 

4. An action vector with 
an internal agent and a 
passive meaning 

EXTERNAL “the system rece-
ives the number of 
available copies” 

The system is acted on 

5. An action vector with a 
missing agent 

UNKNOWN “a book is  
borrowed” 

The vector cannot be 
deterministically clas-
sified 

6. A non-action vector INTERNAL if “the book copy is 
valid” or if “the 
borrower is new” 

The vector represents a 
pre-condition for the 
behavior (or part of it) 

 
Returning to our example (Table 3): class(bv1) = UNKNOWN; class(bv2) = 

class(bv3) = class(bv4) = EXTERNAL; class(bv5) = class(bv6) = INTERNAL.  
Behavioral vectors classified as EXTERNAL represent actions performed by ex-

ternal agents and therefore are considered external events (E). In contrast, behavioral 
vectors classified as INTERNAL represent actions performed or pre-conditions 
checked by the system. They are considered to reflect states: initial, final, or interme-
diate. As an initial state describes the state before the behavior occurs, only internal 
behavioral vectors that precede (in the temporal graph) the sequence of external be-
havioral vectors will be taken into consideration for defining the initial state of the 
behavior. Of those, only vectors whose sources are modifiers (and thus represent pre-
conditions) are considered the initial state of the behavior (s1). Following similar 
arguments, only internal behavioral vectors which follow the sequence of external 
behavioral vectors will be taken into consideration for defining the final state of the 
behavior. Of those, only action vectors whose sources are not modifiers (and thus 
represent actual internal actions) are considered the final state of the behavior (s*). 
All other internal behavioral vectors, i.e., those interleaved with the external beha-
vioral vectors, are considered to be manifested by intermediate states. Such actions 
(and related states) are not currently taken into consideration in our analysis, which is 
based on an external view of behaviors.  

                                                           
9 Note that passive actions can use an active form of the verb (e.g., “receive” and “get”). Thus, 

we maintain a list of such verbs. 
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Behavioral vectors for which the agent is unknown are classified at this stage into 
multiple behavioral elements (e.g., both initial state and external events). The decision 
whether these vectors represent internal or external actions is taken in a later stage, 
when calculating for each vector the most similar counterparts. 

We next formally define the behavior associated with a requirement and exemplify 
this definition on our requirement: 

Definition 4. Given a requirement R, its derived list of behavioral vectors BVR, and 
its temporal graph TGR, the behavior associated with R is defined as a triplet BR=(s1, 
E, s*), where: 

- The initial state (s1) includes all internal or unknown vectors originated from mod-
ifiers (i.e., may represent pre-conditions) and precede all external vectors in the 
temporal graph representing the behavior. Formally expressed, 
s1 = {bv∈BVR | class(bv) ∈ {INTERNAL, UNKNOWN} and bv.Source ∈ {AM-
TMP, AM-ADV} and ¬∃path p∈TGR such that bv’  bv∈p and class(bv’) = 
EXTERNAL} 

- The external events (E) include all potentially external behavioral vectors (name-
ly, external vectors and action vectors with unknown agents). Formally expressed, 
E = {bv ∈ BVR | class(bv) ∈ {EXTERNAL, UNKNOWN}}   

- The final state (s*) includes all internal or unknown vectors that do not originate 
from modifiers (i.e., may represent actual actions) and follow all external vectors 
in the temporal graph representing the behavior. Formally expressed, 
s* = {bv ∈ BVR | class(bv) ∈ {INTERNAL, UNKNOWN} and bv.Source = None 
and ¬∃path p∈TGR such that bv   bv’∈p and class(bv’) = EXTERNAL} 

In our previous example, we obtain the classification of behavioral vectors as 
shown in Table 6. Note that bv1 appears twice as its agent is unknown and hence it 
can be considered either an external event or an initial state. bv5 = (the copy identifi-
cation number and the borrower number are valid, AM-ADV) does not appear at all 
as it represents a pre-condition originated from an adverbial modifier and appearing 
after external events. Thus, bv5 cannot be considered an initial neither final state (but 
rather an intermediate state). 

Table 6. An example of the outcome of the behavioral vectors classification phase 

S1 (initial state) E (external event to which the system responds) S* (final state the sys-
tem is expected to have) 

bv1=( , is displayed, 
the home page, , 
AM-TMP) 

bv1=( , is displayed, the home page, , AM-TMP) 
bv2=(a borrower, borrows, a book copy, by herself 

, None) 
bv4=(a borrower, provides, the borrower number, , 

None) 
bv3=(a borrower, enters, the copy identification 

number, , None) 

bv6=(the system, updates,  
the number of available 
copies of that title, , 
None) 
 

4.3 Measuring Requirements Variability 

Having two requirements, their behavioral vectors, and the classification of the  
vectors to initial states, external events, and final states, we now define behavioral 
similarity. The definitions are followed by an example. 
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Definition 5 (Behavioral Vectors Similarity). Given two behavioral vectors, the 
vectors similarity is calculated as follows: 

1. If the two vectors are action vectors, the vectors similarity is the weighted average 
of their component semantic similarities. Formally expressed,  

VS (v1, v2) = 
∑  . , .∈ , , ,∑ ∈ , , , , 

where:  
- wcomp is the weight given to a specific vector component (agent, action, pa-

tient, or instrument), ∑ ∈ , , , =1. 
- δcomp is 1 if the component comp exists (i.e., it is not empty in both v1 and v2) 

and 0 otherwise. 
- sim(v1.comp, v2.comp) is the semantic similarity of the two vectors’ compo-

nents. 
2. If the two vectors are non-action vectors, the vectors similarity is the semantic 

similarity of their modifier components. Formally expressed,  
VS (v1, v2) = sim(v1.Modifier, v2.Modifier), where 
- sim(v1.Modifier, v2.Modifier) is the semantic similarity of the modifier com-

ponents of the two vectors. 
3. If one vector is an action vector (say v1) and the other is a non-action vector, the 

vectors similarity is the semantic similarity between the corresponding phrases. 
Formally expressed, VS (v1, v2) = sim(v1, v2.Modifier), where: 
- sim(v1, v2. Modifier) is the semantic similarity between the concatenation of 

the agent, action, patient, and instrument components of the first vector and 
the modifier component of the second vector. 

Definition 6 (Behavioral Element Similarity). Given two requirements, R1 and R2, 
and their behavioral vectors that are classified as the same element bh (initial state, 
external events, or final state), the behavioral element similarity is calculated as the 
average of the maximal pair-wise similarities. Formally expressed: 

BS (R1, R2 | bh) = 

0 . bh   . bh   ∑ .. , . bh , … ,  and . bh , … ,1 . bh  ,  

where: 
- R . bh, R . bh are the behavioral vectors classified as the element bh in re-

quirements R1 and R2, respectively; R . bh=∅ means that no behavioral vec-
tors were classified as bh. 

- VS (vi, v’j) is the behavioral vector similarity of vi and v’j. 

As an example consider the following requirements: 

1. “When a borrower borrows a book copy by herself, she enters the copy identification 
number and the borrower number. The system updates the number of available copies of 
that title.” 

2. “When a librarian lends a book copy to a borrower, she enters the copy identification 
number and the borrower number. The system updates the number of available copies of 
that title and stores the lending details (when, by whom, to whom).” 

 
For calculating component semantic similarities we used an MCS version that han-

dles phrases rather than complete sentences. We set the component weights to 0.3, 
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0.4, 0.2, and 0.1 for agents, actions, patients, and instruments, respectively, perceiving 
agents and actions as the dominant components in behavioral vectors similarities. We 
obtain initial state similarity for the given requirements of 1 (no special pre-conditions 
in both requirements), external events similarity of 0.78 (due to differences in the 
agents that initiate the events), and final state similarity of 1 (as the final state of the 
first requirement is included in the final state of the second requirement). Note that we 
chose an asymmetric metric for defining behavioral element similarity, meaning that 
BS (R1, R2 | bh) ≠ BS (R2, R1 | bh), as we perceive similarity as the ability to reuse 
behavior R2 when behavior R1 is required. The asymmetry in this measure reflects the 
possibility that it might be acceptable to substitute one behavior for another, but not 
the second for the first, as exemplified by the two requirements above.  

Based on the behavioral element similarity, we classify the outcome of comparing 
each pair of requirements to one of the eight variability classes in Table 1. To this 
end, we define event similarity threshold (the) and state similarity threshold (ths):  

1. Initial states are considered similar if and only if BS (R1, R2 | s1) > ths.  
2. External events are considered similar if and only if BS (R1, R2 | E) > the.  
3. Final states are considered similar if and only if BS (R1, R2 | s*) > ths.   

Assuming an event similarity threshold greater than 0.5 (e.g., 0.8), the variability 
class to which requirement 1 belongs with respect to requirement 2 is # 2 (see Table 
1: similar cases and responses, different interactions). This class accurately describes 
the requirements variability. 

5 Preliminary Results 

To evaluate the proposed approach, we compared its outcomes to evaluations by ex-
perts. We provided five experts, each having 10 to 25 years of experience in require-
ments engineering and software development, with 10 requirements. For each re-
quirement, four alternative systems to be considered were presented to the experts. 
Each alternative was describes as a requirement. The full set of requirements and 
alternatives is discussed in [ 20]10. We asked the experts to rank the four alternatives 
for each requirement based on the similarity to the given requirement in terms of the 
amount of changes needed to adapt the alternatives to the requirement. Since experts’ 
ranking requires some subjective considerations, there was no full agreement between 
the experts regarding the ranking of the alternatives. Therefore, we defined for each 
pair of alternatives, Si and Sj (i, j=1…4, i>j), relation “Si is not better than Sj” 
(Si§Sj). For each requirement there were four possible alternatives yielding six such 
relations. This provided a total of 60 relations for the 10 requirements. There were 55 
relations on which most experts (at least four out of the five experts, 80%) agreed.  

We conducted the analysis described in this work for the same set of requirements. 
We used the behavioral element similarities to calculate overall similarity, which can 
serve as a basis for ranking alternatives. The weight of initial state similarity was set 
to 0.2, the weight of external events – 0.3, and the weight of final state similarity – 
0.5. This reflected an assumption that the final state of behaviors (usually specifying 

                                                           
10 It can be accessed at http://mis.hevra.haifa.ac.il/~iris/research/OA/ 
QuestionnaireEng.pdf.  
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system output) is the dominant element in defining behavior similarity. We followed a 
similar procedure using the well-known semantic similarity method LSA, which as 
noted is based only on semantic considerations. Table 7 summarizes the results of the 
ontological approach and LSA with respect to experts11.  

Table 7. Comparing the results of the ontological approach and LSA with experts 

 Ontological approach LSA 
Number of experts’ relations 
found by the method (out of 55) 

51 relations  
(93%) 

45 relations  
(82%) 

 

As can be seen, our approach performed better than LSA in comparison to rankings 
by experts. We believe that our approach has an additional advantage to better  
performance – it is self-explanatory. Users of the approach, who are expected to be 
requirements analysts, can see not only the overall calculated similarity, but also more 
details: initial state, external events, and final state similarities. This can help make 
their reuse decisions more evidence-based and feasibility studies more systematic. 

Analyzing the relations missed by the ontological approach, we observed the fol-
lowing. First, some of the requirements included phrases that explain reasons, e.g., 
“so the librarian can make inter-library loans”. These phrases were interpreted by the 
approach as an integral part of the behavior (part of the external events in this case). 
Second, in a few cases, where the requirements statements included very complicated 
sentences, SRL failed to correctly identify the agents, actions, patients and/or instru-
ments of the different phrases. Finally, we observed that in some cases our approach 
resulted with the conclusion that two alternatives are very similar to the given re-
quirement and the experts subjectively preferred one alternative over the other. 

6 Summary and Future Work  

We proposed a method to analyze variability and similarity of software requirements 
based on combining semantic and behavioral aspects of requirement statements.  
To formalize the external (user-oriented) aspects of software behavior we used an 
ontological model where a specific functional requirement is modeled as a triplet: 
initial state, external events, and the final state of the system. We have shown  
how such a representation can be obtained automatically by: (1) applying semantic 
analysis to requirements statements to identify behavioral vectors; (2) describing the 
vectors in common terms; (3) ordering the vectors temporally based on modifiers 
identified in the semantic analysis; and (4) extracting the initial state, external events, 
and final state for each functional requirement. We then suggested a way to measure 
the similarity of two requirements based on each element of their behavioral triplets 
and classified pairs of requirements to one of eight variability classes. In a prelimi-
nary evaluation, the approach yielded results more similar to experts’ evaluations than 
those of a well-known semantic similarity measure – LSA.  
                                                           
11 Elaborations can be found at  
    http://mis.hevra.haifa.ac.il/~iris/research/SOVA/. 
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In the future, we intend to extend the approach in several ways.  First, we intend to 
consider additional semantic roles, e.g., location modifiers. Second, we plan to refine 
the similarity measures to include a choice of specific state variables rather than com-
plete behavioral vectors, thus having a way to reflect user views more faithfully. This 
will enable us to analyze variability of software requirements from different points of 
view that may reflect different purposes or stakeholders. Users may consider two 
software behaviors similar while developers may consider them different, or vice 
versa. Similarly, such differences might exist among users. The choice of state va-
riables to represent different points of view can be included in the behavioral analysis 
and hence in the similarity calculation. Third, we also intend to take into account in 
the variability analysis different ordering of the occurrence of external events. 
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Abstract. Introducing a product line approach in an organization requires a sys-
tematic scoping phase to decide what products and features should be included. 
Product line scoping is a non-trivial activity and traditionally consumes a lot  
of time and resources. This issue highlights the need to complement traditional 
scoping activities with semi-automatic approaches that allow to initially esti-
mate the potential for reuse with small efforts. In this paper we present an eval-
uation of a tool-supported approach that enables the semi-automatic analysis of 
existing products in order to calculate their similarity. This approach is tailored 
to be used within the configuration-based systems domain, where we have used 
it to identify similarity within two types of industrial standard software prod-
ucts. The results of this evaluation highlight that our approach provides accurate 
results and leads to time savings compared to manual similarity analysis. 

1 Introduction 

Adopting a product line (PL) approach supports companies to foster systematic reuse 
[1],[2]. However, the transition from single-system development to a PL approach is 
often non-trivial and costly [3]. PL scoping is an important activity in existing PL 
engineering processes [2]. Within PL scoping, companies investigate which existing 
products are potential candidates for a PL. Therefore, they have to identify the com-
monality that potential members of the PL share and their variations [4],[5]. Most 
existing scoping approaches require large upfront investments [6],[7]. Scoping highly 
depends on the development practices within the organizations, the architecture of the 
system, and the business domain. In [8] about 16 different scoping approaches and 
industrial applications have been identified. However, only 6 industrial case studies 
for these approaches exist. Those approaches aim to deliver a full PL scope while our 
goal is to deliver a first estimation if further scoping investments are justified.  

According to our experience, small and medium sized companies (SME) would re-
quire more lightweight, automated and therefore time and cost-effective approaches 
for initially estimating the reuse potential within their existing products. This is also 
highlighted by current research in the agile software engineering domain [7],[9],[10] 
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that emphasis the need for more lightweight approaches. However, agile approaches 
such as the scoping game [7] require the participation of various stakeholders which 
could also limit its applicability. Within our research we aim at addressing the bes-
poke issue by investigating semi-automatic similarity analysis to support PL scoping 
for configuration-based standard software products.  

In this context we presented a first solution [11], which allows to semi-
automatically identify key information on the reuse potential of existing standard 
software product configurations. Such configurations represent large software prod-
ucts such as Enterprise Resource Planning (ERP) systems. These kind of products aim 
to support a wide range of possible business activities in different industry domains. 
Therefore, standard software products are by their nature highly flexible and confi-
gurable software systems. However, the configuration of standard software products 
is a time consuming non-trivial task, similar to coding in traditional software devel-
opment. The goal of our work is to provide a semi-automatic approach to estimate the 
variability within product configurations. We are aware of the fact that traditional 
scoping approaches [4],[12] include important activities such as domain assessment 
and risk analysis and consider product plans or organizational issues. Our automated 
approach is not meant to replace traditional scoping but to complement it with an 
initial similarity calculation that could trigger additional scoping measures. 

We have conducted two industrial case studies in order to validate our approach. 
Within the first case study we have applied our approach to ERP system customiza-
tions for 5 different customers from different industry branches. The second case 
study has included more than 50 different business intelligence systems. Both case 
studies aimed at investigating whether the similarity calculation provides correct re-
sults and indicates the start of a product line for the products under comparison. In the 
first case study we have compared the calculated similarity values to a manual estima-
tion performed by domain experts. Furthermore, we have evaluated the efficiency of 
our approach in terms of time savings by comparing the manual estimation to the 
tool-supported calculation. The second case study focused on the scalability of our 
approach on large sets of products and the extensibility to handle less standardized 
configurations. We also have evaluated the integration of domain knowledge by using 
synonym definitions to identify semantically equivalent settings. 

The results of the case studies suggest that our approach is capable of semi-
automatically calculating the similarity between existing standard software product 
configurations and thus supports a key scoping activity which is the analysis of exist-
ing systems. Domain experts clearly indicated that they would benefit from our tool-
supported approach compared to manual methods to investigate the reuse potential 
within a software product portfolio. Apart from time-savings, our approach provides 
objective results on the similarity between the different products. This helps to pre-
vent misjudgments and discussions between engineers, which are not based on facts 
but potentially false opinions.  

This paper is structured as follows: In Section 2 we present our tool-supported ap-
proach that allows semi-automatic product line scoping. Section 3 and 4 present the 
conducted case studies and the identified results. Section 5 discusses related work and 
Section 6 concludes the paper with lessons learned and an outlook on future work. 
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2 Lightweight Product Line Scoping 

2.1 Conceptual Solution 

Our approach is focused on standard software products (i.e. customer specific software 
configurations). These kinds of products are developed and maintained by large soft-
ware vendors such as Microsoft or SAP and typically contain a rich set of features. 
Smaller partner companies sell these products to their customers and configure or  
extend the product to meet the customers’ needs. This is mainly done by setting values 
in available configuration options. In [11] we presented an initial solution to perform 
tool-supported product line scoping for configuration-based standard software products 
in order to support these small partner companies. We foresee a semi-automatic  
approach where customer-specific product configurations are compared in order to 
identify commonalities and variations. The variability in our case lies in the differences 
between the configuration settings of the products under comparison. This means each 
product contains a set of features that are configured according to the needs of a cus-
tomer. The comparison is based on whether a feature is part of a product and if yes 
how it is configured. An analyst can provide additional domain knowledge as input to 
our approach to calculate similarity. Our approach is based on the following steps in 
order to perform a similarity analysis for configuration-based products:  

Step 1: The domain expert selects a set of products for analysis. The selected 
products are instances of a particular standard product (e.g. ERP system without cus-
tomizations) that defines the schema of the available configuration settings. The result 
of this step is a list of products for further analysis. 

Step 2: In this step the domain expert defines the scope of the analysis. Therefore 
the relevant configuration settings that should be compared are selected. Many soft-
ware products contain settings that do not influence the behavior of the product and 
are thus not relevant for scoping (e.g. audit settings). Such settings can be excluded 
from analysis. Moreover, settings can also be grouped if they belong to a logically 
related feature (e.g. credit card and limit settings). During similarity calculation (cf. 
step 4) grouped settings are only considered similar if all individual setting values are 
similar. The output of step 2 is a new configuration schema which only includes rele-
vant configuration settings and newly defined groups of settings. 

Step 3: The domain expert can define how the similarity between the selected con-
figuration settings is calculated. Checking on exact equality of settings might often be 
too strict. Therefore we support an approach that also allows a more fuzzy compari-
son. The domain expert can define so called dictionaries to deal with different naming 
conventions. A dictionary contains lists of synonyms to identify semantically equal 
configuration settings (e.g. “revenue”, “rev.” and “turnover”). The domain expert can 
also provide upper- and lower boundaries for numerical values of settings (e.g. credit 
card limits between 2900€ – 3100€ shall be considered similar). These similarity 
ranges are defined using mathematical formulas (e.g. a range of 10% around a default 
value).  We not only support defining similarity ranges for specific configuration 
settings (e.g. credit card limit) but also for global data types (e.g. Floating Point). For 
example an analyst can decide to round all floating point numbers. The combination 
of 1.2, 1.4, 0.9 and 1.7 would be transformed to 1,1,1,2. The output of step 3 is a do-
main specific definition of similarity for the configuration settings selected in step 2. 
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Step 4: In this step the similarity analysis is performed by comparing the configu-
ration setting values for the selected products. We compare the configuration values 
for each of the selected settings of all products to calculate a similarity percentage 
value per setting. We take the most frequent setting value among the selected prod-
ucts as basis and compare it with all other values. Values are identified as similar if 
they are identical or if they are within a similarity range defined in step 3. If there is a 
domain specific similarity defined for a specific setting (e.g. credit card limit between 
2900€ – 3100€) and the data type of this setting also has a similarity definition in 
place (e.g. round floating points), the tool uses the more specific definition from the 
setting to calculate the similarity value. As an example let us consider the comparison 
of 4 products with the values true, true, false, true for the setting credit card payment 
allowed. We take the most frequent value (in this case the value true) as basis and 
compare all values with it. In our example 75% of the values (3 out of 4) are equal  
to the base value true. In addition we calculate an overall similarity value as the  
percentage of similar settings within all the products under analysis. For example, if  
a set of products is compared and out of the 100 settings defined in the schema, 20  
are regarded as similar in all product configurations, the overall similarity value is 
20%. The results of step 4 are a calculated similarity value for each setting or group of 
settings and a total similarity value for all products under analysis. 

Step 5: Finally the domain expert can draw conclusions based on the calculated re-
sults. The analysis results guide the decision whether to invest in a product line.  

2.2 Tool Support 

We have developed an internally available tool prototype to perform a similarity analy-
sis based on configuration settings. The tool supports importing product configurations 
from multiple source systems, defining similarity evaluation rules, and comparing the 
different product configurations. In contrast to the initial prototype described in [11], 
we have extended the tool’s capability to process different types of configuration  
settings from XML files and SQL data sources.  

Setup. The setup of the tool consists of three steps. First the binaries are installed on a 
Microsoft Windows-based computer. This step requires almost no additional human 
input. The second step is to configure the connections to the products under analysis. 
In case where the products use an SQL database only a connection client is required 
(ODBC). Furthermore we provide add-ons for non-SQL products to export the confi-
gurations to XML, for example QlikView (see case study in section 4). In a final step 
the product configurations are loaded, either from an SQL data source or XML files. 
The effort to make the tool ready for analysis was on average half an hour for each 
case study. However, if the products under analysis cannot be accessed either by us-
ing SQL connections or one of our plugins for XML export, the tool cannot be used 
out of the box and additional development effort is required. 

Data Management. Meta data is required to handle product configurations. XML 
schema definitions are used to describe how product configurations are structured. 
These schemas are either delivered with the standard software product itself, or  
deduced from the actual configurations. Moreover, domain knowledge about the  
customer’s context is essential in order to tailor the analysis. For example, it can be 
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advised to compare all products for a specific industry branch. Therefore our tool 
contains master data about customers and the products in use. Every customer has at 
least one legal entity. Each legal entity belongs to one or more industry branches (e.g. 
retail, construction). A legal entity uses one or more products. Each product is built 
for one or more business areas (e.g. sales, procurement) and there can be multiple 
products built for one business area. Each product has at least one configuration. This 
product configuration is an instance of a schema definition. This structure is used to 
tailor the analysis scope (e.g. compare all product built for sales in retail industry). 

2.3 Limitations 

A main issue regarding our approach is that in its current form it can only be used for 
identifying the reuse potential within configuration-based systems (e.g. ERP systems). 
This means it cannot be applied without modifications in other software domains 
where the system behavior is not configured. Furthermore, the system behavior may 
also be influenced by its application data (e.g. the chart of ledger accounts in an ERP 
system) which is not considered by our approach. We only analyze existing product 
configurations. This does not reflect all possible product configurations and therefore 
cannot reveal the complete variability. Each feature has equal influence on the calcu-
lated similarity. Currently we do not support weighting of features (e.g. based on their 
granularity). Focusing on existing product configurations means that we currently do 
not support other typical product line scoping activities such as planning future prod-
ucts as members of the product line. The tool compares the values of each configura-
tion setting and calculates the similarity. Therefore the effort increases with each ad-
ditional product under analysis. However, we have conducted a case study on 54 
products (see section 4) which can be seen as typical repository size for an SME and 
the tool was able to finish the calculations within seconds.  

3 Industrial Evaluation I – Microsoft Dynamics AX 

3.1 Case Study Setting 

In order to get insights on our approach we conducted a case study at InsideAx, a 
small company that is a partner for Microsoft Dynamics AX. Dynamics AX is a busi-
ness software solution from Microsoft for medium to large enterprises. Partners, such 
as InsideAx, configure, customize and sell the ERP product to customers.  

Standard software, such as Dynamics AX has high reuse potential and would there-
fore suggest the application of software product lines. However, as partner companies 
do not own the software product, their influence on the evolution of the system is 
limited. In fact they have to cope with massive changes within short time periods. 
This volatile environment and the limited resources of a small company have so far 
prevented InsideAx to invest in PL engineering.  

At InsideAx employees are basically aware of the benefits of PLs and some even 
believe that the introduction of PL engineering would be beneficial for their company. 
However, no detailed analysis of existing product configurations was conducted, 
which leaves the company in uncertainty about the reuse potential of their software. 
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Furthermore, initial informal discussions among domain experts at InsideAx have 
indicated that experts might have different opinions on the similarity and thus the 
reuse potential of particular software products. 

In order to eliminate this uncertainty we analyzed their product configurations with 
the help of our tool. The results could then be used to support decisions on further 
steps regarding the introduction of PL engineering at the company.  

3.2 Evaluation Method 

The goal of this study was to provide first evidence that our approach provides correct 
similarity calculations. Within a small company we used our approach to calculate the 
similarity between different product configurations to deliver a first estimation if fur-
ther scoping investments are justified. Particularly we were interested in providing 
initial answers to the following questions: 

Q1: Will the calculated results indicate the need for introducing a PL approach? 
Q2: Will the calculated results differ from domain expert estimates? 
Q3: Will domain experts benefit from knowing the calculated results? 

Steps 1 to 4 were conducted as described in Section 2.1 by one of the authors of 
this paper, who is also an employee of InsideAx. He first selected five customized 
products (step 1) which are all derived from the same base product but operating in 
different industry branches (construction, retail, and manufacturing). He selected the 
business areas Purchase, Sales, and Inventory Management (i.e. their configuration 
settings) for comparison as they reflect key business areas (step 2). Next, the domain 
expert provided similarity ranges (step 3) and the tool calculated a pairwise similarity 
between the products and the overall similarity value for all three business areas 
(step 4). 

In parallel three domain experts at InsideAx were asked to estimate the similarity 
of the mentioned products and business areas. They used a scale from 0% to 100% 
(0% meaning that there is no overlap and 100% meaning that two products are iden-
tical). To support the estimation process, they had full access to the configured prod-
ucts, their documentations and requirements. The first expert was an ERP consultant 
with 3 years experience, the second expert was a data analysis consultant with 4 years 
experience and the third expert had 2 years experience in developing and customizing 
ERP products. We then compared the tool-calculated similarity with the domain ex-
perts’ estimates. Finally, we discussed these results in a workshop with the domain 
experts.  

3.3 Results 

The author calculated the similarity for the selected products (P1 to P5) with the help 
of the tool and spent about 15 minutes in total to perform steps 1 to 4. Table 1 shows 
the pairwise calculated similarity values for the business activities Sales, Inventory 
and Purchase.  
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Table 1. Calculated Similarity for Products (P1-P5)  

 Purchase Inventory Sales 

 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 

P2 60 %    48 %    58 %    

P3 60 % 40 %   52 % 48 %   54 % 46 %   

P4 53 % 68 % 53 %  52 % 45 % 52 %  42 % 56 % 35 %  

P5 47 % 60 % 47 % 93 % 48 % 48 % 48 % 59 % 39 % 50 % 31 % 65 % 

 
For Purchase the pairwise similarity calculations resulted in a similarity range 

from 40% to 93% (58% on average). In addition to the pairwise comparison the tool 
also calculated the overall similarity value. Within Purchase 33% of all features are 
similar. The pairwise similarity comparison for Inventory provided a range from 48% 
to 59% (50% on average). In total 41% of all features are similar. For Sales the pair-
wise similarity comparison resulted in a range from 31% to 65%, while the average 
similarity for Sales is 47%. Within Sales the total similarity rate is 31%.  

Furthermore, we received the estimates of the domain experts. However, one ex-
pert was not familiar with all products under analysis and therefore just provided a 
comparison for those he knew. Table 2 highlights the pairwise similarity estimates. 
We present the minimum and maximum estimates and the individual estimates for the 
three domain experts in brackets. 

A comparison between the calculated values and the estimates revealed that the 
expert’s opinion and tool calculations differ significantly with hardly any exact 
matches. To still enable a meaningful comparison, we defined a 20-percentage point 
interval around each automatically calculated similarity value as a more relaxed com-
parison criterion. For example, if the tool has calculated a 70% similarity, we defined 
an interval from 60% to 80%. We then counted the number of expert estimates that 
were within the defined ranges.  

For the business area Purchase, eight out of ten estimates do not differ more than 
20 percentage points on the scale form 0% to 100%. However, the two remaining 
estimates on purchase vary between 30 (P3-P5) and 70 (P4-P5) percentage points. For 
Inventory only 4 estimates are within the 20-percentage point limit. This leaves 6 
estimates which differ significantly (40 percentage points at most). Also for Sales 
only 4 out of 10 estimates are within the 20-percentage point limit.  

The first domain expert who only provided estimates for 18 out of 30 requested 
comparisons provided 3 estimates, which were within the corresponding intervals. All 
of them could be linked to the business area Purchase. Eight estimates were actually 
lower, leaving seven estimates to be higher than the calculations. The second domain 
expert performed best. 5 out of 10 estimates were within the corresponding intervals. 
All of them were within the business area Purchase. 7 out of 10 estimates were within 
the intervals for the business area Inventory and still 3 out of 10 for Sales were within 
the given range. 14 estimates were higher than the tool-calculated results. The third 
domain expert was able to provide three estimates within the given range. Only one 
estimate for each business area was within the interval. Again, most estimates were 
too optimistic (17 out of 23). 
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Table 2. Similarity Estimates by Domain Experts 

 Purchase Inventory Sales 

 P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4 

P2 85 

85,85,85 

   80-95 

95,80,95

65-95 

65,85,95

P3 55-75 

-,75,55 

55-75 

-,75,55 

  70-75 

-,70,75

70-75 

-,70,75

  70-75 

-,70,75

70-75 

-,70,75

  

P4 55-65 

55,65,55 

55-65 

55,65,55 

45-55 

-,55,45 

 25-65 

25,50,65

25-65 

25,50,65

50-75 

-,50,75

 15-65 

15,65,65

15-65 

15,65,65

70-85 

-,70,85 

 

P5 35-55 

55,55,35 

35-55 

55,55,35 

25-55 

-,55,25 

25-95 

95,75,25 

25-65 

25,45,65

25-65 

25,45,65

55-75 

-,55,75

60-85 

85,60,65

15-55 

15,55,55

15-55 

15,55,55

60-75 

-,60,75 

55-85 

85,60,55 

3.4 Findings 

Will the calculated results indicate the need for introducing a PL approach? The case 
study was conducted for customized ERP products. While ERP software is commonly 
known as Standard-Software, we expected a high reuse potential. Reviewing the cal-
culated similarity results, this assumption seems to be somewhat correct. In total, 31% 
to 41% of the features were similar in all the customized products, regardless of in-
dustry branch or business area. A pairwise comparison indicated even higher values. 
Although we have not defined a clear schema in order to decide which result indicates 
to introduce a PL, we expected a significantly higher overall similarity value than 
50% for each business area. This assumption was based on the published scoping 
threshold in [6] where 50% is understood as break-even point. However, as we 
couldn’t identify a similarity value higher than 41% we conclude that the results do 
not clearly indicate the need for introducing a PL approach.  

Will the calculated results differ from domain expert estimates? The results high-
light that tool calculations and expert estimates vary strongly. Therefore, we per-
formed a more detailed manual analysis of the product configuration settings together 
with the domain experts. The tool’s calculations were validated and for selected set-
tings the corresponding product configurations were analyzed. Although no overall 
similarity was calculated manually, the experts agreed that the tool’s calculations 
were correct and can be seen as the ground truth for this comparison. Comparing cal-
culated and estimated similarity shows that 33% of the estimates were within a 20 % 
points interval around the calculated results. In general the domain experts estimated a 
higher similarity than tool calculations revealed. The discussion with the domain ex-
perts in the debriefing session revealed the reasons. In many cases new projects are 
based on existing customized products from past projects. The domain experts know 
this and somehow assume that these products show high similarity. However, in reali-
ty, these products undergo major changes in most cases and diverge. Table 2 indicates 
this effect comparing product P1 and product P2, which was initially built based on 
P1. Although the product has undergone major changes, domain experts still assumed 
high similarity between the products. In general the domain experts make their esti-
mates based on their experience. None of the domain experts performed a detailed 
comparison of all product configuration settings, which would not have been possible 
in a reasonable amount of time.  
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Will domain experts benefit from knowing the calculated results? Having a differ-
ent view on the overall situation might lead to conflicts between domain experts. In 
the debriefing workshop we told domain experts about the tool results and compared 
them to their estimates. Most experts did not expect that the products were tailored to 
individual customer needs to that extent. They liked the fact that they could compare 
their estimates with the calculated values. They argued that the calculated values pro-
vide guidance and support in resolving conflicts between domain experts. 

3.5 Threats to Validity 

Conducting one single case study does not allow computing any statistical signific-
ance regarding the correctness of the calculated similarity values, which is a threat to 
conclusion validity. Discussions with domain experts and a conducted manual analy-
sis revealed the appropriateness of the calculated similarity in this case.  

One of the authors used our tool to calculate the similarity values within this study, 
which can be seen as a threat to internal validity. However, the debriefing meeting 
with the consultants revealed the correctness of the input and the configuration.  

Our similarity calculation mechanism was developed for the domain of configura-
ble software products. However, our study only focuses on Dynamics AX. This can 
be seen as a threat to construct validity. Also, we did not utilize the dictionary concept 
in the first case study.  

The size and the number of products used in our study were limited, which is a 
threat to external validity. We focus on configuration-based systems and do not pro-
vide support for a broader system range. Input from a skilled domain expert, who is 
familiar with the tool is needed. Not yet investigating the tool’s usability in more 
detail can be seen as threat.  

4 Industrial Evaluation II – QlikView 

4.1 Case Study Setting 

The second case study at InsideAx was focused on a product for data analysis and 
business intelligence. Domain experts at InsideAx use a product named QlikView to 
build data analysis applications for their customers. The process of building these 
applications contains three key steps. In a first step QlikView extracts, transforms, 
and loads data from multiple source systems such as ERP systems. A domain expert 
defines so-called measures in a second step. A measure in QlikViev is a formula to 
calculate a business relevant value (e.g. contribution margin). In a last step the meas-
ures are visualized and set in relation to other measures (e.g. revenue in contrast to 
contribution margin). These analysis results are used to lead a company and optimize 
a departments’ work.  

Business intelligence applications such as QlikView are built in tight collaboration 
with the customers’ decision makers, and therefore are more individual than a stan-
dard software product. Still, domain experts at InsideAx believe there is a common set 
of recurring QlikView measures on most business areas and industry branches. How-
ever, no in depth analysis has been conducted so far. 
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Within this study we analyzed a set of customer specific products in order to iden-
tify similar QlikView measures. The products are characterized by business area and 
the customers’ industry branch.  

4.2 Evaluation Method 

The goal of this study was to show that our similarity calculation approach works 
with a larger example (scalability of the approach). Furthermore, the dictionary con-
cept was applied for the first time. In contrast to the first case study, the size of the 
system under analysis does not allow comprehensive manual calculations or estimates 
in a reasonable amount of time. This is why we did not include domain experts in this 
case study. We have framed our evaluation goal in three research questions (RQs): 

Q1: Will the calculated results indicate the need for introducing a PL approach? 
Q2: Will the dictionary concept influence the calculated results? 
Q3: Will the approach be scalable to the given problem size? 

In step 1 we selected 54 different products from 12 customers in 6 different indus-
try branches. All of these 54 products use the data analysis capabilities of QlikView. 
In contrast to the first case study these products are not derived from a common base 
product. Each of these 54 products can be seen as individually developed product. 
QlikView only defines how measures are created but does not include a predefined 
list of measures (such as a configuration schema in an ERP system). Therefore we 
defined an initial dictionary containing synonym lists of measures to allow a domain 
specific comparison. For example, the measures Profit Margin and Contribution 
Margin are identical and should therefore be identified as similar during the similarity 
calculation. The dictionary containing the synonym lists was created by one of the 
authors of this paper who has 6 years experience in developing business applications.  

In step 2 we grouped the products by business area (e.g. Sales, Finance, and 
Project). 

In step 3 we incrementally refined the dictionary while importing product configu-
rations into our tool. We assigned newly imported measures to existing synonym lists 
if they were semantically similar. For example, the imported measure Profit Contribu-
tion was added to the synonym list that already contains the measures Profit Margin 
and Contribution Margin. 

In a next step we performed a similarity analysis on the groups of products built for 
a specific business area (step 4). The tool identified the number of measures occurring 
in all products within this group and calculated a similarity value.  

4.3 Results 

In total, we analyzed 54 different products from 12 customers in 6 different industry 
branches. These products were grouped into 7 business areas. In total all products 
together contained 930 measures. We defined a dictionary containing 27 synonym 
lists to group semantically equal measures. 109 measures were highly individual and 
could not be grouped with others.  
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The author spent about 40 minutes to create the initial dictionary (step 1) and 5 mi-
nutes to group the products into business areas (step 2). Step 3, the refinement of the 
synonym lists, took again about 45 minutes. The calculation itself has been performed 
within seconds (step 4). 

Table 3 shows the results from the analysis based on the product’s business area. 
The second column shows the number of products per business area. The number of 
products varies between two for Project up to 17 for Sales. The third column contains 
the number of customers running a product for this business area. For example there 
are two customers running a product to analyze Project but 10 customers analyzing 
Sales. The next column shows the total number of identified measures within the 
products per business area. For the business area Project, 29 measures were identified 
while for the business area Sales we found 460 measures. The fifth column shows the 
number of synonym lists used to group the measures. This means that the comparison 
of measures can be reduced from the number of measures to the number of synonym 
lists. For example, for the business area Sales the tool had to compare 64 measures 
instead of 460 measures because they were identified as semantically equal in the 
dictionary. The last column shows the calculated similarity of all products in the giv-
en business area. For the business area Project, the two compared products are 63% 
similar. This means 63% of identified measures are used in both products. In the 
business area Sales, only 8% of the identified measures (or their synonyms) are 
present in all 17 products. In general, the calculated similarity decreases with the 
number of compared products. 

Table 3. Calculated similarity for products grouped by business area 

Business Area # Products  # Customers # Measures  # Synonym lists Similarity  

Project  2  2  29  15  63%  
Production  3  2  46  18  50%  
CRM  6  3  55  19  25%  
Procurement 6  4  71  27  23%  
Finance  9  7  118  26  16%  
Warehouse  11  7  151  34  14%  
Sales  17  10  460  64  8 %  

4.4 Findings 

Will the calculated results indicate the need for introducing a PL approach? Provid-
ing a clear answer to this question is difficult in this case. Comparing the calculated 
similarity to a threshold of 50% like published in [6], the results suggest that no PL 
approach is needed and a single-system development approach can also be perused in 
the future. In case where the calculated results reach the threshold value (see business 
areas Project and Production in Table 3) only two products were compared. In all 
other cases the calculated similarity was significantly lower than the desired thre-
shold. However, our study also indicates that the different granularity of the products 
under investigation had a significant impact on the results. For example we found five 
very specialized Sales applications built for one customer. A way to address this issue  
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could be to merge these specialized applications and compare more general applica-
tions in a next evaluation. In order to at least partly assure the validity of the calcu-
lated similarity values, we performed a manual similarity analysis for 6 products with 
71 measures from the business area Procurement, which is about 10% of total prod-
ucts under analysis. This manual analysis revealed the correctness of the calculations. 

Will the dictionary concept influence the calculated results? Solutions developed 
with QlikView are in general harder to compare as less standardization is available. 
Therefore, we introduced the dictionary concept. We observed that synonym lists 
within the dictionary have a significant impact on the calculated results. We initially 
provided a predefined set of synonym lists. Therefore many terms were mapped to 
these synonyms and the reported similarity value was high. With ongoing analysis we 
refined the set of synonym lists by splitting existing synonym lists into smaller more 
precise lists. As a result the calculated similarity decreased. This also means that the 
calculated similarity strongly depends on the analyst’s domain knowledge and ability 
to define adequate synonym lists for domain specific terms. 

Will the approach be scalable to the given problem size? The study has shown that 
our approach can be used with a larger number of products. In contrast to the first 
case study where 5 products were compared in 3 business areas we managed to ana-
lyze 54 products in 7 business areas. We could not identify any performance problems 
within this case study as the tool calculated the similarity within seconds. However, 
the manual definition of the dictionary (step 1) and the iterative refinement (step 3) 
consumed a significant amount of time (about 1,5 hours in total). 

4.5 Threats to Validity 

Although the example is larger than the one in the previous case study and we can 
draw first conclusions regarding the scalability of our approach, we still cannot com-
pute any statistical significance regarding the correctness of the calculated results. 
This can be seen as a threat to conclusion validity. More case studies would be needed 
to further evaluate the correctness of the similarity calculation in different settings. 
The number of products in some of the business areas (such as Production and 
Project) was very limited. Manual analysis revealed the correctness of the calcula-
tions for a limited set of products in the business area Procurement.  

As one of the authors of this paper was also the developer of the tool similar threats 
to internal validity as described for the first case study (cf. Section 3.5) apply. Particu-
larly, the dictionary had a significant influence on the similarity calculation in this 
case study. Although the dictionary was built iteratively, which allows for validation 
and correction, it was created and validated by one person only.  

Similar to the first case study, we focused on a specific product (QlikView), which 
is a threat to construct validity. Although we applied the dictionary concept, we did 
not use similarity range definitions.  

As discussed in the first case study, or approach focuses on configuration-based 
systems. This could mean that it underrepresents external validity. A domain expert 
who is familiar with the tool is needed. Although in this study we successfully used 
our approach in a larger setting, we did not investigate the tool’s performance in de-
tail. However, we expect the problem size of the second study to be typical for SMEs.  
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5 Related Work 

Schmid and Schank [6], PuLSE-BEAT is introduced, a tool for supporting the product 
line scoping approach called PuLSE-Eco presented in [13]. To identify the optimal 
scope, a product map is used which is a matrix with the product characteristics (fea-
tures) on one axis and the products on the other axis. The product characteristics are 
elicited from stakeholders, existing systems, and the product plan. In our approach, 
product characteristics (we call them feature definitions) are derived from existing 
systems. In PuLSE-Eco the benefit analysis step decides what to develop for reuse 
and what not. Benefit functions describe the benefit of having a certain characteristic 
inside the scope. In our approach we analyze the similarity of the different products 
and calculate a similarity value to decide what should be inside the scope.   

John [8] describes the CAVE approach. It utilizes existing documentation in order 
to identify communalities and variability. CAVE foresees the steps; Preparation, 
Analysis and Validation. In the first step a domain expert selects user documentation 
for analysis. In the second step a domain expert browses the selected documents and 
tags elements based on extraction patterns. The results of the second step are product 
line artifacts that are validated by a group of domain experts. 

Scoping based on source code is presented in de Medeiros et al. [14]. The authors 
present a tool-based approach containing three modules. The feature identification 
module receives legacy systems source code and outputs the features composing the 
legacy system. The similarity comparison module identifies copied source code from 
legacy systems and calculates the similarity of feature implementations.  The third 
module visualizes the results for domain experts. Duszynski et al. [15] present an 
approach that analyzes the source code of multiple variants for commonalities to sup-
port migration towards a product line. The reuse potential of system parts is assessed 
using occurrence matrices. Instead of a pair-wise comparison of existing variants, the 
authors propose to describe the similarity between a set of variants in a matrix. The 
matrix contains the different elements of the variants that are compared, the variants 
and the occurrence of the elements in the variants. The similarity rate is categorized as 
core (element occurs in all variants), shared (element occurs in some variants), and 
unique (element occurs in only one variant). In contrast to [14] and [15] we focus on 
configuration settings of standard software products rather than on source code. In the 
second case study we calculate similarity of products based on measures defined in 
these products. We compare formula definitions in this case but do not analyze the 
source code for similarity. Although many measures realize the same business con-
cept (e.g. calculate the contribution margin) the implementation itself greatly differs 
because the information sources for this measure are different for most of the systems 
(e.g. different tables from different ERP systems are used to retrieve the input data for 
the calculation). Code scoping techniques would thus reveal that the implementations 
of these products are highly different. 

6 Conclusion and Lessons Learned 

We presented a tool-supported approach that enables companies to semi-
automatically perform a similarity analysis of existing product configurations. We 
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consider it as a lightweight approach which complements existing approaches and 
supports companies to initially answer the question if a product line approach would 
suit their needs. The presented solution enables SMEs to estimate the similarity in 
standard software products. The case studies have shown that our approach can be 
applied to different types of products (ERP, data analysis) and also scales to a larger 
number of products. The similarity calculation is automated and reveals quick insight 
on the existing product portfolio. It can be repeated and refined without major 
changes on the tool. 

In order to evaluate our approach we have conducted two industrial case studies in 
the field of business software. Starting a product line from existing solutions is recog-
nized as an option to improve productivity and quality. In the initial case study we 
have shown that the tool can be used by domain experts and reveals valuable results. 
Furthermore the evaluation shows that domain experts give different estimates on the 
reuse potential that not only differ from the calculated value, but also from one anoth-
er. If a company is planning to introduce software product lines they should not rely 
only on their domain experts estimates, but take (semi-)automatic scoping into con-
sideration. Although the calculated results did not clearly indicate the need for intro-
ducing a product line approach, it provoked an intense discussion in the company. 

In the second case study we started with a large set of existing products, built for 
different customers and purpose. In contrast to the first case study these products were 
less standardized. Therefore we intensively used the dictionary concept and defined 
many synonym lists to identify semantically equivalent configuration settings. This 
case study revealed the importance of domain knowledge when performing a scoping 
analysis. The dictionary concept was proven to be a valuable way to make domain 
knowledge explicit and reusable for automatic processing. Moreover, the second case 
study has shown that our approach scales also to a large number of less standardized 
products. Also, the more products under analysis are domain specific the more do-
main knowledge is required. We have learned that less standardized software products 
like QlikView in case study two, are harder to compare than strictly standardized 
software products like the ERP systems in case study one. 

Future work will include extending the tools functionality to implement a more so-
phisticated similarity calculation method in order to identify clusters of similar parts. 
Moreover, we will work on the dictionary concept. The second evaluation has shown 
that we need to address the different granularity of dictionaries and synonym defini-
tions in order to handle products of different granularity for analysis. 
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1 Fonds de la Recherche Scientifique – FNRS, Brussels
2 Department of Business Administration, University of Namur

3 PReCISE Research Center, University of Namur
{corentin.burnay,ivan.jureta,stephane.faulkner}@unamur.be

Abstract. Interviewing stakeholders is a common way to elicit information about
requirements of the system-to-be and the conditions in its operating environment.
One difficulty in preparing and doing interviews is how to avoid missing the in-
formation that may be important to understand the requirements and environment
conditions. Some information may remain implicit throughout the interview, if
the interviewed stakeholder does not consider it important, and the business ana-
lyst fails to mention it, or a topic it relates to. We propose the so-called Elicitation
Topic Map (ETM), which is intended to help business analysts prepare elicitation
interviews. ETM is a diagram that shows topics that can be discussed during re-
quirements elicitation interviews, and shows how likely it is that stakeholders tend
to discuss each of the topics spontaneously (as opposed to being explicitly asked
questions on that topic by the business analyst). ETM was produced through a
combination of theoretical and empirical research.

Keywords: Elicitation, Interviews, Context, RE Topics, Exploratory study.

1 Introduction

Research Context - Requirements Elicitation via Interviews: Requirements Engi-
neering (RE) focuses on the elicitation, modelling, and analysis of requirements and
environment of a system-to-be, in order to produce its specification. Requirements elic-
itation [1–4], only elicitation hereafter, refers to activities done in RE, in order to obtain
information from stakeholders of the system-to-be; the aim is to use this information
to understand conditions in the system’s operating environment, and the stakeholders’
requirements from the system [5].

Elicitation is important, because misunderstanding stakeholders, or in some other
way missing important information, can result in the specification of the wrong system
- one that fails to satisfy requirements, and/or is inconsistent with the conditions in its
operating environment (e.g., it does not comply with applicable legislation). Elicita-
tion often involves communication with stakeholders, through, for example, structured,
semi-structured, or unstructured interviews, workshops, and so on [2, 3]. Hereafter, we
write interviews to refer to any form of direct communication with stakeholders, which
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is done in order to elicit information. Interviews provide invaluable information through
verbal and nonverbal communication.

General Issue - How to Uncover Important Context Defaults during Interviews?
A difficulty when doing interviews, is that the business analyst and stakeholders have
different backgrounds, experiences of existing systems, and expectations from the fu-
ture system. They will come into interviews with different assumptions about the en-
vironment, requirements, and system-to-be. In itself, it is not a problem that different
stakeholders hold different assumptions. It becomes a problem if some of their key as-
sumptions remain implicit in interviews. If, instead of remaining hidden, some of these
assumptions were known, then this could have helped with, for example, requirements
inconsistencies, stakeholder negotiations, or the identification of other requirements.

A more technical way to see this, is to look at it through the notion of non-monotonic
reasoning in artificial intelligence [6–9]: when the business analyst is doing elicitation
interviews, she is asking the stakeholder questions; the stakeholder’s thinking before an-
swering could be - roughly speaking - seen as an inference that the stakeholder makes
on the basis of her defaults (statements that can be rejected when there is new infor-
mation) and her certain knowledge (statements which remain relevant despite of any
new information) [8]; the stakeholder’s answer are the conclusion of her reasoning pro-
cess. If we see things this way, then it can be useful for the requirements engineering
to try to reveal at least some of the stakeholder’s defaults, in order to understand the
requirements better, discuss other requirements, or otherwise.

This is, for RE research, the issue of how to make sure that elicitation interviews
reveal as much as feasible of the defaults that may be important for RE. It is not a
new research issue. Any contribution on how to prepare elicitation interviews, is also
inevitably interested in how to use these interviews to elicit as much as feasible of
the important information for RE [4, 10–13]. An approach to this issue that has not
received attention, consists of trying to understand what domain-independent categories
of information the stakeholders tend to talk spontaneously about during interviews, and
which others tend to remain implicit. The latter group are the defaults mentioned above.

Contributions - Map of Elicitation Interview Topics, and their Relative Impor-
tance: The contributions of this paper are the so-called Elicitation Topic Map (ETM),
a list of topics to discuss in elicitation interviews, and indications of the relative im-
portance of these topics. Topic importance reflects our measure of the stakeholders’
tendency to share spontaneously the information on these topics: a topic is more im-
portant if we observed, in our sample of stakeholders, that they were more willing to
share information about it spontaneously. This does not mean that less important topics
in the ETM are less important for the analysts: it simply means that fewer stakeholders
would spontaneously share information on them; if the analyst needs information on
lower importance topics, she will have to be proactive in finding that information (for
example, the analyst would need to stimulate stakeholders to discuss those topics).

Overview of Research Methodology: The ETM was produced through three phases of
research. It is easier to understand the rationale for them, by starting from the third and
last phase. The goal of the third phase was to evaluate topic importance. This was done
by selecting professionals, all of whom had acted as stakeholders in RE projects, and
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sending each of them the same set of 30 topics. We asked each individual to evaluate,
for each topic, if she would share information on it spontaneously, or only if asked.

In order to have the 30 topics to evaluate, the second phase of research focused
on identifying the topics. They were identified through interviews with business ana-
lysts, coming from five RE and systems engineering projects done in Belgian small and
medium size businesses; projects differed in terms of number of participants (from 15
to 150) and in terms of the system domain (pharmacology, finance, etc.). To prepare
interviews done in the second phase, our first phase consisted of adapting our past re-
search on a generic model of context [14, 15]. Our model of context suggested groups
of topics, without suggesting specific ones.

Organization: This paper is organized as follows. Section 2 introduces basic terminol-
ogy and relates it to standard RE terminology. Sections 3–5 present the three phases
of research. Section 6 presents the raw data and the analysis technique we applied to
it to produce ETM. Section 7 presents hypotheses for future research in RE, that ETM
suggests. Section 8 overviews related work, and Section 9 summarizes our conclusions.

2 Baseline

We start from the observation that there is explicit and implicit information when do-
ing an elicitation interview. Explicit information is that which the stakeholder shared
with the business analyst who did the interview. Implicit information is that which the
stakeholder did not share by the end of the interview. The fact that some information is
explicit or implicit does not matter for its relevance for understanding the requirements
and the environment of the system-to-be. The stakeholder decides what information to
share, and thereby which information will be explicit or implicit.

Stakeholder’s decisions to share undoubtedly depends on many factors, such as the
business analyst’s questions, the stakeholder’s assumptions about the system-to-be and
its environment, her understanding of her role in the systems engineering process, and
so on. The goal of the ETM is to influence primarily the set of questions that the busi-
ness analyst asks, rather than the other factors. We see the elicitation interview as an
exchange of information and questions between stakeholders and business analysts.

Although the number of stakeholders and analysts in an interview will have an in-
fluence on the content and procedure of the interview in practice, they do not influence
the contributions in this paper - the ETM is not designed with a specific interview dura-
tion and number of participants in mind. This exchange can be more or less controlled;
more, for example, if the analyst wishes to proceed in the exact same way with every
stakeholder and in every interview, perhaps through the same list of questions. We see
any interview as a conversation about a set of topics, regardless of how controlled that
conversation is, or the analyst may want it to be.

In this paper, the term Topic designates an entity that different pieces of information
refer to. A topic can be, for example, a time period (talking about the events in March
2013), a physical object (the company’s product packaging), event (merger with another
company), position (CEO), etc. Another key term in this paper is Topic Set, which
refers to a set of Topics that are somehow related. For example, if there is a Topic for
past events, another for current events, and a third for future events, then there can be
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a Topic Set about time, which includes all the three Topics. It is important to keep in
mind that Topic is not a subclass of Topic Set, and that same Topic can be in more than
one Topic Set. We have also found no universal set of Topic Sets, or of Topics per Topic
Set; we are reporting in this paper those Topics and Topic Sets that proved useful with
regards to the issue we are interested in, namely, providing an ETM and an evaluation
of Topic importance in it.

It is important to understand how the notion of Topic in this paper relates to common
concepts in requirements modelling languages, such as RML [16], ERAE [17, 18],
Telos [19], KAOS [20] or i* [21]. A requirements modelling language suggests concepts
and relations to use, to represent information about requirements, environment, and the
system-to-be. If an elicitation interview results in explicit information about key actors
in the environment, and how they depend on the system-to-be to achieve some specific
goals, then, for example, an i* model can be used to capture these as instances of its
agent, role, and goal concepts, and its dependency relation. In a way, the concepts and
relations of the language can be seen as suggesting Topics to discuss. If the language
is i*, then Topics would be the agents and roles in the environment, the goals of the
agents, and the dependencies between them for achieving these goals. The difference
between Topics, and concepts and relations in requirements modelling languages, is
that a Topic may correspond one to one to a concept or relation, or to more concepts
and relations among those in the language. Our aim in defining the Topics was not
to suggest an ontology for requirements modelling languages. Some languages may
be able to capture the information associated to some Topics more easily than others,
but that discussion is beyond the scope of this paper, and influences in no way the
contributions here.

3 The First Phase: Defining Topic Sets

The purpose of the first phase of our research was to define Topic Sets. To do so, we
started from the idea that all elicitation interviews can be said to be context-specific.
This means that an interview is specific to a time, place, project, analyst doing the in-
terview, stakeholder being interviewed, and so on. In other words, to say that elicitation
is context-specific, is simply to say that no two elicitation interviews are alike.

The useful conclusion to draw here, from the observation that elicitation is context-
specific, is that context influences the answers that stakeholders give. Therefore, if we
keep the same analyst who interviews, the same stakeholder who is being interviewed,
and the same questions, and change something else in the context (such as interview
location, time, and so on), then we may get different explicit information from the
interview. Notice that we are careful to say that we actually do not know if a change to
context would in fact change the information that the stakeholder chooses to share.

Consequently, phase one involved two tasks: (i) identify Context Dimensions, that is,
groups of variables which characterize the context, so that if they change, then we say
that context changed from an old context to a new context; (ii) determine, through exper-
iment, which of the Context Dimensions influence people’s decision-making: namely,
given some Context Dimensions, we want to identify those that have the following
property: The same individual, when facing the problem in the old context would solve
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it in one way, and when in the new context, would solve it in another way. We reported
elsewhere our work on the two tasks above [14, 15].

To identify Context Dimensions, we drew on conceptualizations of context in philos-
ophy [22, 23], artificial intelligence [24] and computer science. In computer science, for
instance, fields like ubiquitous computing and context-awareness are particularly inter-
ested in the notion of context, and, so to speak, what context is made of (see [25, 26] for
surveys). This interest has lead to some operational definitions of context (e.g., [27]).
These definitions decompose context into a series of dimensions. We identified six of
these Context Dimensions in our past work, and use them in this paper as Topic Sets,
with each Context Dimension being a Topic Set. They are the following:

– Items deal with salient entities inside the context, e.g., a person, an object, etc.
– Rules deal with constraints in the context, e.g., laws, targets, habits, etc.
– Localizations deal with the position of the context in space and time;
– Activities deal with the set of objectives of Items, e.g., intentions, desire, etc.
– Relationships deal with the connections / links between Items and/or Rules.
– Granularities deal with the nature, quantity and level of any additional piece of

information that is provided about things occurring in the context.

4 The Second Phase: Identifying Topics for Topic Sets

The output of phase one are a list of six Topic Sets. While interesting on their own, the
Topic Sets are not very useful for elicitation, as they are too general. Asking questions
about items, rules, localization, and so on, still are much too generic recommendations
on what to discuss during interviews.

To identify Topics for Topic Sets, we selected business analysts, and did interviews
with them. The aim in the interviews, was to discuss the Topic Sets, their perception of
the relevance of Topic Sets, and to identify Topics that they would have, or actually had
discussed with stakeholders. The resulting Topics are given in Table 2. The rest of this
section describes how we found these Topics.

Participants: We had access to five systems engineering or reengineering projects,
which involved professional business analysts. Projects took place at small and medium
sized companies (up to 250 employees) located in Belgium and Luxembourg. When we
did our study, all projects had ended in the 12 months that preceded our study. We
interviewed the business analysts involved in these projects. The interviews took place
at the respective companies that employed these individuals. In addition, we had access
to requirements documentation produced for the projects. We chose projects so as to
cover different domains and project sizes. Names of systems engineering buyers and
providers remain anonymous in this paper. This was a condition to satisfy in order to
gain access to project documentation and the people involved. Table 1 gives an overview
of project characteristics.

Procedure: The research in this stage was interpretative. As suggested in [28], it was
mostly based on interviews and project documentation. The interviews were semi-
structured, in that the goal in each interview was to discuss all Topic Sets identified
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Table 1. Summary of project characteristics

Name # Stakeholder Industry Description
PP 60 Pharmacology Reporting system for customers’ feedback
FD 15 Finance Implementation of a CRM system
ML 20 Accounting Automation of accounting dashboards
AP 90 Communication Design of a BI system
BD 100 ICT Scheduling tool for human resources

in phase one. At any time during an interview, subjects were free to mention any as-
pect outside the scope of the Topic Sets, or challenge the Topic Sets. The process was
iterative: we analyzed documents generated during the project, and asked questions to
analysts, when some aspects emphasized during the interviews did not correspond to
observations in the documentation. Such iterations happened up to three times (three
interviews and documentation analyses, for each analyst). An interview typically in-
volved three parts, each dealing with particular types of questions:

– Overall discussion with direct references to Topic Sets, e.g., “Do you think it is
relevant to discuss Rules during an interview with a stakeholder?”;

– Specific discussion about what Topics might be in each Topic Set, e.g., “What as-
pects related to Rules would you want to elicit?” or “Do you consider culture of the
company is a relevant aspect to be discussed with stakeholders when you want to
collect information about Rules”;

– Concluding discussion with broader questions such as, e.g., “Do you see other as-
pects that we did not mention during this interview?”.

Results: The result of phase two is a list of 30 Topics, organized by Topic Set. They are
shown in Table 2. The limit of 30 Topics was decided taking into account the largest set
of Topics on which we could work and for which methodological concerns (in terms
of validity, data collection and treatment) remained manageable. Hereafter, we refer
to these Topics by mentioning the identifier they have in Table 2. For example, if we
write I2, we are referring to the Topic of Objects that could be related to the system, as
shown in Table 2. Some of the Topics identified during interviews have been removed
from the final list, e.g., “Important financial ratios” has been identified as a Topic in
the ML project (see table 1), but was rejected because it dealt with aspects that are
only relevant in the scope of an accounting reporting system. Similarly, “Assignments
from management team about ergonomics” has been rejected because too precise, and
partially redundant with R4.

5 Third Phase: Evaluating Topic importance

The goal of phase three was to evaluate if system stakeholders would share sponta-
neously or not the information about the Topics identified in phase two.

Our premise is that if our data suggests that stakeholders tend to spontaneously share
information about a Topic, then that topic is likely to produce explicit information in
elicitation interviews. If data suggests that stakeholders do not tend to spontaneously
share information about a Topic, then this information will remain implicit in elicitation
interviews, unless the business analyst asks the stakeholders about it. The rest of this
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Table 2. A list of Topics, by Topic Sets

Item

I1. Actors who are going to use the system

Localization

L1. Place where the system will be used
I2. Objects that could be wired to the IS L2. Repetitive trends in the firm
I3. Other systems that are in use in the firm L3. Frequency of recurring events in the firm
I4. Inputs and outputs expected of the system L4. Recurring events in the firm
I5. Units/structure that compose the firm L5. History and evolution of the firm

Activity

A1. Core business of the firm

Connection

C1. Type of relations between colleagues
A2. Reason why the company needs the IS C2. Power of agents who are going to use the IS

e A3. Purpose of the IS, what it is going to do C3. IS criticality for people of the firm
A4. Goals assigned to you and the colleagues C4. Strength of relationships between colleagues
A5. Vision and strategy of the firm C5. Connection between Requester and Provider

Rule

R1. Laws or regulations applying to the firm

Granularity

G1. Atmosphere in the company
R2. Norms/guidelines/standards in the firm G2. Legal or financial status of the firm
R3. Habits, traditions or culture of the firm G3. Relevant monitoring metrics of the firm
R4. Recommendations from the management G4. Synergies inside the firm
R5. Best practices that apply to the firm G5. Special facts about the firm

section describes how we collected the data. Section 6 discusses the conclusions that
can be drawn from that data, and presents the ETM.

Participants: Participants in phase three are 40 people. Data were initially collected
from 51 people, but we rejected answers from those with no experience as stakeholders
of IT project. The target group for the survey was defined by randomly selecting people
from the alumni’s network of the University of Namur. Stakeholders from companies
described in Table 1 were also invited to take part in the survey.

Procedure: Data collection took the form of an online survey. Subjects were asked
to recall the last project in which they were involved as stakeholders who had been
interviewed by business analyses. More precisely, subjects were asked to remember
the beginning of the project, when they first got interviewed by a business analyst or
equivalent (hereafter BA). Two series of questions were then submitted to subjects. A
first series was interested in the Topics themselves. Questions took the following form:
“During an interview with the business analyst, would you mention X” where X is to
be replaced by one Topic, e.g., the first question of the series takes X= “actors that are
going to use the system-to-be (e.g., employees, customers, suppliers, other companies,
...)”. Subjects were asked, for each possible X in Topics listed in Table 2, whether they
would discuss it with the BA. For each question, the subject had the choice between:

– “A: I would discuss this aspect even if not asked by the BA”
– “B: I would discuss this aspect only if I was asked to do so by the BA”

We interpret A as suggesting that the subject would spontaneously share information
on the Topic. We interpret B as suggesting that the information on the Topic would re-
main implicit, unless the BA asks questions about it. We acknowledge that there could
have been more alternatives, e.g., “C: I would be reluctant to discuss this aspect even
if asked by the BA”. Yet, given the exploratory orientation of this study, we decided to
stick to a binary scale. This enables to stay consistent with our initial explicit/implicit
distinction [14] and keep simple and easily interpretable results. We refer to the result-
ing set of answers as Topic evaluation.

In the second part of the questionnaire, subjects were asked to evaluate how fre-
quently, in their own experience, the Topic Sets are discussed with BAs during inter-
views. In this second section, no Topics are mentioned, and subjects are asked to answer,
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Table 3. Result of our Quantitative Study

(a) Topics Evaluations

I1 I2 I3 I4 I5 R1 R2 R3 R4 R5 L1 L2 L3 L4 L5
A 36 23 24 32 19 12 21 15 21 23 26 9 18 19 5
B 4 17 16 8 21 28 19 25 19 17 14 31 22 21 35

A1 A2 A3 A4 A5 C1 C2 C3 C4 C5 G1 G2 G3 G4 G5
A 36 38 35 19 13 7 25 25 8 6 6 5 16 17 4
B 4 2 5 21 27 33 15 15 32 34 34 35 24 23 36

(b) Topic Sets Evaluations

I R L A C G
Never 0 1 2 1 1 9
Very Rarely 2 3 3 0 3 7
Rarely 1 8 5 5 7 8
Occasionally 9 20 16 13 20 12
Very Frequently 26 7 13 18 8 3
Always 2 1 1 3 1 1

considering the Topic Groups from a general point of view. Given our objective to mea-
sure frequency, a six-level Likert scale of frequency was proposed to subjects: “Never”,
“Very Rarely”, “Rarely”, “Occasionally”, “Very Frequently” or “Always”. We choose a
scale with more than two levels (unlike Topic evaluations) because Topic Sets are more
generic and thereby less concrete to the stakeholders. We refer to the resulting set of
answers as Topic Sets evaluation.

Results: The collected data are summarized in Table 3a for Topics evaluations, and
Table 3b for Topic Sets evaluations. Results are presented under the form of contingency
tables, given that all the variables that we used in our survey are categorical. Numbers
reported in the tables are occurrences, e.g., from Table 3a, we learn that I1 has been
evaluated as being explicit by 36 of our stakeholders (Answer A), while 4 of them
evaluated that same Topic as being implicit (answer B). Heads of the columns are the
identifiers from Table 2. We use hereafter the notation CT=X * Y to define a contingency
table formed by the crossing of the dimension X by the dimension Y. For instance, the
contingency table presented in Table 3a would be noted CT= Topic evaluations*Topics,
while the one in Table 3b would be described by CT= Set evaluations*Sets.

6 Data Analysis and the Elicitation Topic Map

We applied Correspondence Analysis (CA) to the data collected in phase three. CA is
conceptually similar to Principal Component Analysis: it aims to summarize within two
or three dimensions most of the variance of a data set. CA is particularly useful in the
scope of our study because it provides a graphical representation for the contingency
tables we built from collected answers. Such displays are convenient for identifying
patterns in data. CAs were performed with the R package FactoMineR [29]. This sec-
tion describes the CAs we performed to analyze our data. Next section presents some
hypotheses we draw from these analyses in combination with previous qualitative study.

6.1 Analysis of Topics: The Elicitation Topic Map

The most significant output from our quantitative study is the ETM. ETM is obtained
from a CA performed on the data presented in Table 3a, i.e. with CT= Topic evalua-
tions*Topics. Result of the CA is presented in Figure 1. The graph shows the distances
between Topics, and distances between Topics and some Points of Interest (bold text).
Points of Interest (PIs) can be seen as the representation, on the diagram, of stakehold-
ers’ behaviour regarding the sharing of information: one point represents spontaneous
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Fig. 1. The Elicitation Topic Map (ETM)

sharing (the label Explicit in Figure 1), another one (Implicit in Figure 1) the tendency
not to spontaneously share the information on the topic.

Read the graph as follows: the closer a Topic is to a PI, the more it is associated by
our stakeholders to the related sharing behaviour. For instance, L1 can be considered
to be an explicit Topic, because it is relatively close to the Explicit PI. Yet, it is less
explicit than A1 or A2, because the latter are at a larger distance from Implicit PI.

ETM is helpful during elicitation in that it provides indications about the risk of
omissions of certain Topics. For example, observe that A5, and A4 to a lesser extent, are
closer to the Implicit PI, i.e. they are associated to implicit sharing behaviour. This does
not mean that they are not relevant to RE, e.g., understanding the strategy and vision of
the company may be critical to make appropriate specification design decisions. How-
ever, it means that stakeholders are likely not to mention these Topics spontaneously
during interviews. Consequently, the BA might decide to prepare her interview with
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questions that focus specifically on understanding the vision, strategy, and targets of the
business. It also suggests that it may be useful to the BA to prepare for these interviews
by researching the vision, strategy, and targets that the business had already publicly
announced in press releases, annual reports, and such.

6.2 Analysis of Topic Sets

Rather than working on Topic evaluations, we now look at the data on Topic Sets eval-
uations; that data is Table 3b. The mechanisms for presenting and reading the CAs stay
the same as for the preceding section: axes are abstract dimensions built to represent
the variance within our data set, and are interpreted in the next paragraph.

Figure 2a presents the CA on Table 3b, with CT= Set evaluations*Sets. We observe
that Activities and Items topics are very close to the Always and Very frequently PIs.
This is interpreted as the fact that our stakeholders tend to spontaneously share informa-
tion on Topics in these Topic Sets. In sharp contrast, Granularity is close to Very Rarely
and Never answers, thereby suggesting implicit behaviour. Connections, Localization,
and to a lesser extent Rules are associated with Occasionally and Rarely answers. Fig-
ure 2 can be used in the same way as the ETM. It provides BAs with indications about
the expected sharing behaviour of stakeholders toward the Topic Sets, e.g., Figure 2a
suggests that it may require more effort to elicit Localizations than Items.
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Fig. 2. Correspondance Analysis on Topic Sets Evaluations

6.3 Analysis of Experience and Profile

We now focus on the analysis of Experience (i.e. the number of projects in which the
stakeholder has been involved) and Profile (i.e. the position that the stakeholder was
holding in most of these projects). These two characteristics are studied because they
are easily identifiable by BAs at the beginning of an interview. Again, the mechanisms
for presenting and reading the CAs stay the same as for the ETM section. Our aim here
is not to provide a detailed discussion of such characteristics, but rather to illustrate
their potential impact. Further research could however go on the investigation of other
stakeholders’ characteristics that influence sharing of Topics and Topic Sets.
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Experience: A CA for the experience of the stakeholder is presented in Figure 2b,
and is computed from CT=Experience*Sets Evaluations. In our survey, we use three
different levels: people who participated from 1 to 3 projects, from 4 to 10 projects,
and finally those with more than 10 projects. The analysis suggests that experienced
stakeholders are associated with Very Frequently to Always answers. This suggests an
explicit sharing behaviour about Topics. Stakeholders with smaller experience selected
more Very Rarely and Never answers, while stakeholders which took part to 4 to 10
projects favour the Occasionally answer.

Profile: A CA for the profile of the stakeholder is presented in Figure 2c. It is com-
puted from CT=Profile*Sets Evaluations. We use four groups of profiles: employees
(i.e. working for the buyer with negligible responsibilities in the project), consultants
(i.e. people from outside the company helping on the project), managers (i.e. people
with some responsibilities in the project) and top managers (i.e. CEO/direction of the
buying company). The impact of profile on sharing behaviour is less evident, as the dis-
tances between our data points (i.e. our profiles) are smaller than in previous figures. It
is still possible to observe that stakeholder with more responsibilities - managers and top
managers - are more often associated with Always, Very Frequently and Occasionally
PIs. On the contrary, stakeholders with less responsibilities - employees and consultants
- are more often associated with Rarely, Very Rarely and Never PIs.

7 Implications: Hypotheses about Topic Importance

The ETM we presented in this paper is based on the samples we used, and it is hard to
claim much generality to it. In terms of practice, it can be used as a checklist that has
the added benefit of suggesting how likely information on some Topics will be shared
spontaneously by the stakeholders during elicitation interviews.

From the perspective of research, ETM and the data from our samples suggest a
number of hypotheses about information sharing behavior of stakeholders during elici-
tation interviews. We believe that it is worth doing further empirical research into these
hypotheses. We have not yet completed the empirical research to validate these hypothe-
ses. We therefore present them as interesting research issues that may be of interest to
the RE community.

The approach here is exploratory: we observe patterns of answers, and then suggest
hypotheses that could explain these patterns. The hypotheses are always about sharing
behaviour of stakeholders during an interview with a BA, in the scope of an IT project.
They should not be considered outside these particular settings. They are to be read as
potential explanations why stakeholders behave differently toward different Topics.

7.1 Some Overall Hypotheses about Topic Importance

We are interested here in hypotheses that can be formulated regardless of the Set to
which a Topic belongs. Such hypotheses are called overall hypotheses, and are usually
dealing with some general characteristics of Topics. In other words, we expect these
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hypotheses to hold for any new Topic that is added to the ETM, whatever the Topic Sets
to which it may belong. Some overall hypotheses are:

– Information on Topics dealing with information systems (e.g., A3, L1, I3) are spon-
taneously discussed;

– Information on Topics that pertain to information that stakeholders encounter on a
daily basis (e.g., A1, G3, R5) are spontaneously discussed;

– Information on Topics dealing with concrete concepts (e.g., I4, R2, L4) (as opposed
to abstract concepts, e.g., C1, G1, A5) are spontaneously discussed.

These three hypotheses (and their opposites), if validated, could be used by inter-
viewers as guidelines for understanding where to seek information that is not repre-
sented in the ETM. For instance, an BA may be interested in “The strengths/weaknesses
of the firm (SWOT)”, which is not represented in the ETM. Using previous hypothe-
ses, she could estimate the Topic is likely to remain implicit during an interview with
a BA, because it does not refer to any information system, and deals with abstract con-
cepts. Hence, the BA could decide to include questions in her interview that focus on
collecting sufficient information about that supposedly implicit Topic.

7.2 Some Specific Hypotheses about Topic Importance

Some hypotheses can also be suggested, that only apply within a particular Topic Set.
The interest of such specific hypotheses for BAs is basically the same as for overall
hypotheses. The main difference is that their usage are restricted to Topics existing
within the related Topic Set. Some examples of specific hypotheses are listed below. It
is important to note that the latter does not list all the possible hypotheses that can be
suggested from our results: it simply lists some of the most evident ones.

– Rules that are dictated by the business (e.g., R2, R4, R5) are made explicit;
– Activities about how a business runs (e.g., A4, A5) are kept implicit;
– Localizations that suggest some distance (e.g., L2, L5) are kept implicit;
– Items capable of accomplishing some tasks (e.g., I1, I4) are made explicit;
– Connections involving human relationships (e.g., C1, C4) are kept implicit;
– Granularities with coarse grain (e.g., G5, G1, G2) are kept implicit.

8 Related Work

Importance of context (i.e. environment, domain) is hardly new to RE. Contextualism -
which claims that peculiarities of context must be understood before the requirements
can be derived - is often presented as an alternative design philosophy to systems design
[30]. Papers like [31] - in which it is argued that the machine is to be considered within
its environment and cannot be dissociated from it - or [32] - presenting ethnographic
analysis as valuable to RE - are further evidence of the importance of context to RE.

As already discussed in this paper, domain modelling languages also emphasize the
importance of context in RE [16, 18–21]. This importance has also been highlighted
in the NATURE research project, e.g., [33] stresses the importance of a representation
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dimension in RE, which copes with the tools (formal or not) that can be used to express
knowledge about the system, while [34] propose a conceptual model to support the
documentation of domain theories. More recently, authors have emphasized the impor-
tance of relating requirements to context. Some emphasize the importance of context
and empirical validation of RE models as a direction for future research to accelerate
the transfer of research results into RE practice [35]. Others even identify context study
as an important research area on which RE should re-focus [36]. Modelling the domain
requires information to be collected, and hence elicited. This has also been the center of
attention in RE. Efforts have been devoted to the definition of elicitation methods that
provide ways for acquiring contextual information. From Contextual Inquiry [37] to In-
quiry Cycle [38] , context is put at the center of the acquisition effort. Other approaches
indirectly account for the context of use of a system during elicitation. CREWS [39] for
instance suggests that elicitation can be guided by the use of scenarios and use-cases.
SCRAM [40] also positions scenarios as an important tool for RE. Alternatively, several
viewpoints can be adopted to cover different concerns related to a system and therefore
support completeness of elicitation (e.g., [41, 42]).

The question of how stakeholders behave during elicitation when being interviewed
about context has been the center of less attention in RE. Some research has been de-
voted to the risks related to stakeholders’ behaviour during interviews, e.g., personal,
social or cognitive factors, and suggest ways to handle those risks [43]. A framework
for the communication issues during elicitation has even been proposed [44]. None of
these studies handles the distinction between implicit and explicit information. Still, the
existence of implicit information is recognized in RE - through for instance concepts
such as Tacit knowledge [45, 46] or Implicit Requirements [47, 48] - and should be
accounted for during elicitation.

9 Conclusions and Limitations

In this paper, we discussed the importance of distinguishing between the information
stakeholders have that is made explicit during interviews, and the information that they
keep implicit. Such distinction brought us to the question of how to discover the implicit
information that stakeholders may have. As an answer, we introduced the ETM, a list of
RE relevant Topics that are mapped by order of importance. In this paper, importance
is understood from the point of view of stakeholders, and express the likelihood of a
topic to be discussed explicitly. To build the ETM, we used a combination of a qual-
itative study (to identify Topics) and quantitative study (to determine the importance
of Topics). The ETM enabled us to formulate a set of 9 hypotheses about the sharing
behaviour of stakeholders during interviews. Ways for further research are clear: new
Topics should be added to the list, and larger-scale validations/replications of already
proposed Topics are required, so as to make the ETM more representative. Moreover,
hypotheses suggested in this paper, if validated, can make synergies for achieving more
complete interviews, and hence, perhaps, systems that fit their requirements better.

Limitations in our study should be kept in mind when using our results. Threats to
validity exist, e.g., non-response error, small sampling and selection bias, among others
are potential threats to the validity of our study. Also, answers are based on what people
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say that they do rather than on a direct observation. These threats might introduce bias
to our results, but do not hold us back from drawing relevant preliminary results.
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Abstract. Expert finding aims at identifying knowledgeable people to help in
decision processes, such as eliciting or analysing requirements in Requirements
Engineering. Complementary approaches exist to tackle specific contexts like in
forum-based communities, exploiting personal contributions, or in structured or-
ganisations like companies, where the social relationships between employees
help to identify experts. In this paper, we propose an approach to tackle a hybrid
context like an Open Source Software (OSS) community, which involves forums
open to contributors, as well as companies providing OSS-related services. By
representing and relating stakeholders, their roles, the topics discussed and the
terms used, and by applying inference algorithms based on Markov networks, we
are able to rank stakeholders by their inferred level of expertise in one topic or
more. Two preliminary experiments are presented to illustrate the approach and
to show its potential benefit.

Keywords: Expert Finding, Open Source Software, Requirements Engineering,
Markov network.

1 Introduction

A requirement for a system defines what this system should achieve to meet the
expectations of the stakeholders who depend on it. In Requirements Engineering
(RE), researchers deal with requirement-related issues such as eliciting, modelling and
analysing, documenting and checking that the requirements are fulfilled [2,9]. Spe-
cific difficulties in this area are, for example, the huge amount of stakeholders to deal
with, the stakeholders’ heterogeneity and distribution, the difficulty to express needs
and solve their conflicts [16]. Although methodologies exist to support the analyst in
dealing with the full RE process, a broad mastering is generally infeasible for a single
person [4,8] and makes RE processes human- and knowledge-intensive [1,12]. These
difficulties show the need to support the management of the information about the re-
quirements in an efficient and customised way. One such way is to rely on available
stakeholders considered as experts to provide reliable information or to analyse the in-
formation provided by others.
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Aiming at recommending stakeholders, two main approaches have been considered
in requirements elicitation: forum-based approaches, which rely on the contribution of
stakeholders in forums to evaluate their knowledge [1], and social network-based ap-
proaches, which exploit relationships between stakeholders to evaluate them relatively
to the others [11]. However, while these two approaches show interesting results in
their specific contexts, they are not designed to exploit the information provided by a
hybrid context like an Open Source Software (OSS) project. In such a context, a large
community of anonymous stakeholders provide few relations between each others and
OSS-related companies can participate through some representatives only.

In this paper, we propose a novel approach exploiting concepts borrowed from both
forum- and social network-based works to fill this gap. In particular, we show how they
relate to two complementary perspectives to evaluate expertises, that we call content-
based and social-based perspectives, which justifies their use in a unified way. While
this approach could be considered in a broader scope than RE, we mainly inspire from
works and build on concepts used in the RE field, justifying the scope of this paper. In
our approach, we basically reuse the concept of role provided in social networks, the
concepts of topic and term provided in forum-based works, and the concept of stake-
holder common in both (and more broadly in RE). By relating instances of these con-
cepts depending on evidences extracted from available data sources, we build a new
model where specific stakeholders are related to instances of the other concepts, al-
lowing us to evaluate their expertise. We translate this model into a Markov network,
which allows us to produce inferences based on the modelled expertise, in order to rank
a stakeholder based on selected topics or roles for instance.

In the following, Section 2 provides an overview of the state of the art in expert
finding and stakeholders recommendation in RE, focusing particularly on the two ap-
proaches mentioned previously. Then, we highlight the main limitations we want to
tackle in Section 3 and describe how we do so in Section 4. We present in Section 5 two
preliminary experiments, one with a small, illustrative example where our approach has
been successfully applied, and another on an existing OSS project. Finally, we highlight
the limits of our results and discuss how our approach can be improved in Section 6 be-
fore to conclude.

2 State of the Art

2.1 Expert and Expertise

By looking at different dictionary definitions of expert, we can identify a broad agree-
ment on the concept among dictionaries like the Collins1, Oxford2, Cambridge3 and
Merriam-Webster4 dictionaries. Considering the last one, more precise, you can be iden-
tified as an expert by “having or showing special skill or knowledge because of what
you have been taught or what you have experienced”. This definition shows two per-
spectives: when one has special skills or knowledge, whether people assess them or not,

1 http://www.collinsdictionary.com/
2 http://www.oxforddictionaries.com/
3 http://dictionary.cambridge.org/
4 http://www.merriam-webster.com/

http://www.collinsdictionary.com/
http://www.oxforddictionaries.com/
http://dictionary.cambridge.org/
http://www.merriam-webster.com/
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and when one shows special skills or knowledge, whether he actually has them or not.
Ericsson [5] investigates more deeply three criteria (p. 14): a lengthy domain-related
experience, based on evidences that one has extended knowledge ; a reproducibly su-
perior performance, based on evidences that one has extended skills ; a social criteria,
where a community agree on the status of expert that one could have. We retrieve the
two former criteria in the expertise notion provided by Sonnentag et al. [5] (p. 375) with
the long experience and the high performance. These two criteria are specialisations of
the “has” definition, that we will call content-based perspective, while the social crite-
ria represents the “shows” definition, that we will call social-based perspective.

Several works already provide approaches to model expertises and retrieve experts.
Pavel and Djoerd [17] exploit documents produced by people to build a language model
for each person and infer to which extent this person has contributed to the document,
which helps to evaluate the expertise of this person in the topics related to the document.
Similarly, Mockus and Herbsleb [14] tackle the expert finding problem in collaborative
software engineering, where the amount of code written in a piece of a software appears
as a good evidence of his or her expertise in this piece. Taking a more social point of
view, Zhang et al. [20] compare several algorithms used to retrieve experts using social
networks built from forums of online communities, identifying askers and repliers and
exploiting evaluations of the replies provided by participants. Finally, Karimzadehgan
et al. [7] exploit at the same time the organisational relationships between employees
of a company and the content of e-mails they have sent in mailing lists. This makes
it an hybrid solution to expert finding and the closest work to our approach, to the
best of our knowledge. All these works can be classified as taking a content-based
perspective [14,17], a social-based perspective [20] or both [7].

2.2 Stakeholder Recommendation in RE

A recommendation system (RS) is a software application which provides items esti-
mated to be valuable for a given user task in a given context. RSs have been widely
used in e-commerce to provide users with personalised product, content or service rec-
ommendations (e.g. Amazon product recommendation, MovieLens movie recommen-
dation) [12]. While a few works consider the expert finding problem in RE [18], by
generalising to stakeholder recommendations one can find works and literature reviews
comparing them [15]. Relying on these reviews, we can identify two main approaches
that we can relate to the content-based and social-based perspectives identified so far.

A first approach comes from Castro-Herrera et al. [1], where the participation of the
stakeholders in a forum is exploited to evaluate their knowledge on different topics.
Since several threads can be related to the same topic or one thread can mix several
topics, they cluster the messages by topic depending on their common terms (resulting
in abstract topics represented as vectors of terms). Then, looking at the authors of the
messages, the stakeholders are related to the topics in which they participate. The result
is that other stakeholders can be recommended to participate in a new topic by identi-
fying its similarity with already existing ones. From the expert finding point of view,
we can see this approach as a way to exploit the knowledge provided by the stake-
holders through their contributions to identify their topics of expertise, illustrating the
content-based perspective.
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In a second approach, Lim et al. have worked on StakeNet [11] for the aim to priori-
tise the requirements to implement depending on how the stakeholders rate them. For
this aim, starting from a reduced set of well-identified stakeholders, each of them sug-
gests people that he or she assumes to have some influence on the project. A role, like
student, security guard or director, and a level of salience, a value on a scale between
1 and 5, are provided to describe how the suggested stakeholder influences the project.
Based on these suggestions, a social network is built and classical measures are ap-
plied to evaluate the global influence of each stakeholder. From the expert finding point
of view, we can see this approach as a way to evaluate the expertise of a stakeholder
by aggregating the suggestions of other stakeholders, illustrating the social-based per-
spective.

3 Motivation and Problem

In the RE literature, we can find two approaches illustrating well the content-based
and social-based perspective separately. However, due to the complementarity of these
perspectives, a hybrid context needs to consider both of them. For instance, in the con-
text of OSS projects, it is usual to use forums where the community can exchange
ideas and discuss about issues or answer questions from newcomers [10], supporting
the forum-based approach and its content-based perspective. However, companies pro-
viding OSS-related services (e.g. integration, adaptation and training) can be involved
in these communities, with only a few members (e.g. representatives) actually partici-
pating in the forum, leading to have a whole set of stakeholders ignored. On the other
way, companies can exploit the roles of their employees and the feedback from their
co-workers to identify who are the relevant people to contact for specific issues [11,19],
supporting the social-based perspective. But when considering the participants of a fo-
rum or a mailing list, where several thousands of anonymous people can join and leave
at any time, personal suggestions of other stakeholders is unable to cover the whole pic-
ture. Especially when indirect evaluations, such as message evaluation, is not available,
like in mailing lists.

Consequently, we aim at improving expert finding in RE by designing a more com-
prehensive approach, also integrating the content-based and social-based perspectives
already developed in the current state of the art. To do so, we provide a new model
which reuses the concepts exploited in the existing approaches, namely stakeholders,
roles, topics and terms, and relate them based on evidences extracted from available
sources of data. Then, we use Markov networks (MN), a technique computing proba-
bilities based on graphical models (probabilistic models based on graphs), to infer the
probability for each stakeholder to have some expertise and build corresponding rank-
ings. Karimzadehgan et al. [7] also provides an hybrid solution which considers topics
and terms in a probabilistic way, but we additionally consider roles in our model, while
they consider social relationships only as a way to post-process the probabilities. An-
other main difference is that, using MNs, we can adapt the query to the needs of the
user, such as considering several topics or integrate specific terms and roles, while the
inference technique in their approach is based on a single topic.
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4 Approach

4.1 Concepts and Relations

As we aim to recommend experts, we have to consider the people who will be recom-
mended. In RE, the people involved in a project are usually called stakeholders and,
because we consider that any person involved in a project is a potential expert to work
with, we will use the same term in our approach. Each stakeholder can have one or
several roles, such as being a developer or a manager in a company, but also being a
contributor in the forum of an OSS (more specific ones can be considered). Each stake-
holder can also know about some topics, such as security, community management, in-
terface or specific features of the OSS. Going further, we can see that each stakeholder
uses terms, whether it is in his contributions in the forum or in official documents he
redacts as employee of a company involved in an OSS.

At this point, we have stakeholders who are related to roles, topics and terms. In
our approach, we go further by exploiting the fact that knowing about a topic, like
interface, implies generally to know some terms related to this topic, like interface (the
name of the topic itself), button, screen and so on. In the same way, having a specific
role, like developer, implies generally to know about some specific topics, like interface
and programming, and to use specific terms. We exploit all these relations in our model
to describe the expertises of each stakeholder.

Once all the concepts we consider and their relations have been presented, we have
to consider the outcomes we build from them. First of all, we define an expert using
a relative point of view: being more expert than another person means having more
expertise compared to this person. This definition takes the side of relative experts rather
than of absolute ones, as described by Chi [5] (chapter 2), with the latter considering
people above a threshold to be experts even if nobody reaches this threshold in the
considered community. For the notion of expertise, we use the definition provided by
the Oxford Dictionaries by considering the expert knowledge or skill in a particular
field, thus the topics she knows, the terms she uses, but also the roles she has, which
supports the presence of both knowledge and skills. Consequently, someone having
more expertise than someone else in a particular field is considered as more expert in
this specific field, and similarly someone ranked as more expert in a field is assumed to
have more expertise.

All the concepts introduced here are described in Figure 1. The relations are directed
to clarify their interpretation, but we consider the relations in both directions (e.g. a
term is related to a topic as well as the topic is related to the term).

4.2 Model

In order to model the experts and their expertises, we use a weighted graph representing
the instances of the concepts and relations previously defined. We have a set of stake-
holders S, a set of roles R, a set of topics T and a set of terms C which correspond
to the nodes of the graph, and a weighted edge for each relation between these nodes.
Basically, each stakeholder in S is related to all elements in R, T and C, each role in R
is related to all elements in S, T and C and equivalently for each topic in T and each
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Fig. 1. UML model of the concepts and relations of our approach

term in C, forming a complete 4-partite graph, as shown in Figure 2. The weight of
an edge represents the amount of evidences supporting the corresponding relation. For
instance if we have no evidence that a stakeholder s ∈ S knows about a topic t ∈ T ,
these nodes are related by an edge with a zero weight written as a tuple 〈s, t, 0〉. Having
the tuples 〈s1, t, 5〉 and 〈s2, t, 10〉 describes two relations showing that we have twice
the amount of evidence that s2 knows about the topic t compared to s1.

s r

tc
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〈s, t, w

st 〉
〈s, c, wsc〉 〈r, t, wrt〉〈r,

c,
wrc
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Fig. 2. Examples of models with 1 node (left) or 2 nodes (right) for each S, R, T and C, showing
the different relations and the 4-partite structure (only nodes of the same type are not related)

The actual value of the weight depends on the interpretation of evidence. Lim et
al. [11], in their social network, use the salience elicited from the stakeholders to weight
their edges, while Castro-Herrera et al. [1] exploit the frequencies of appearance of
terms and normalise them in vectors. Both these approaches as well as others can be
exploited, with the main challenge being to have consistent weights depending on the
sources used to retrieve them. Considering the technique we use, described in Subsec-
tion 4.3, the inference is independent on the scale, so having the weights 5 and 10, or
respectively 1 and 2, have no influence on the results. Consequently, any arbitrary scale
can be chosen for a given category of weight, and the remaining challenge is to merge
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weights representing different categories, like merging salience and frequencies. This
is still an open problem in our approach, thus we consider that the weights are already
consistent and can be simply added to have the total amount of evidences.

4.3 Expert Ranking Based on Markov Networks

Before to introduce the technique we use to build expert rankings, we introduce some
basic notions of the MN, also called Markov random field. A random variable is a
variable having several possible states, each with a specific probability, such as a binary
random variable x having a state in Vx = {�,⊥} with P (x = �) = 0.8 and P (x =
⊥) = 0.2. By representing the variables as nodes in a graph and by linking them, we can
identify for each complete sub-graph contained in this graph a set of fully-connected
variables called a clique. On each clique g = {x1, ..., xn}, where xi can take any state
in Vi, we can define a potential function fg : V1 × ...×Vn → R+ which returns a value
based on the state of the variables in the clique. Finally, a MN N = (X,F ) is defined
via a set of random variables, X = {x1, ..., xn}, and a set of potential functions over
cliques in X , F = {f1, ..., fm}.

Notice that we do not explicit the links between the nodes in the definitions of the
network, as they are already defined through the cliques (each clique implies that we
have all the possible links between the variables concerned). In the specific case where
all the potential functions are defined on pairs of nodes, the MN represents a weighted
graph, where the weights of the links depend on the states of the nodes. In this paper,
we translate a tuple 〈n1, n2, w〉 in a potential function f such as f(n1 = ⊥, n2 = ⊥) =
f(n1 = ⊥, n2 = �) = f(n1 = �, n2 = ⊥) = 0 and f(n1 = �, n2 = �) = w
(we consider other types of potential functions for future works). Consequently, we
can represent our model as a MN, where the nodes are represented by binary random
variables and the weighted edges are translated into potential functions, building a MN
involving a lot of loops due to the completeness of the 4-partite graph used. The state
of each node tells whether the node (stakeholder, role, topic or term) is relevant or not
(respectively � or ⊥), and, in the specific case of stakeholders, meaning that he or she
is an expert or not.

The aim of MNs is to compute probabilities based on these random variables and
potential functions. Considering the nodes X = {x1, ..., xn}, where xi is assigned a
state vi ∈ Vi, and each clique gi assigned to a potential function fi, the probability
to be in a specific state χ = {v1, ..., vn} is computed as P (χ) =

∏m
i=1 fi(gi)

Z where
Z =

∑
χ

∏m
i=1 fi(gi) is the normalisation factor which allows to build a probability

(
∑

χ P (χ) = 1). If we are interested in a subset of variables, it is possible to compute
a partial probability by summing all the cases for the remaining variables, for instance
x = {x1, x2}, P (x1 = �) = P (x1 = �, x2 = �) + P (x1 = �, x2 = ⊥). Finally,
assuming that some variables have a given state, we can compute a conditional proba-
bility, where the computation is done only with the configurations where the given states
hold (including the normalisation factor). For instance, with the combinations having
x2 = �:

P (x1 = �|x2 = �) =

∏m
i=1 fi(gi)|x1=�,x2=�

(
∏m

i=1 fi(gi)|x1=⊥,x2=�) + (
∏m

i=1 fi(gi)|x1=�,x2=�)
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An interesting property is its scale independence: if we apply a scaling factor α
on the potential functions f ′

i = α.fi and compute the probability P ′ based on these
functions, we can see that we get the same results:

P ′(χ) =

∏m
i=1 f

′
i(gi)

Z ′ =

∏m
i=1 α.fi(gi)

Z ′ =
αm

∏m
i=1 fi(gi)

Z ′

Z ′ =
∑
χ

m∏
i=1

f ′
i(gi) =

∑
χ

m∏
i=1

α.fi(gi) = αm
∑
χ

m∏
i=1

fi(gi) = αmZ

P ′(χ) =
αm

∏m
i=1 fi(gi)

αmZ
=

∏m
i=1 fi(gi)

Z
= P (χ)

This property is of particular importance because it reduces the problem of data merging
by allowing us to choose any arbitrary scale as a reference and to re-scale data extracted
with different scales to this reference. The remaining problem is to consider the trust or
reliability of the data, which is still an open problem in our approach.

Using this technique on our model, we build a query based on which kind of expert
is searched, for instance someone knowing about the topics tsecurity and tcryptography.
These topics provide the condition we want to match, thus the probability for a stake-
holder s to be an expert is P (s = �|tsecurity = �, tcryptography = �). By computing
these probabilities for all the stakeholders, we are able to rank them from the most to
the least probable expert on the corresponding topics. It is possible to combine as much
topics as wanted for the query, as well as other elements like roles and terms.

4.4 Recommendation Process

In order to recommend stakeholders as experts, we need to build our model based on
sources of data, from which we should be able to retrieve all the elements used as nodes
in our graph-based models (stakeholders, roles, topics and terms) and their weighted re-
lations. These sources can be document-based, like forums, e-mails or reports, or other
models, like goal-models or social networks built from social recommendations. Based
on these sources, the necessary extractors have to be designed: a node extractor, which
retrieves the nodes, and a relation extractor, which retrieves the weighted relations be-
tween these nodes (e.g. algorithms 1 and 2 in Section 5). With these extractors and the
sources as inputs, we first extract all the nodes using the node extractors on each source
of data, before to extract all the relations using the relation extractors. We split the ex-
traction process because we do not make any assumption on which source will provide
the relevant nodes and relations and in which order they will be parsed: by extracting
the nodes first, we ensure that the relation extraction step will consider all the relevant
nodes. After each extraction step we aggregate the elements extracted from the different
sources: a simple union for the nodes and a merging of the similar relations by summing
their weights, merging from instance 〈s, t, 2〉 and 〈s, t, 3〉 into 〈s, t, 5〉.

After the nodes and relations are extracted, we can build the MN, as described in
Subsection 4.3, and query it. To build the query, the properties searched for the experts
to recommend (having some roles, knowing about some topics or using some terms)
should be present in the network nodes. For instance, if the network contains a topic
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security, it is possible to query for an expert in this topic, possibly combining it with
other topics, but also with roles and terms. If the element is not present, it cannot be
queried and an equivalent need to be found, e.g. cryptography, which is in the network.
In our approach, when we look for an expert in a topic which is not in the network, we
replace this topic by the corresponding term if it exists, otherwise we ignore it. Notice
that querying for an expert with a given role does not mean that only people having this
role will be considered (it is not a filtering function), but that people being more related
to this role (directly or indirectly, as described in the model) will be considered as more
experts.

Once the MN and the query Q = {x1, ...xq} are built, the probability of each stake-
holder s ∈ S to be an expert is computed as a conditional probability based on the
query P (s = �|x1 = �, ..., xq = �). The stakeholders are then ranked by decreasing
order of probability to infer the ranking of recommendation. The recommendation can
be enriched with the probabilities to provide an evaluation of the recommendations,
so that a ranking like ((s1, 0.98), (s3, 0.95), (s2, 0.43), (s4, 0.22)) allows to select only
the first two as potential experts because of their high probability. An important remark
is that, as we consider relative expertise, the main information provided by our rank-
ings is not which rank is assigned to which stakeholder, but which stakeholder is ranked
higher or lower than another. In particular, the rankings (A,B,C,D) and (D,A,B,C)
fully agree on (A,B,C) and disagree on the ordering of D compared to the others. By
considering rank comparisons, these two rankings are completely disagreeing, which
is not our interpretation here. Moreover, having a partial ordering (several stakeholders
at the same rank) leads to have less informative rankings, because no order is provided
between some stakeholders and the interpretation of lack of information to rank them
is more natural than a strictly equal expertise.

The complete process is illustrated in Figure 3.

Fig. 3. Recommendation process, from left to right, with the artefacts on the top and the tasks on
the bottom. The directed arrows shows the inputs and outputs of each task.

4.5 Supporting Tool

The approach has been implemented in Java and external libraries have been used to
extract the data from the sources and compute the MN. We retrieve nouns to identify
terms and topics using the software GATE [3], a free and open source Java software
to manage text processing with natural languages. It was chosen because it appears as
a reference regarding natural language processing, aggregating well known tools like
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Lucene and WordNet and providing a complete extraction process. The MN is built and
the queries are evaluated using libDAI [6], a free and open source C++ library made to
compute graphical models. It was chosen because, among all the tools or libraries able
to compute graphical models like Bayesian networks and MNs, it was one of the few
able to compute MNs in particular and the only one explicitly supporting loops, which
is a major constraint considering our loop-intensive models described in Subsection 4.3.
The global architecture of our tool is presented in Figure 4.

Fig. 4. Architecture of the implemented tool

5 Preliminary Experiments

5.1 Illustrative Example

In order to stress our approach in a controlled situation, we have lead an experiment
with 3 participants Alice, Bob and Carla, discussing via e-mail about 2 cooking-related
threads : Asian food and European dessert (the names and topics have been renamed
to preserve anonymity). The experiment has started just after its presentation to the
participants and has lasted 2 days during which 30 messages were exchanged, with 8
contributions from Alice (4 for Asian food, 4 for European dessert), 9 from Bob (4 for
Asian food, 5 for European dessert) and 13 from Carla (6 for Asian food, 7 for European
dessert). To build a gold standard, the participants were asked to fill a form for each
discussion after the experiment, asking for their level of knowledge in the discussion
(newbie, advanced, expert) and the most knowledgeable participant from their point of
view. Bob and Alice were identified as experts in European dessert while Carla was the
expert in Asian food.

In order to build our model, we have designed a node extractor and a relation ex-
tractor which fit to our source of data: the set of e-mails exchanged. The node extractor
uses Algorithm 1 to consider an authors as a stakeholder, the nouns in the subject of the
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Algorithm 1. Node extractor for e-mails.
Require: mail: Natural language e-mail
Ensure: S,R, T,C: Extracted stakeholders, roles, topics and terms
1: S ← {stakeholder(authorOf(mail))}
2: R ← ∅
3: T ← {topic(x)|x ∈ nounsOf(subjectOf(mail))}
4: C ← {term(x)|x ∈ nounsOf(bodyOf(mail))}

Algorithm 2. Relation extractor for e-mails.
Require: mail: Natural language e-mail
Require: S,R, T,C: Stakeholders, roles, topics and terms
Ensure: L: Weighted relations
1: L ← ∅
2: a ← author(mail)
3: if stakeholder(a) ∈ S then
4: for all t ∈ termsOf(bodyOf(mail)) do
5: if term(t) ∈ C then
6: L ← merge(L,{〈stakeholder(a), term(t), 1〉})
7: end if
8: end for
9: end if

10: for all topic ∈ T do
11: if nounOf(topic) ∈ nounsOf(subjectOf(mail)) then
12: L ← merge(L, {〈stakeholder(a), topic, 1〉})
13: for all t ∈ nounsOf(bodyOf(mail)) do
14: if term(t) ∈ C then
15: L ← merge(L,{〈topic, term(t), 1〉})
16: end if
17: end for
18: end if
19: end for

e-mails as topics, and the nouns in the body as terms. We did not consider roles in this
experiment, but the MN does not differentiate the types of nodes: using roles in place
of topics for instance, assuming the weights are the same, leads to the exactly same
result. Thus, while they should be considered for a proper validation, we claim that it
is not critical for our preliminary experiments. The relation extractor uses Algorithm 2
to relate the terms in the body and the topics in the subject to the author, as well as the
terms and topics together.

The extraction process has identified 3 stakeholders, 4 topics, 293 terms and 2063 re-
lations, building a MN of 300 nodes and 2063 functions. The 4 topics include the 2 more
than the expected ones because the participants were asked to launch the discussions
by themselves, letting them formulate the discussion subjects. The results, displayed
in Table 1, consider an empty query aiming to ask for expert without specifying any
constraint (all the nodes in the MN can have any state), while the query with “Euro-
pean dessert” or “Asian food” implies to ask for experts in the corresponding topics
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Table 1. Results of the experiment. The rank can be compared to the gold standard (GS) to check
the fitness.

Stakeholder Q = ∅ Rank GS Q =European dessert Rank GS Q =Asian food Rank GS
Carla 0.50088 1 - 0.49941 3 2 0.49978 1 1
Bob 0.49959 2 - 0.49969 2 1 0.49946 3 2
Alice 0.49908 3 - 0.50106 1 1 0.49975 2 2

(restricting these topic nodes to the state �). Alice and Bob appear as more expert than
Carla on European dessert, while it is the opposite on Asian food, as shown by our gold
standard.

5.2 OSS-Based Experiment: XWiki

While the previous experiment allows to have a better control on the data, another ex-
periment has been run on an OSS project to fit better to the contexts targeted by this
approach. Our tool has been applied on the mailing list of the XWiki5 OSS commu-
nity, which involves also a company selling support and training on this OSS. We have
used the mailing list archives6 from January to May 2013, retrieving 805 e-mails in 255
threads. We did not use roles in this preliminary experiment, but we plan to do so in fu-
ture works by exploiting some data available from the XWiki community, as discussed
in Section 6.

In order to build our model, we have used the Algorithm 1 and Algorithm 2 to extract
the nodes and relations from the e-mails. An additional effort has been made to clean the
data, especially to identify unique authors by aggregating different e-mail addresses for
similar names of author, and to remove noise in the body of the e-mails like quotations.
However, this process still need to be improved because some noise, like huge source
code excerpts, is removed manually by forbidding special terms which appear in this
noise. In order to make the computation tractable, we systematically remove the nodes
having the smallest total weight (i.e. summing all the weights of its relations) and their
relations. We do so in an iterative way until we reach a targeted configuration (e.g. 10
stakeholders, 10 topics and 100 terms).

The extraction process has identified 120 stakeholders, 216 topics, 4854 terms and
75470 relations, and different reduction policies and potential functions have been ap-
plied to build the MN. Some preliminary experiments have shown that we are able to
build a ranking from this dataset and we were able to assess the coherency of some
results by having obvious experts like main contributors generally highly ranked, and
participants of specific discussions highly ranked for the topics of their discussions. We
did not build a proper gold standard, but we plan as future work to build one based
on the rankings provided by some requirement analysts. For instance, by reducing the
network to 5 stakeholders, 10 topics and 100 terms, we come with two committers,
committer 1 (a main committer) and committer 2, and three other forum participants,

5 http://dev.xwiki.org
6 http://lists.xwiki.org/pipermail/users/

http://dev.xwiki.org
http://lists.xwiki.org/pipermail/users/
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participant 1, participant 2 and participant 3. During the time span considered, commit-
ter 1, committer 2 and participant 1 have discussed about data migration issues during
an XWiki upgrade on the forum. By querying the MN on “Data migration”, which are
topics available after the reduction process, these 3 stakeholders are generally ranked
as the top 3. More investigation is needed to improve and assess the validity of our
approach in this context, but these preliminary experiments provide a good support.

6 Discussion

The illustrative example and the OSS-based experiment suffer a lot of limitations due to,
respectively, their restricted context and preliminary state. However, the aim of this pa-
per is to present our approach and to illustrate it and show potential benefits by exploit-
ing the results we were able to get from these experiments, saving the proper validation
for future work. In particular, the OSS-based experiment provides a relevant context for
our purpose but, due to the amount of noise (e.g. systematic quotations, huge source
code excerpts) and the difficulty to remove it systematically, we need to use more ad-
vanced techniques to improve our results. Moreover, while the presented experiments
do not use any role, the OSS-based experiment provide some sources of data that we can
use to retrieve and relate them, such as a Hall of Fame which describes specific types
of committers and contributors, and organisational models which describe the different
types of actors involved.

Looking at the approach, several points can be discussed. First of all, a MN compu-
tation is not scalable due to the computation of the full graph. We can see it particularly
well in the OSS experiment where the reduction of the network was mandatory to use
the libDAI library. Another way to compute our model could be to compute part of the
MN in a smarter way, using optimisation techniques, or to use other techniques which
are more local like social network measures (e.g. PageRank, degree centrality) or search
based techniques (e.g. hill climbing, genetic algorithms). Another point is the lack of re-
lation between two nodes of the same type in our model: we could consider for instance
that topics are co-related, such as “security” and “cryptography”, or two stakeholders
working in the same office or on the same OSS module are related. We can also dis-
cuss the querying process, where asking for an expert in a specific role does not mean
that only people having this role will be ranked due to the probabilistic property of our
approach. Such filtering behaviour could be considered to improve its adaptivity, for in-
stance weighting the elements of the query to give them some importance. Finally, we
can discuss the interpretation of the probabilities used to infer the ranking, especially
their proximity leading to a probable lack of robustness, or the inability to identify a
clear threshold to differentiate actual experts from novices. We are currently looking at
other potential functions and information to exploit in our data to tackle this problem.

We can also consider related works to improve or extend our approach. For instance,
Massa and Avesani [13] describe trust metrics for recommendations based on collab-
orative filtering, which could inspire us for the merging of the weights coming from
different sources. In particular, the frequency of the term in a forum, which can be
above thousand, compared to roles provided by official documents, which can be one
or two evidences, implies to use some normalisation methods and trust metrics. Yarosh
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et al [19] provide a taxonomy which includes roles and topics, but also other concepts
and classifies them as selection criteria or tasks to achieve, which could be interesting
to extend the expressiveness of our approach. Finally, we consider that the scope of
this approach can also be discussed because, although we focus on RE works to inspire
us, we could imagine to use it in other domains or to use more restrictive assumptions
which holds in RE to improve the performance of our approach.

7 Conclusion

This paper focuses on expert finding to improve the support of RE processes in large
and dynamic contexts like OSS projects. We show how current approaches in RE, based
on forums and social networks, relate to two complementary perspectives to evaluate
expertises, namely content-based and social-based perspectives. We provide a novel ap-
proach by combining and enriching concepts from these works to build a model that we
translate into a Markov network to infer the probability that stakeholders have some
searched expertises. We show in an illustrative example how this approach can be suc-
cessfully applied and present a preliminary experiment in a real OSS case, before to
discuss the results and limitations of our approach.

As future work, we plan to improve our approach by considering normalisation and
trust metrics to manage heterogeneous sources of information as well as to optimise the
MN computation or to use more local techniques to improve the scalability. The query
expressiveness should be also improved to allow a better control of the inference process
and adapt the results to the needs of the user of our approach. Other potential functions
are investigated in order to improve the confidence and robustness of our rankings.
Finally, we plan to further exploit the data provided by the OSS case to exploit roles
and to design a complete case study.
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exploiting the tool GATE for the nouns extraction. This work is a result of the RISCOSS
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ber 318249.

References

1. Castro-Herrera, C., Cleland-Huang, J.: Utilizing recommender systems to support software
requirements elicitation. In: Proc. of the 2nd International Workshop on RSSE, pp. 6–10.
ACM, New York (2010)

2. Cheng, B.H.C., Atlee, J.M.: Current and future research directions in requirements engineer-
ing. In: Lyytinen, K., Loucopoulos, P., Mylopoulos, J., Robinson, B. (eds.) Design Require-
ments Engineering. LNBIP, vol. 14, pp. 11–43. Springer, Heidelberg (2009)
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Abstract. Within Agile methods, User Stories (US) are mostly used as
primary requirements artifacts and units of functionality of the project.
The idea is to express requirements on a low abstraction basis using nat-
ural language. Most of them are exclusively centered on the final user as
only stakeholder. Over the years, some templates (in the form of concepts
relating the WHO, WHAT and WHY dimensions into a phrase) have
been proposed by agile methods practitioners or academics to guide re-
quirements gathering. Using these templates can be problematic. Indeed,
none of them define any semantic related to a particular syntax precisely
or formally leading to various possible interpretations of the concepts.
Consequently, these templates are used in an ad–hoc manner, each mod-
eler having idiosyncratic preferences. This can nevertheless lead to an
underuse of representation mechanisms, misunderstanding of a concept
use and poor communication between stakeholders. This paper studies
templates found in literature in order to reach unification in the con-
cepts’ syntax, an agreement in their semantics as well as methodological
elements increasing inherent scalability of US-based projects.

Keywords: User Story Template, Agile Requirements Modeling, eX-
treme Programming, Scrum.

1 Introduction

User Stories (US ) constitute the main key artifact serving for requirements en-
gineering in agile methods; this is particularly the case in eXtreme Programming
(XP) [6]. US are very operational documents describing user functionalities on
a low-level basis. Basically, a US is made to be written in natural language even
if initially a few templates have been proposed. With the years, practitioners de-
veloped more templates which they used at their best convenience (e.g. [15,13]
for formal sources and [10,4,14,16] for informal ones). The US template is struc-
tured in the following way: As [the WHO], I want/want to/need/can/would
like [the WHAT], so that [the WHY]. In other words, US allow inherently
to address the three following fundamental elements (called the dimensions in
this research) of requirement engineering: WHO wants the functionality, WHAT

M. Jarke et al. (Eds.): CAiSE 2014, LNCS 8484, pp. 211–225, 2014.
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functionality end-users or stakeholders want the system to provide and the rea-
son WHY the end-users or stakeholders need the system for. These dimensions
are materialized by a syntax in a US template, like the elements between angle
brackets in: As a <role>, I want <goal> so that <benefit>.

With practically no definition (called semantics in the rest of the paper) as-
sociated with the elements constituting the US templates, the interpretation is
often hazardous. This leads to a need of accuracy, precision and unification. We
consequently propose to build a unified model defining a set of US templates.
We therefore started from frameworks issued of Goal-Oriented Requirements En-
gineering (GORE ). The use of GORE frameworks, inherently high-level, is a
deliberate choice of the authors. Indeed, to the best of their knowledge, they
include the richest sets of modeling constructs for system analysis. Alternative
choices could have been made and the priority among GORE frameworks within
the research could have been different leading to build a different model. The
aim is, however, not to evaluate each possible unified model but to build one
that could allow to associate a single (one option only) syntax/semantic to ev-
ery (no lack) dimension of a US template. For this purpose, the unified model is
evaluated empirically onto sets of US issued of real life projects.

Finally, we argue that a unified syntax coupled with precise semantics would
allow to enhance the potential of these requirements artifacts. Indeed, the use
of a well-defined set of non-redundant terms would:

– reduce communication issues between the agile project stakeholders;
– reduce scalability issues of US-based agile methods (see [19]). Indeed, by fur-

nishing constructs that can be better structured, hierarchized and grouped
on the basis of their nature, the (iterative) planning of the software de-
velopment could be based on elements with a higher abstraction level (i.e.
broader scope). It will allow to divide the software problem into pieces better
manageable for huge software developments;

– ease the querying and reasoning onto US.

2 Research Method

Figure 1 illustrates the research process. First, the dataset has been built; on
that basis we have defined a candidate model which has finally been validated
on two real life case studies. These steps are depicted into this section.

2.1 Building the Dataset

Initially, the way of writing US was rather fuzzy; it mostly consisted of a small
text of maximum 2 lines to describe some functional expectation or scenario
involving the final user. Even if [9] proposed an initial way of writing US, many
users of agile methods have been suffering from the lack of guidance in how to
write an effective US [19]. Some of them thus proposed their own solutions and
plenty of templates used in an ad-hoc manner appeared. In line with this, the
research sources that have been taken into account are of two types:
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Find User Story Templates

Evaluate Candidate Model
on Case Studies

Collect User Story
Examples
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Fig. 1. Followed Research Process

– academic: which consisted in overviewing the US templates found in “formal”
or semi-formal sources (published scientific articles or books);

– practice: which consisted in overviewing the US templates found in “infor-
mal” sources (mostly websites and blogs).

The aim was to list and basically classify the US templates that are used
in practice. No higher importance was given to formal sources, even if Table 1
explicitly shows the number of syntaxes issued of both types of sources.

Basic references for agile development as well as sources found using scientific
publications search engines where primarily taken into account. Then, a web
search on google1 allowed us to fill the set of US templates with others issued of
the daily use of agile methods practitioners. The search included informal sources
like websites, blogs, etc. (i.e. html pages); only sources considered relevant (i.e.
referring to a practical use) were taken into account. The search included: (1)
“User Story Template”; (2) “User Story” ∧ “XP”; (3) “User Story” ∧ “eXtreme
programming”; (4) “User Story” ∧ “Agile”; (5) “Agile Requirement” ∧ “User
Story”. The first ten pages (i.e. 100 links since 10 pages multiplied must be
multiplied by 10 sources by page) provided were taken into account. All pages
were carefully scrutinized; relevant US templates were included. We finally in-
cluded 20 US templates issued of formal sources and 65 of informal ones2; this
constitutes our first research material.

1 The data was collected by a junior researcher (PhD candidate) onto the Belgian
French google version. Another local version or its consultation at another moment
of time can lead to the collection of other templates. However, since we have collected
a significant number of them, it would have impacted redundancy or brought genuine
occurrences in a non-significant amount with no impact on the model.

2 The addition of the figures in Table 1 within one dimension surpasses the number
of collected templates. Indeed, into one template we can find several syntaxes for a
dimension; e.g. the US template As a [type of user], I want [capability or feature]
so that [business value or benefit] generates 2 occurrences for the WHAT and the
WHY.
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Unfortunately, no semantic description associated with any of the syntax (ex-
cept for the Business Value syntax for which we found a vague definition, see
section 3.3) was ever found in literature, this made any direct semantic evalua-
tion impossible. Nevertheless, in nearly all the cases, examples associated to the
proposed US templates were provided. We collected 237 examples; this consti-
tutes our second research material (see Section 2.3).

2.2 Descriptive Concepts in User Stories

In order to be able to study the relevant concepts within US templates, we first
decompose these to keep the syntaxes and their related dimensions only. Such
an element is, for the sake of uniformity, characterized as a Descriptive Concept
(D C ) in the present study. Figure 2 shows the D C in the form of a class. When
building the dataset, each element that we find in a US template and that relates
to one of the 3 dimensions will be an instance of that class. As an example, for
the template As a <role>, I want <goal> so that <benefit>, we will have 3
instances of the D C class, one for role, one for goal and one for benefit. The
attribute dimension thus compulsorily takes one of the values WHO (e.g. for
role), WHAT (e.g. for goal) or WHY (e.g. for benefit) and the attribute syntax
takes the syntax found within the dimension. Finally, the attribute semantic will
eventually be instantiated later through the use of GORE frameworks.

Descriptive_Concept

dimension : ENUM{WHO,WHAT,WHY}

syntax : String

semantic : String

Fig. 2. The Descriptive Concept class

2.3 Building the Candidate Model

Three sets of D C instances can be distinguished: one for the WHO, one for the
WHAT and one for the WHY dimension. For each dimension, a table was built
including each of the D C instances found and their number of occurrences.

Then, the syntax of each instance of the D C class was associated to a se-
mantic issued of GORE, business modeling or general requirements engineering
literature. More precisely, we used the following sources:

– the i* modeling framework [26], an agent and goal-oriented framework which
has been applied in many fields including requirement engineering, software
process development, business redesign, business organization, security, etc.
[25]. The framework was taken “at large” since it includes the contributions
of the whole Tropos [8] methodology3. [26] was used as a main source since
it encompasses significant work done around the framework;

3 Tropos is the software development methodology using i* in the requirements stages.
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– the KAOS framework [23], a requirements engineering framework based on
goal modeling. [23] was used as a main source since it encompasses significant
work done around the framework;

– the Business Process Model Notation framework [18], a well-known and in-
dustry adopted framework for representing business processes;

– A glossary of requirements engineering terminology [12], which collects, de-
fines and translates most of the concepts used in software engineering.

In order to build the model, each instance of the D C class leads to consult
these sources in a sequential order. Indeed, the syntax of each instance was
compared to the different syntaxes proposed in the frameworks. When a match
was found between the syntax issued of a US template and one issued of the
consulted framework, we proceeded to a preliminary adoption4. This means that
the semantic issued of the framework was associated to the D C so that we
dispose of a couple syntax/semantic that can be further evaluated later. We
can take the example of the D C associated with the syntax <role>: the i*
framework was firstly taken into account. Within this framework, the syntax
role was present. A match was thus directly found and the semantic associated
to the role in the i* framework was adopted for the D C attribute semantic.
If it was not the case, we would have done the same process for the second
framework (KAOS), and so on. If finally no match could be established in any
of the evoked frameworks, it was left out of the study. This stage is referred to
as Syntax Included and Semantic Association in Section 3.

After the process depicted in the previous paragraph was performed for each
D C instance of a particular dimension, each semantic was firstly compared
to the other ones of the same dimension in order to evaluate possible redun-
dancy/overlap/mismatch. When issues were identified, some of these instances
were left out for the semantic evaluation onto US examples. This stage is referred
to as Comparison of Associated Semantic in Section 3.

Each remaining D C was then compared to each of the set of US examples
(known as second research material). The goal was to find how many examples
could be related to the semantics of eachD C to evaluate its relative importance.
This stage is referred to as Semantic Evaluation on Examples in Section 3.

The model was built by a senior researcher (PhD graduate). After, it was
evaluated by a junior and two other senior researchers. Elements that lead to
discussions were carefully evaluated and discussed until a consensus was found.

2.4 Validation

Once the final model has been built, it has been evaluated onto two sets of US
issued of two real-life projects. This has been done by a junior researcher then
cross checked by a senior one. We started from the US sets and evaluated to
what class of the unified model it belongs in order to determine coverage and
completeness. Results are discussed in Section 5.

4 We always respected the defined framework hierarchy to ensure higher internal con-
sistency of the produced model.
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3 Selected Semantic Associated to the D C Class
Instances

Table 1 summarizes the different syntaxes that we have found for the WHO,
WHAT andWHY dimensions. The reader can find between brackets next to each
syntax, the respective number of occurrences found in US templates (number of
occurrences found in formal sources + number of occurrences found in informal
sources). The syntaxes in bold are the ones that were associated with a semantic;
the other ones were left out of the process of building the candidate model before
a semantic was associated. Full rationale for each of these dimensions is given in
the rest of this section.

Table 1. Instances for Descriptive Concept and Related Syntax

WHO WHAT WHY
Role (13 + 31) Goal (4 + 18) Business Value (7 + 18)
Type of User (8 + 15) Something (3 + 10) Benefit (7 + 18)
User (0 + 10) Action (4 + 7) Reason (4 + 14)
Actor (0 + 6) Feature (4 + 7) Goal (3 + 6)
System Role (0 + 1) Function (1 + 7) Achievement (0 + 4)
Persona (0 + 1) Desire (0 + 6) Rationale (0 + 2)
“x” (0 + 1) Functionality (1 + 4) Desire (0 + 2)

Capability (3 + 1) Outcome (0 + 1)
Task (1 + 2) Result (0 + 1)
Activity (1 + 2) “z” (0 + 1)
Outcome (0 + 2)
Behaviour (0 + 1)
Description (0 + 1)
What (0 + 1)
“y” (0 + 1)

3.1 The WHO Dimension

Syntax Included and Semantic Association. As shown in Table 1, we
found six different syntaxes into the WHO dimension. We decided to group
User and Type of User into a single instance of the D C class since a User
inherently refers to a Type of User through its instantiation. In the same way, we
have preliminarily left out the syntaxes System Roles, Persona and “x” because
the number of their instances found was not significant and only supported by
informal sources.

Using the method depicted in Section 2.3, the semantics associated to the
remaining syntaxes were:

– Role: A role is an abstract characterization of the behavior of a social actor
within some specialized context or domain of endeavor [26];



Unifying and Extending User Story Models 217

– User: A user is a person who uses the functionality provided by a system
[12];

– Actor: An actor is an active entity that carries out actions to achieve goals
by exercising its know-how [26].

Comparison of Associated Semantic. As explained in the research method,
the semantics we have associated to the syntax of Role, User and Actor have
been compared to each other. We first emphasize that the semantics associated to
Role and Actor are issued of the i* framework and, as such, can thus be evaluated
complementarily. Concretely, i* includes both concepts because the framework
distinguishes Actors at a high-level of abstraction and, as mentioned in their
definition, Roles are used into a specific context. Concretely, this high-level of
abstraction is not present in the WHO entities into the US examples that we have
studied and each of them always refer to a specific context. Consequently, none
instances would be qualified as an Actor but rather as a Role with respect to the
semantic issued of i*. The D C with syntax Actor is thus judged non-relevant
and eliminated from the candidates to be integrated in the unified model.

Semantic Evaluation on Examples. The semantics associated to Role and
User were further compared to the list of examples built-up as a research dataset.
In every of the studied US examples, we found either the word User used as
example (so not instance of D C ) within the WHO dimension, or a specific role
played by a user of the system. At this stage, User can thus be the syntax of
an instance of the D C class or the syntax of a US example. This is misleading
so that we suggest to only keep the instance of the D C class associated to the
syntax Role; the syntax User can be used in a US but only as an instance of
Role. Figure 3 thus only owns one class related to the WHO dimension; the Role.

3.2 The WHAT Dimension

Syntax Included and Semantic Association. Something was directly left
out of the study. Indeed, even if the number of occurrences is high (3 + 10),
no semantic could be found in the source frameworks and it is inherently too
vague/imprecise/broad to be taken into account. No semantic could be associ-
ated to Action and Function. The only semantic we found for Action (... an
auxiliary operation associated with a state transition [23]) is in the context of
UML [17] state chart diagrams, which are design diagrams documenting the
states of the object so non relevant for the present purpose. Similarly, we also
only found a semantic related to Function in the context of object-oriented de-
sign which was stated as non relevant for the present context. They were thus
left out before evaluation. No direct semantic for Desire was found into the
envisaged frameworks, we nevertheless can point to the Belief-Desire-Intention
(BDI ) model [11] for a semantic related to Desire. The BDI paradigm neverthe-
less refers to the design stage of an agent paradigm and, when integrated with i*
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elements, the desire explicitly refers to an actor goal. So the concept is redundant
with the goal concept and located specifically into a design context; we have thus
decided to leave it out of the evaluation. Finally, we have preliminarily left out
the syntaxes Outcome, Behavior, What and “y” because the number of their
occurrences was not significant (1 or 2 informal sources only).Using the method
depicted in section 2.3, the semantics associated to the remaining syntaxes were:

– Goal: we decided to include semantics of hard- and soft-goals to evaluate the
opportunity of including both notions into our unified model for US. More
particularly we associated the following semantics:

• hard-goal: A hard-goal is a condition or state of affairs in the world that
the stakeholders would like to achieve [26];

• soft-goal:A soft-goal is a condition or state of affairs in the world that the
actor would like to achieve. But unlike a hard-goal, there are no clear-
cut criteria for whether the condition is achieved, and it is up to the
developer to judge whether a particular state of affairs in fact achieves
sufficiently the stated soft-goal [26].

– Feature: A feature is a delimitable characteristic of a system that provides
value for stakeholders [12];

– Functionality: Functionalities are the capabilities of a system as stated by its
functional requirements [12];

– Capability: A capability represents the ability of an actor to define, choose,
and execute a plan for the fulfilment of a goal, given certain world conditions
and in the presence of a specific event [26];

– Task: A task specifies a particular way of attaining a goal [26];
– Activity: An activity represents work that a company or organization per-

forms using business processes. An activity can be atomic or non-atomic
(compound). The types of activities that are a part of a Process Model are:
Process, Sub-Process, and Task [20].

Comparison of Associated Semantic. The Feature and Functionality could
be compared since they both refer to properties (characteristic or capability of
a system). This similarity could be problematic. We first of all decided to look
for enhancements in the semantics of Feature to gain confidence with interpre-
tation/identification onto the set of examples. We notably consulted literature
about Feature-Oriented Development. [5] defines a feature as a unit of function-
ality of a software system that satisfies a requirement, represents a design deci-
sion, and provides a potential configuration option. The Feature thus is unique
when compared to the other semantics because it refers to part of the system
that satisfies a functional or non-functional requirement [7] and thus inherently
shapes part of the structure of the system-to-be. Due to the perceived similar-
ity in semantic between the concepts of Feature and Functionality, we decided
to only keep one. We have thus chosen to integrate the Feature as a candidate
D C because of the higher presence of the term in the US templates and in the
context of agile development in general and the most precise semantics we have.
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Then we can legitimately be willing to compare the Capability and Task since
both semantics are issued from the i*/Tropos framework and both point, in the
chosen semantic, to the achievement of a goal. When comparing them, one can
notice that they differ in the way they relate to a subject. While the Task is a
particular way of attaining the Goal not related to any subject, the Capability
explicitly refers to an ability (define, choose and execute a plan) of a particular
actor to fulfill a Goal. Inherently, [26] defines the Capability on a design level
rather than on an analysis one. We will nevertheless keep it into the evaluation
in order to consider its relevance in the use of US where elements are often
expressed at the frontier between analysis and design.

Finally, the Task and Activity must be semantically compared too because
the application of these semantics can be conflicting. Within the definition of an
Activity, we find an explicit reference to the Task syntax. In BPMN, the Task
refers to some atomic behavior which is not compulsorily the case with i*. Both
the Task and the Activity refer to behavior in order to achieve a higher level
element known as business process for BPMN and Goal for the i* framework. We
believe that these elements can thus be seen as overlapping but do not use the
same terminology since they belong to different modeling paradigms. Since we
give higher priority to i*, we decide to eliminate the Activity from the candidate
D C instances and only keep the Task as candidate.

Semantic Evaluation on Examples. Empirically, we were able to find oc-
currences of each of the D C instances selected within the studied examples.

Following the used semantics, there is nevertheless an over representation of
the Capability (88% of the cases). Indeed, in a lot of cases, the US is expressed
in its WHAT dimension as a capability of a role instance.

We distinguish the Task from the Capability through the way they are ex-
pressed; the Task is expressed like a general intention constraining the system
while the Capability is expressed as a direct system offering. The Task should
thus be kept in order to be able to specify a way of acting to achieve a Goal ; it
can, in a sense, be seen as a way of constraining the system-to-be for achieving
a goal during the requirements stage. For example, the US As ..., I am required
to log into the system so that ... represents a Task for the WHAT dimension
because it is expressed in the form of a constraint on the system, while As a ...,
I can start a new game represents a Capability for the same dimension because
it is expressed in a more direct manner.

Instances of the Hard-goal are also present, for example As a borrower, I want
to pay off my loan. It nevertheless always concerns an “Epic” US i.e. US that need
to be refined. Similarly, occurrences of the Soft-goal in the WHAT dimension
are also present but are even more rare; we for example find As a player, I want
nice looking background art that integrates with the game boards. This shows that
elements issued of GORE frameworks are envisaged in the context of US and we
can make further use of it in the context of agile development.
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We finally discuss the Feature element. Examples such as Search for ...,
Undo/redo move, ... are sometimes considered as instances of Feature in the
studied US but we do not believe this is in line with the semantic that we have
associated to the Feature. It is rather aligned with the one that we have asso-
ciated to Capability. A Feature is indeed, according to our semantics, a broader
aspect of the system requiring to fulfill the 3 conditions set up in [5]. The US
As a salesman I want car to be equipped with GPS so that I can easily set my
direction could be considered as clearly integrating a Feature into the WHAT
dimension. We nevertheless point to the interpretation as a Goal and leave the
Feature concept not as a D C instance but rather an element that can be used
at higher level to group US around a central theme. This way of doing is in line
with the use of the Feature element in the Scrum method.

3.3 The WHY Dimension

Syntax Included and Semantic Association. Some information was found
into informal literature about agile development related to the syntax Business
Value. [1] indeed points out that business value is a concept that describes the
relative worth of any development effort to the business. Business value is of-
ten unquantifiable, but often relates to money ... The relative business value of
stories can generally be determined by asking questions to get to the root value
proposition of each. We do not really consider this as semantic for evaluation
since it is more about the characteristics of Business Value than the description
of how Business Value could be expressed in itself. It inherently refers to an
umbrella term of a goal or objective to be attained. No Business Value syntax
relating to semantics was found in the input frameworks. As we will see in the
rest of this section, we do have a set of semantics directly referring to objectives
to be attained that are defined in a much more precise manner. Even if the
representation of the syntax is very high into the studied templates, we believe
that leaving it out of the model to favor precise semantics is the best option.

No semantic associated to the syntax Benefit and Reason was found in the
envisaged frameworks. For the same reason Business Value was left out, we
decided not to consider them. We have also preliminarily left out the syntaxes
Achievement, Rational, Desire, Outcome, Result and “z” because the number of
their instances found was not significant.

Using the method depicted in section 2.3, the semantics associated to the
remaining syntax, the goal which includes both the Hard-goal and the Soft-goal,
are the same as in the WHAT dimension.

Comparison of Associated Semantic. The analysis of the WHY dimension
will thus firstly be limited to the evaluation of examples with respect to i* hard-
goal and soft-goal definitions.

Semantic Evaluation on Examples. On the evaluation, most of the examples
could not be considered as goals because, even if they are expressed as objectives,
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they are onto a too low level to be considered as (abstract) i* goals. We indeed
could only find alignment with the Hard-goal and Soft-goal semantics on 53% of
the cases, leaving the rest without association.

We thus need the inclusion of other D C instances to cover the WHY di-
mension. Nevertheless, as evoked earlier in this Section, no satisfying instance
was found among the collected syntaxes; we thus suggest relaxing the dimension
characteristic of the Task element so that it can be used into the WHY dimen-
sion. Indeed, we intuitively believe that the semantics associated to the Task
element would fit most of the examples found into the WHY dimension because
they are expressed as a requisite on a lower level basis. If we take the following
example ... so that I know my recent deposit went through. We assume
that it cannot be considered as a Hard-goal because it is expressed on a too
low level basis, a corresponding Hard-goal could be for example Make deposits
while knowing that the recent deposit went through is only a way of attaining the
higher-level Hard-goal (could be to attain a soft-goal too). By including the Task
element into the WHY dimension we were able to cover all of the examples.

4 A Unified Model for User Stories

Figure 3 represents the instances of the D C class that have been selected on
the basis of the previous study to be part of the unified model.

Each instance has become a class itself meant to be instantiated within the re-
quirements gathering stage. The links between the classes represent the possible
links between the elements into a US template issued of the model.

The link between the classes conceptually represents the link from one di-
mension to the other. Concretely, the unidirectional association from the Role
to one of the class Capability, Task or Goal implies that the target class in-
stantiates an element of the WHAT dimension (always tagged as wants/wants
to/needs/can/would like in the model). Then, the unidirectional association from
one of these classes instantiating the WHAT dimension to one of the classes in-
stantiating the WHY dimension (always tagged as so that into the model) implies
that the target class eventually (0 as minimal cardinality) instantiates an ele-
ment of the WHY dimension. An US template we can derive from the model is:
As a <Role>, I want/want to/need/can/would like <Task> so that to <Goal>.

Let us finally note that the Goal class is represented as an interface because
it cannot be instantiated as such; it is either a Hard Goal, either a Soft Goal.
As shown within the research, the instance of Hard Goal and Soft Goal can be
related to the WHAT or WHY dimensions. Also, if a Hard Goal is related to the
WHAT dimension, it can be linked to a Soft Goal in the WHY dimension, not
if the WHAT dimension is a Soft Goal. This because it has never been found in
any of the examples so we believe it is impossible to have a Soft Goal as desired
state to fulfill a Hard Goal.
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Fig. 3. Unified Model for User Story Descriptive Concepts

5 Validation

The unified US model has been applied to two different case studies in order to
evaluate the coverage – i.e. Is each of the elements required? – and completeness
– i.e. Are more elements required? – of the model.

The first case study is the development of an application to ease carpooling.
Carpooling is the sharing of car journeys so that more than one person travels
into the car; it takes increasing importance to save gas, reduce traffic, save driving
time and control pollution. ClubCar is a multi-channel application available as
an Android application, SMS service and IVR system. Users of ClubCar are
riders and/or drivers, they can register by SMS, voice or through the Android
app. Roughly speaking the software allows drivers to propose rides and submit
their details with dates, times, sources and destinations while riders can search
for available rides [21]. The project included a total of 28 US.

The second case study is called CalCentral has been developed by the Uni-
versity of Berkeley. CalCentral ... is an online system that delivers a unified
and personalized experience to students, faculty and staff, facilitating the nav-
igation of campus resources, delivering personal notifications from key campus
systems, and supporting learning and the academic experience [3]. US are used
as requirement artefacts in the project; the list of 95 US that is available at [2].

Figure 4 summarizes results of the application of the conceptual model on the
two case studies. It notably shows that each of the concepts included into themodel
has been required to characterize each of the US of the cases (even if the Task con-
cept has not been required in the WHY dimension of the carpooling case). If we
consider the two case studies, we thus have full coverage. In other words, each of
the elements included in the unified model are necessary for concrete representa-
tion of the US found in these two real life projects. This means that, as far as these
two projects are concerned, no element is superfluous. Similarly, all of the US of the
case studies taken into account could be covered by using the set of elements con-
sidered in our model. We thus also have full completeness. This concretely means
that we are able to interpret each US of these projects with the set of US templates
that we can derive from our unified model. As such, the US is thus associated with
a well defined structure.
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Fig. 4. Elements Coverage in the Carpooling and CalCentral Case Studies

Finally, the reader should note that the WHY dimension was not present in
each of the US; it was thus only evaluated when it was present in the US.

6 Threats to Validity

One may argue that the choice made in the semantics was arbitrary. The choice
has been made to start from GORE frameworks because these are the ones
proposing the most advanced concepts for requirements representation and have
a significant supporting community. Similarly, one may argue that each couple
syntax/semantic of each of the frameworks used as source do form a whole and
that we can hardly take a concept from one method and another from another.
That is the reason why we proceeded sequentially and gave priority to the best
ranked source. We nevertheless admit that the choices of the used framework and
their respective priority could have been different leading to some differences in
the proposed model and associated semantic.

The number of collected examples for each US template was unequal which
could have biased the relative importance of each of the concepts found. We
have always been aware of this reality but we do not consider it as an issue since
we were studying the whole coverage of the model. Moreover, the validation is
aimed to partially solve this issue by showing such a relative importance of the
D C instances onto real life case studies.

One may question about the level of abstraction of the US expressed in agile
projects and question whether i* hard- and soft-goals semantics could be suitable
to characterize elements in US by nature operationally oriented. The results that
have been presented show that high-level elements are in a few occasions present
notably in the form of Epic US.

7 Related Work

[19] highlights the difficulties of Agile practitioners to deal with a project in-
volving a huge number of US for implementing the information system of an
hospital. Indeed, when dealing with about 800 US, the hierarchy was rather
difficult to determine and the big picture of the system while performing the
planning game. Scalability is thus definitely an issue in agile projects with US
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as poor requirements engineering artifacts. He decided to introduce the US tem-
plate “As [User], I want[Task], so that [Goal]” in order to define a hierarchy
in the form of Goal, Task and US but with no semantic associated.

Series of papers have proposed enhancements to handle the requirements en-
gineering process into agile software development, most of them focus on scal-
ability issues and granularity of elements; however, to the best of our knowlege
none has proposed a unified model with associated semantics. [15,24,22] iden-
tified issues in the usage of backlog items alone. Backlog items are US or non
US-based but still a text based requirements sets. It does indeed not allow to
represent the business strategy (or the long-term business goals). They high-
light the project should thus include not only the backlog items, but also Epics,
Themes, Visions. The backlog items are the lowest requirement items and respec-
tively Epic, Themes and Vision are elements representing the software problem
through higher level entities. They however did not provide any explanation on
how to map the blacklog items to the upper levels.

8 Conclusion and Future Work

Various syntaxes with no associated semantics have made the use of US ad-hoc
and mostly operational only. This has lead to several problems in the use of agile
methods notably in large development projects. This paper has provided a set
of concepts with syntax and associated semantic for a more precise use of US.
The objective is to be able to address larger projects with the same requirements
artifacts and to include the overall benefits of GORE into agile methods use. The
use of the framework could indeed help – through hierarchization and stepwise
refinement – to enhance scalability possibilities of agile methods. Refinement of
Goals using Tasks and Capabilities and grouping around Features, the project
can be divided easier into loosely coupled parts that can be developed rather
independently within balanced iterations.

Future work includes the identification of representational gaps overcome by
practitioners in US modeling and overviewing how our framework and GORE
in general could address these issues. In parallel, the evaluation of the ability
of practitioners to use the proposed framework instead of their usual templates
will also be evaluated. A Computer Aided Software Engineering (CASE)-tool is
currently under development and will be used to support experiments.
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Abstract. Defining software processes allows companies to evaluate and
improve them enhancing development productivity and product quality,
as well as allowing certification or evaluation. Formalizing processes also
helps eliminating ambiguity, and enables tool support for evolution and
automatic analysis. But these benefits cannot be fully achieved if prac-
titioners do not adopt the process. Some challenges related to adoption
have already been identified. In this paper we analyze the influence of the
quality of the specified process on its adoption. Adoption is measured in
terms of work products built during projects: work products that were
not built, those that were built but late during the project, and those
that were built in time. We illustrate this analysis by evaluating the
adoption of a formalized process in a small Chilean company along five
projects. We conclude that certain kinds of errors in process specification
may threaten its adoption and thus its potential benefits.

1 Introduction

Defining software processes is perceived as beneficial as it allows to count on a
pre-stablished way of working enabling planning, evaluation and improvement.
Defined processes also enable companies to obtain an ISO certification or a
CMMI evaluation that may provide commercial benefits. Formalizing the defined
process also brings the advantages of formal methods: eliminating ambiguity,
and being able to automatically analyze the process being able to find errors
otherwise hidden [10]. However, if the formalized process is not adopted, all
these benefits may not be attained. Process adoption has been identified as a
challenge by several authors [12][16], but to the best of our knowledge, it is
still not clear how the quality of the software process specification influences
adoption.

For the last five years we have been working with small companies in Chile
aiding them defining and formalizing their software processes with varying levels
of success [19]. We use SPEM 2.0 1 for the formalization and EPF Composer2 as

1 SPEM 2.0 - http://www.omg.org/spec/SPEM/
2 Eclipse Process Framework Composer - http://www.eclipse.org/epf/

M. Jarke et al. (Eds.): CAiSE 2014, LNCS 8484, pp. 226–240, 2014.
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the supporting tool, following the current trend [11]. Some of these companies
admit they are not rigorous in following their defined process but they are not
aware of the causes. Others say that the resulting process is too detailed and
that it is difficult for practitioners to understand and follow. These factors are
similar to those reported in the literature [16][17]. However, we have found that
companies where all the reported factors affecting adoption were addressed still
have trouble in applying the process.

In this paper we focus on the influence that the quality of the software process
specification has over its adoption. To this end we have recorded the actual use
of the software process in Amisoft, a small Chilean company. This process has
been formalized and applied for two years at the moment this research took place.
They have achieved an ISO certification and recently a CMMI level 2 evalua-
tion. We registered information about two development and three maintenance
projects [18]. For each project, the manager manually tailors the organizational
process defining a subset of all the work products that are required. A Gantt
chart is built for each project indicating the expected date of construction and
modification of each work product. During project execution, expected work
products’ state is recorder weekly. The process adoption is evaluated in terms of
expected work products that are actually built in time, those that are late, and
those that never get to be built during the project.

We have built AVISPA (Analysis and VIsualization for Software Process As-
sessment) [10], a tool that builds blueprints and highlights error patterns for a
given process model. Error patterns are identified with process elements that are
graphically abnormally different from the remaining elements [13]. Counting on
this tool, the process engineer only needs to analyze highlighted elements, de-
manding little experience and also little previous knowledge for effective process
model analysis, adding usability as well. Some of these errors are the existence of
overloaded roles, too demanded work products and waste work products, among
others. These situations indicate possible errors in the process design or speci-
fication. We use some of these patterns and create new ones in order to try to
identify characteristics of the process specification that may affect its adoption.
Among our hypotheses about the possible factors related to the specified process
quality that may threaten process adoption we find:

1. no role is responsible for the work product,
2. two or more roles are responsible for the work product,
3. too many roles are assigned to the work product,
4. the responsible role is overloaded,
5. no templates are available for the work product,
6. the work product is potentially waste, i.e., nobody needs it.

The rest of the paper is structured as follows. Section 2 presents background
concepts about software process adoption and several factors affecting it. The
hypotheses about the issues in process quality that may affect adoption and
their application to the company’s process are discussed in Sect. 3. The empirical
study conducted in the company is described in Sect. 4. Section 5 reports the
data analysis and the validation of the hypotheses. A survey conducted to check
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our hypotheses with the company’s employees is described in Sect. 6, the threats
to the validity are descibed in Sect. 7 and some conclusion are stated in Sect. 8.

2 Software Process Adoption

Several factors can influence the successful deployment and adoption of new pro-
cess models. At the individual level, Chroust considers that process models and
their support in the form of a software engineering environment, have a high
pervasiveness and impact on the software development process and the people
working with it [2]. To this author, an individual’s views, perceptions and moti-
vations to accept and enact software process models outweigh all other factors
with respect to quality, cost, and time, and are key factors for success. Among
the human or “soft” factors, he mentions the need for learning the new process
and the additional qualifications required, the fear of added complexity, the loss
of flexibility and creativity, and the amount of new documentation that must be
created and kept up to date, in detriment to “productive work”. Even though
we have witnessed the influence of these factors on adoption, we focus on the
influence that process specification quality has on its adoption. We address some
of these issues in the employees’ interviews in Sect. 6. At the organizational level,
Rifkin considers that the difference between success and failure in the adoption
of software process innovations is related to upper-management commitment
and sponsorship, the ability or persuasiveness of change agents, the divisibility
of the innovation, how disruptive the innovation is, and whether the change is
planned and managed [17]. This issue is actually completely necessary in prac-
tice to enable any kind of success in adopting formalized software processes.
The company that illustrates this research has a highly qualified manager that
encourages people involved in development to strictly follow the defined process.

Other factors that influence process adoption in small companies, had also
been identified in [20]: notation expressiveness and understandability, supporting
tools usability and availability, and the level of interoperability of these tools with
others used by the company. On the other hand, O’Connor and Coleman have
studied the barriers to the adoption of software process models that are based on
industry ”best practices”, such as CMM/CMMI and ISO 9000. The main factors
they have found are Documentation (overhead which can delay development
activity and whose merits are difficult to convey to engineers), Bureaucracy (time
and resources which the managers believe are required to manage and apply the
software process), and the perception of limiting Creativity and Flexibility [14].

As stated by Persee [15], the trick to the success will not come from merely
building a good process; it will come from using it: using it over time, refining
it, making it better and better, and allowing it to become a permanent part of
the organization’s business approach. We try to isolate in this paper some of the
factors that may promote the adoption of a good process. The introduction of
a new process into an organization can be seen as a particular case of an inno-
vation in the way software development activities have to be done in the future.
Hammed, Counsell and Swift define innovation as an idea, a product, a process
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or a technology that is new to the adopting unit, and also define adoption of an
innovation as the process that results in the introduction and use of a product,
process, or practice that is new to the adopting organization [8]. When the inno-
vation in question involves a change to software development practices, there are
particular difficulties in encouraging individual developers to adopt and sustain
the use of disciplined, repeatable processes [7]. In particular, if a methodology
is not regarded as useful by developers, its prospects for successful deployment
may be severely undermined. In other words, to the extent a methodology is not
useful, that is, it does not enable developers to be more productive and achieve
higher levels of performance in their job, they are not likely to use it in a sus-
tained manner, even if it is mandated [16]. We establish some hypotheses about
the causes that make motivated developers not to use the process and we check
them against historical data of five projects in the same company.

One theoretical model widely used for addressing the technology adoption
process is the technology acceptance model (TAM) [3], which is based on the
relationships among perceived attributes of a technology, attitudes toward a
technology, and actual usage. This model employs the constructs perceived use-
fulness of a technology and perceived ease-of-use of it as main determinants for
explaining adoption. We use some of these concepts for building the survey ques-
tions described in Sect. 6. In [4], they analyze the factors that affect software
developers’ acceptance and utilization of electronic process guides. The results
show that perceived usefulness is a strong and highly significant determinant of
current system usage and future use intentions. If a process is represented in
electronic or paper-based form, it is not regarded as useful and it will not be
fully adopted by developers. As stated by Heijstek and van Vliet, most of the
times new processes are adopted to some extent, but not to the extent needed
to achieve any real benefit [9]. Partial adoption can come in the form of just
performing some of the activities prescribed by the model, not performing the
activities in the way they are defined, and/or when not all of the defined work
products are elaborated and used during process execution.

This leads to define adoption of a software process as the fact that the process
model is followed to the extent that ensures process compliance, that is, when
performing the process, developers actually comply with process requirements
in order to ensure process success and delivery of desired outcomes. In defining
a process model one can take two different but complementary approaches. One
is the “activity approach” that focuses on tasks or activities that relate to work
to be done, and the other one is the “work product approach”, that focuses on
work products that relate to artifacts to be built. According to Gonzalez-Perez
and Henderson-Sellers, a methodology that focuses on expressing its work prod-
ucts rather than its process is arguably more people-oriented, being better at
dynamically reorganizing the work to be done and opportunistically exploiting
unforeseen circumstances [5]. As noted by Goodman, this last perspective can
support work product “states” for work product promotion/demotion, and as-
sumes that work product production and activity execution are synonymous [6].
From this second perspective, process adoption can be reflected on the work
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products actually elaborated and used during process execution. This is pre-
cisely the approach taken in this study, in order to analyze process adoption in
the target company.

3 Process Model Quality Analysis

We say that a software process is not fully adopted if there are work products
that, being necessary for a project, have either not been developed, or have
been late during the project execution. We state a series of hypotheses that may
explain why a software process could have adoption difficulties, and analyze
the APF process from the point of view of these hypotheses. The hypotheses are
derived from our hands-on experience with the software companies collaborating
with the ADAPTE project3, documented in our previous work [1,10], where
we analyzed the software processes of Amisoft, BBR Engineering, and DTS
(hypotheses 1, 4, and 6). Additional hypotheses where formulated and refined
based on the additional analysis that we carried on for this paper (hypotheses
2, 3, and 5).

(1) No role is responsible for the work product. EPF Composer allows to assign
a role responsible for each work product. This role should be in charge of assurig
that the work product is appropriately built and modified. If there is nobody in
charge of the timely construction of the work product, it is likely that nobody
would take responsibility for it, so not assigning a responsible role for a work
product may cause it not to be built in time. AVISPA allows identifying work
products with no responsible role assigned. Analyzing APF with this pattern we
found that only three work products had no responsible role.

(2) Two or more roles are responsible for the work product. On the other hand,
there may be two or more roles responsible for a certain work product. In this
case, although the process specification makes sure at least one role will take
care of the work product, this situation of shared responsiblility may prevent all
of them to assume it. For computing this situation we extend AVISPA so that
it colors those elements with two or more responsible roles. We found five work
product with two or more responsible roles in APF.

(3) Too many roles are assigned to a work product. There are certain work
products that are used and/or modified by more than one role. This is not
necessarily a problem in itself, but if there are too many roles that interact with
a work product coordination may become an issue for finishing appropriately and
in time. We assumed that up to three roles would be fine, but having four or
more roles modifying a work product could be a source of problems. We extended
AVISPA so that those work products with four or more roles modifying it are
colored, and we found several of these elements.

(4) Overloaded role is responsible for the work product. Oveloaded roles are those
assigned to too many work products, either as responsibile or modifying them.

3 http://www.adapte.cl/?page_id=36

http://www.adapte.cl/?page_id=36


How does Quality of Formalized Software Processes Affect Adoption? 231

If an overloaded role is in charge of a work product, he/she may have other pri-
oritary tasks to do. AVISPA provides an error pattern for identifying overloaded
roles. The Project Manager is by far the role involved in more work products in
APF, so his work products are candidates to be delayed.

(5) No template is available for the work product. EPF Composer allows to
associate a template to each work product. Counting on a predesigned template
makes it easier to build the work product in time so we expect that those elements
with no template are more likely to be delayed. We extended AVISPA creating a
new error pattern that colors those work products with no template associated.
We found only a few work products in APF with no template.

(6) Potentially waste work product. If a work product needs to be used as an
input for certain task but the specified process does not state it, this task may
not be correctly executed. This situation is not always easily detected. However,
if a work product is neither marked as deliverable nor it is specified as input of
a task, it is potentially waste. Waste work products are those that are neither
needed for any task in the process nor deliverables. The AVISPA tool is able to
identify potentially waste work products. APF presents several work products
that are potential waste, at least in the formalized process; some of them may be
underspecifications (i.e., input for some task or deliverables), or actually waste
work products.

4 Empirical Study

4.1 Case Study

Our case study was conducted at Amisoft, a software services company based
in Santiago, Chile, that builds and maintains custom-order software. Amisoft
employs 43 people, and has on average 2 development contracts a year and 7
permanent maintenance contracts. In the last years, Amisoft transitioned from
an informal software development process, to a formally specified process –APF–
based on the Rational Unified Process (RUP). Further, in order to know if the
process is a net benefit for the company and if employees actually follow it,
Amisoft keeps track of the artifacts that are produced during projects. A full-
time metric analyst is in charge of tracking the adoption to the process.

We study 2 development and 3 maintenance projects developed at Amisoft.
Table 1 contains summary statistics of the projects. SITMIX, SITLA, SITCO
and SITCORTE are systems specifically developed for the Chilean Judiciary.
They allow to automate manual processes and to eliminate paperwork. The main
functionality of these systems is a configurable workflow integrated with a doc-
ument management system. Currently Amisoft is in charge of the maintenance
of these systems for its customers; that is why only SITMIX is a development
project for our case study. AMILEX is a product developed by Amisoft that en-
capsulates the knowledge acquired in paperless management workflow systems.
Since the process is tailored for every project, the work products created during
each project vary. In particular, there are (unsurprisingly) significant differences
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Table 1. Description of Projects Analyzed in the Empirical Study

Project Type Team Months Description

SITMIX Dev. 1 project manager +
5 developers

12 Mixed courts information system

AMILEX Dev. 1 project manager +
3 developers + 0.5 ar-
chitect

7 Parameterizable workflow and
digital folder

SITLA Maint. 0.5 project manager
+ 3 developers

6 Labor Courts information system
support

SITCO Maint. 0.5 project manager
+ 3 developers

6 Collection, Labor and Social
Courts information system

SITCORTE Maint. 0.5 project manager
+ 5 developers

6 Courts of Appeal information
system

between the processes followed by development and maintenance projects; in
addition, individual processes vary, particularly among development projects.

4.2 Methodology

In this study, we perform a two-step investigation: we first analyze the process
adoption spreadsheet of each project to confirm our hypotheses, and then we
perform a follow-up employee questionnaire of the hypotheses.

Process adoption spreadsheet. The process adoption spreadsheet is maintained by
the metrics analyst, and it tracks each work product weekly. Each work product
that is expected to be delivered before that date is checked in order to know if it
is present. The work product is then marked, for that week, as either delivered
or late. At the end of the project, the weekly information is consolidated in order
to define 3 possible statuses for a given work product:

– Delivered on time (OT). The work product was present in the project,
and each time its delivery was expected, it was indeed present.

– Delayed (D). At least once during the project, the work product suffered
a delay of at least one week.

– Not delivered (ND). At the end of the project, the work product was still
not delivered.

Based on the data that we have for each work product of each project, we look
for evidence towards the validation or invalidation of each of our hypotheses.

Employee survey. In order to follow up on the first analysis, we also conducted a
survey of the project managers of Amisoft, specifically designed to provide fur-
ther evidence for or against our hypotheses. Project managers are all Computer
Science Engineers with more than three years experience. They are in charge of
scheduling activities, controlling that milestones are met, and making sure that
team members apply the company’s software process. They are also in charge of
requirements analysis for their projects.
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Table 2. General work product statistics

Project Id Work OT D ND
products

SITMIX 30 18 10 2
AMILEX 37 22 13 2

SITLA 19 7 12 0
SITCO 34 27 3 1
SITCORTE 34 28 3 0

5 Process Adoption Spreadsheet

Table 2 presents the general results of our study. Each row presents a project, and
for each project: (1) the total number of work products in the tailored process;
(2) the number of work products that were delivered in time; (3) the number of
work products that were delayed; and (4) the number of work products that were
not delivered. From this table, we can see that a minority of work products are
not delivered (which is reassuring for Amisoft). For development projects, a third
of the work products experience delays or are not delivered. For maintenance
projects, there are fewer delays, with more than 80% of the work products being
delivered in time, which is within Amisoft’s goals. Table 3 presents a summary
of the work products, whether they comply with our hypotheses, and, for each
project, whether they were delivered on time, or experienced issues.

(1) No role is responsible for the work product. We found weak evidence for this
claim. Only three work products fit the pattern (MUS, ICF, DDD). Of those,
DDD is only present in the process of project AMILEX; ICF has been delivered
in time each time, and MUS has not been delivered for project SITCO. In all
cases, MUS, ICF, and DDD are subsumed by the hypothesis that they may be
waste as well; as such, the evidence is overall inconclusive.

(2) Two or more roles are responsible for the work product. We again find that
a low number of work products suffer from this issue. There are 5 overall: TEC,
CGP, SRQ, ARR, and PMD. Of those, PMD was the only one that did not
encounter delays of any kind. On the other hand, TEC and CGP were late in
both development projects, while SRQ was not performed in SITMIX, and ARR
was delayed in AMILEX. Of note, TEC was late in both SITMIX and AMILEX,
but it was performed in time for all three maintenance projects; these 3 projects
did not include CGP, ARR, or SRQ in there processes. Overall, it seems that
there is reasonable initial support for the hypothesis, even though the number
of work products concerned is small, and 3 out of 5 of these work products were
not present in maintenance projects.

(3) Too many roles are assigned to the work product. We consider the threshold
of too many roles to be 4. Using that threshold, we find that 11 work products
have too many roles involved for their proper implementation (LAA, CGP, CGI,
ARR, MRR, PCC, PPP, PVP, PRP, PMD, and ACE). Of those, 9 feature a
delay on at least one project, which yields strong evidence towards this factor
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Table 3. Work product behavior for each hypothesis: H1 - no responsible role, H2 -
two or more responsible roles, H3 - too many interacting roles, H4 - assigned to an
overloaded role, H5 - no template available, H6 - defined as waste. For the projects the
meaning is: ✗ - not delivered, ! - delayed, �- in time, – - not in process

Hypotheses Statuses
Work product H1 H2 H3 H4 H5 H6 SITMIX AMILEX SITLA SITCO SITCORTE

LNE N N N Y N Y ✗ ✗ – – –
TEC N Y N Y N N ! ! � � �
LAA N N Y Y N Y ! ! � � �
PEE N N N Y N N ! ! ! � �
CGP N Y Y Y N N ! ! – – –
CGI N N Y Y N N ! ! � � �
SRQ N Y N Y N N ✗ � – – –
ARR N Y Y Y N N ✗ � – – –
MRR N N Y Y N N ! � ! � �
PAC N N N N N N ! � � � �
PRH N N N Y N N ! � � � �
PRV N N N Y N N ! � � � �
ESC N N N Y N Y � ✗ � � �
PEA N N N Y N Y � ! � � �
PCC N N Y Y N Y � ! – – –
PPR N N N Y N Y � ! ! ! !
PPP N N Y Y N N � ! � � �
LRR N N N Y N N � ! � � �
PVP N N Y Y N N � ! ! ! !
CPU N N N Y N N – ! � � �
PRP N N Y Y N Y – ! ! ! !
VPP N N N Y N N � � – – –
PLP N N N Y N N � � – – –
PMD N Y Y Y Y N – � � � �
PAP N N N N N N � � � � �
MCU N N N Y N N – � – – –
MDD N N N N N N � � � � �
MUS Y N N N Y Y � � � ✗ �
ICF Y N N N Y Y � � � � �
PIR N N N N N N – � � � �
GLS N N N Y N Y � � � � �
ESS N N N N N N � � � � �
ERS N N N Y N N � – � � �
DDD Y N N N Y Y – � – – –
DDR N N N N Y Y – � � � �
SAD N N N N Y N � � – – –
ACE N N Y Y N Y – � � � �
Total 3 5 11 15 5 13 – – – – –

being a possible cause for delays. As said above, the higher the number of roles,
the more probable these coordination issues arise. We also note that development
projects are more concerned with this issue (9 work products) than maintenance
projects (only 3 work products are affected).

(4) Overloaded role is responsible for the work product. The most overloaded role
by far is the project manager; therefore, we only investigate this particular role.
Our analysis brings strong evidence that if a role is overloaded, it is a factor
in work products that are delayed or not delivered: of the 17 work products
the project manager is involved in, 15 experienced delays. Clearly, the project
manager has many things on his plate, and a lot of them can pass through.
We note that of these 15, only 2 concern maintenance projects (15 concern
development projects), highlighting again the asymetry between both kinds of
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projects. It seems that if changes to the process could delegate some of these
tasks to other roles, this would significantly help process adoption all around.

(5) No templates are available for the work product. We do not find support for
this hypothesis. The presence/absence of a template seems uncorrelated with
the adoption of the process. If anything, it appears to be negatively correlated:
of the six work products that do not have a template (PMD, MUS, ICF, DDD,
DDR, SAD), only one, MUS, encountered issues, in only one project.

(6) Potentially waste work product. Waste is defined as a work product that is
generated, but that is neither delivable nor used in any other task. This hypoth-
esis seems to be a good factor for explanation of adoption as well, although the
reasoning is not obvious at first glance. There are 13 work products marked as
“waste”. Of those, only 8 suffer any kind of delay, which does not provide a very
strong support for waste being an issue. However, examining the work products
marked as waste, we find that several of them were victim of underspecification.
More precisely, several work products marked as “waste” were actually deliver-
ables to the client, and as such employees are very aware of their importance.
The waste work products that are actually client deliverable are: ACE, DDR,
GLS, MUS, and ICF. Of these, only MUS was not delivered; all other work
products were delivered, on time. Removing these 5 work products from the
“waste” category yields a different pictures: of the 8 work products that remain,
only DDD does not suffer any delay, which makes “real waste” work products
a strong predictor of adoption to the process. In short, perceived utility seems
like an important factor. Of note, taking into account the fact that deliverables
to the clients are seen as important further weakens the evidence towards the
no-responsible role hypothesis, as two of the three work products without a
responsible role are deliverables to the client.

6 Survey Results

Since we have several competing hypotheses, we attempted to shed more light
by getting feedback from the project managers of Amisoft. Specifically, we sent
a questionnaire via email to all the project managers, asking them whether they
recalled having experienced delays in delivering work products according to our
hypotheses. The questionnaire contained one question per hypothesis, plus a
last question asking for other causes for the delays. All responses were free-form
text, that we analyzed and summarize here. Five project managers replied to our
questionnaire, although the fact that it was done by email, and that the managers
are busy, had the consequence that some responses were quite succinct and as
such not always easy to interpret. Of note, 4 of the 5 managers that responded
were from projects we investigated in the first step, while the last one was not.

No role responsible for the work product. The project managers were unanimous
on this hypothesis: they do not recall any instance of this fact being the cause of
delays, going so far as saying that all work products have assigned roles. Given
that a small minority of work products were found to have no responsible role,
this confirms that our first hypothesis has very weak support in practice: even
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if there is (in rare instances) a work product that is not assigned to any role
formally in the process, someone in practice is responsible for it.

Two or more roles responsible for the work product. We find limited additional
support for this hypothesis. In particular three of the managers mentioned that
the responsibilities for some work products are sometimes unclear, especially
for the testing plan (PPR), resource allocation (ARR), and the requirement
specification (ERS). However the additional evidence is limited since both PPR
and ERS do not have two responsible roles—only several involved roles—in the
process definition, although in practice the distinction between responsible and
involved role might not be as clear-cut as it is in the process specification.

Too many roles assigned to a work product. One product manager replied saying
that due to the size of his team, having too many people involved was not a
problem. Given that that team was SITMIX, the largest one in the projects we
analyzed, we can extrapolate that other teams did not run into that problem
either. As such, it seems that this may be a valid hypothesis, but not in the
particular circumstances at Amisoft, where teams are small. On the other hand,
another manager mentions that the work product ERS has too many roles, and
that it is a problematic situation. Another manager mentions a work product
that involves an architect, a developer, and the project manager, but does not
precise which. Overall, managers have conflicting opinions about this hypothesis,
preventing us from reaching a clear conclusion.

Overloaded roles are responsible for the work product. The evidence is much
clearer for this hypothesis. All managers agree that the project manager is over-
loaded. Two managers mention that this is an explicit risk to the project, that is
taken into account in order to mitigate it (by dividing up tasks, and delegating
them to other people). One manager is also aware of this strategy to reduce his
load, but mentions he is unable to delegate tasks, since his team is too small. Fi-
nally, another manager mentions the quality assurance (QA) roles as also being
affected by overloading, although he is the only one.

No templates are available for the work product. For this hypothesis, all managers
find that the templates are present, and are adequate, except for specific work
products, where they could be improved (with TEC being explicitely mentioned
once). As such, the evidence gathered by the questionnaire leads us to reject this
hypothesis, at least for the case of projects at Amisoft.

Potentially waste work product. We find convincing evidence that there is per-
ceived waste in the process, coming from three of the project managers. For
some work products, it is unclear who will use them once they are produced, or
why they are important. A few work products are mentioned by name. These
include PRV, ERS, PLP, and PCC, and (less precisely) activities related to ver-
ification and validation, and activities related to process monitoring (i.e., metric
collection regarding the process itself). From this, we can conclude that waste,
as perceived by the managers, is an issue that is present in the process.
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Other reasons. Finally, there are several other reasons for delays that are men-
tioned in the free entry space that we let for the project managers to fill. There
are two main reasons:

• Dependencies between tasks is a problem referenced by four of the five
interviewed managers. By dependencies between tasks, we mean the situation
that arises when a task is delayed because of waiting upon the completion of
another task. In particular, three managers mention the Quality Assurance area
as being a bottleneck in that regard.

• External factors, such as changes in personnel, and changes to requirements
made by clients are mentioned as source of delays, that propagate to other tasks.
However these factors cannot be attributed to the process itself.

7 Discussion

7.1 Aggregating the Evidence

Combining the evidence we gathered in the two steps of our investigation, we
can order our hypothesis from the least likely to the most likely to incurr delays
in delivering work products.

Unlikely hypotheses

• No role responsible for the work product: we found very few work products
which did not have a responsible role specified, and a low correlation with delays
or work products undelivered. Further, all project managers stated that all work
products are in the responsibility of someone.

• No templates are available for the work product: we found a similar situation
as with the previous hypothesis. There are few work products matching the
hypothesis, a low correlation, and projects managers concurr.

Moderately likely hypotheses
• Two or more roles responsibles for the work product: We found that there

are few work products matching with the hypothesis, but that they have a high
correlation with problematic work products. On the other hand, other hypotheses
seem to have more explaining power, and project managers gave little additional
support in the questionnaire.

• Too many roles assigned to a work product: This hypothesis has a good
correlation with problematic work products. However, project managers have
conflicting opinions about it, with at least one manager saying that Amisoft’s
teams are too small for it to be an issue.

Likely hypotheses
• Potentially waste work product: at first, we found a moderate correlation

between potential waste and problematic work products. However, a detailed
inspection reveals that some of the “waste” is not really waste, as it concerns
work products directly relevant to the client (deliverables), hence which are very
likely to be done anyways. With this new knowledge in hand, we find that waste
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is a much better explanation. This is further confirmed by the managers, of
whom most agree that there is waste in the process, conforting this hypothesis.

• Overloaded roles are responsible for the work product: finally, this hypothesis
has the strongest support. It has a strong correlation with problematic work
products, and managers strongly echo this in their comments.

7.2 Difference between Development and Maintenance Projects

We observe that maintenance projects have less problematic work products than
development ones. A follow-up with the company’s CEO gave us some possible
reasons, for whom the most important is the type of contract for each type of
project, and the impact this has on the process. Maintenance projects usually
have a monthly contract, while development projects have contracts based on
functionality milestones. As such, there is more pressure in development projects
to produce deliverable work products and functionality fast, leading to a lower
priority towards other artifacts in the process, which are either for internal use,
or that are perceived to have a lower added value (such as verification and
validation activities).

7.3 Additional Hypotheses

Beyond the hypoteses checked, there are others not investigated yet.
• Synchronization issues. Managers reported that some tasks were delayed

because they were waiting on other tasks to be finished, that behave as bot-
tlenecks (e.g., QA activities). Since managers are keenly aware of this issue, it
seems to be a salient one.

• Early vs late tasks. Related to synchronization issues, the fact that a task
is late in the project or in an iteration could lead to it being more likely to be
delayed, as the delays tend to accumulate with time.

• Verification and validation. Managers and the company’s CEO mentioned
on several occasions that tasks from the Verification and Validation software en-
gineering discipline frequently were the most problematic. A quick glance at the
problematic work products reveals that the most problematic ones (the ones de-
layed in 4 out of 5 projects), belong to the verification and validation area: PPR,
PVP, and PRP. As such, exploring this in more details would be worthwhile.

• Internal vs external tasks. Managers often put more emphasis on work prod-
ucts that are more relevant to the client, as progress is more easily seen that
way. We have seen hints of this being a factor when we investigated waste, but
this phenomenon deserves a fuller investigation.

7.4 Threats to Validity

As with any empirical study, this work is subject to several threats to validity,
that we sumarize in Table 4.
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Table 4. Threats to validity of the study

Threat Description
Single case
study.

We only analyzed 5 projects from a single company. Different companies will have
different characteristics, in terms of size of the company and of the teams working
there, different market niches, different cultures, and different software engineering
practices. Further, each project has a host of speficities that make it unique, such
as the client, the composition of the team, etc. Our study needs to be replicated
in a variety of distinct contexts to see whether the findings hold in general, or are
specific to this case.

No qualita-
tive analysis
of the work
products

So far, the process monitoring at Amisoft considers that a work product is delivered
only by its presence or absence in the system. There is no inspection of the quality
of the work product itself. Some of the work products may be present in the system,
but in an incorrect or incomplete state. A manual analysis of the work products
would be necessary in order to know if this is the case.

Effect of
process
tailoring

At Amisoft, each project has a specific process, tailored from the generic process.
As such, the set of artifacts to be delivered for each project may vary. The fact
that some artifacts were not delivered because they were not in the process to
start with makes it harder to compare projects with one another.

Project
manager
question-
naires

Our questionnaires also have several potential issues. We only sent the question-
naire to project managers, as it would have been prohibitive to send it to all
employees at Amisoft, in terms of the effort involved both at Amisoft to fill it (for
that reason we also refrained from asking for subsequent clarifications), and on our
side to aggregate the information. We chose to send the questionnaire to project
managers since they have a good view of their team members, but this choice also
inccurs bias in the responses.

8 Conclusion

In this paper we analized the impact that the quality of formalized software
processes has on their adoption. We stated six hypotheses about the reasons that
may cause work products to be delayed or never built during project execution.
The process itself was analyzed using AVISPA, a graphical tool that highlights
potentially problematic elements in the process.

The formalized sofware process adoption was analyzed in two different di-
mensions. First an empirical study about actual use of the process in practice
was conducted in two development and three maintenance projects in the same
company. In this study each work product that was either late or not developed
in each project was recorded. And then a questionnaire was applied to all five
project managers about their personal perception about the stated hypotheses.

We could realize that the process was well specified for defining one and only
one responsible for each work product, and there is also a template defined for
each work product in the process model. So these issues were not supposed to
be the causes for not following the process as expected, at least in this company.
Both, the empirical study and the questionnaire corroborated these facts. We
found some evidence that work products where four or more roles interact or
those where there are more than one role responsible for them are somewhat
likely to be delayed. Finally, we found strong evidence that work products that
are specified as waste and those that are responsible of an overloaded role are al-
most always late. In general, all six hypotheses seamed reasonable, but empirical
analysis resulted that they were not true in all cases.
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Abstract. Process-based context-aware applications are increasingly be-
coming more complex and dynamic. Besides the large sets of process vari-
ants to be managed in such dynamic systems, process variants need to
be context sensitive in order to accommodate new user requirements and
intrinsic complexity. This paradigm shift forces us to defer decisions to
runtime where process variants must be customized and executed based
on a recognized context. However, there exists a lack of deferral of the
entire process variant configuration and execution to perform an auto-
mated decision of subsequent variation points at runtime. In this paper,
we present a holistic methodology to automatically resolve process vari-
ability at runtime. The proposed solution performs a staged configuration
considering static and dynamic context data to accomplish effective de-
cision making. We demonstrate our approach by exemplifying a storage
operation process in a smart logistics scenario. Our evaluation demon-
strates the performance and scalability results of our methodology.

Keywords: Runtime Variability, Late Selection, Context-awareness,
Dynamic Software Product Lines, Smart Logistics.

1 Introduction

In recent years, emerging technologies, such as Machine-to-Machine (M2M) com-
munications, Cloud Computing, Service-oriented Computing (SOC), Business
Process Management (BPM) and Big Data analytics, have been leveraged to
support businesses achieving their goals under changed marked conditions, e.g.,
reducing the time to market and costs. From the marriage of the latter technolo-
gies, smart services are commonly deployed and extended into a variety of smart
devices and elastic cloud platforms, to improve decision making, rapid provision-
ing and deployment, and to provide greater flexibility. Atop of such service-based
platforms, process-intensive and event-based applications offer a large number of
processes as a catalyst for collaboration, integration and control, e.g., enabling
the Business Process as a Service (BPaaS) concept [1].

Variability management for such processes is indeed becoming challenging,
e.g., in smart logistics [2]. In this light, new techniques and tools are being de-
veloped to address the shortcomings of standard solutions to deal with large
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sets of process variants and adequate process variants to meet new require-
ments, context changes and intrinsic complexity. Process variability approaches
[3,4] handle different process variants, which are entirely or partially common to
several domain stakeholders and assets to which processes are applied. Process
variants share a common part of a core process whereas concrete parts fluctuate
from variant to variant. In dynamic conditions, such variants need to be con-
text sensitive with the aim of adequately providing multiple stakeholders/assets
configurations and reasoning [5], and thus, drive customization based on context
information [6]. Therefore, context-awareness demands innovative solutions that
allow process-based applications to change during runtime.

This paradigm shift has imposed the emergence of Dynamic Software Product
Lines (DSPLs) [7], which support late variability, i.e., defers product configura-
tion to runtime, exploiting traditional Software Product Line (SPL) concepts.
Regarding to the BPM field, a configurable process model is capable of dynam-
ically (re-)binding variation points at runtime, considering context information.
Once context data is detected from external sensors or new user requirements,
the system decides which alternatives of the configurable process must be acti-
vated or deactivated and executes the decision via runtime binding. At a glance,
the key properties of DSPLs are: (i) support runtime variability, (ii) are able to
handle unexpected and environmental changes, (iii) may change variation points
at runtime, (iv) may support context-awareness and self-adaptive properties, and
(v) may include an automated decision making.

Some of the above-mentioned properties are partially supported by existing
work in the literature, such as the Worklets approach [8] which enables user-
driven selection of self-contained sub-processes aligned to each activity depend-
ing on the particular context at runtime, or the DyBPEL engine [9] which has
the ability to adapt running and compliance Business Process Execution Lan-
guage (BPEL) instances when the corresponding process variant schema evolves.
However, there is a lack of deferral of the entire process variant customization
and execution to perform an automated decision making at runtime. This would
reduce the time to change from one process variant to another, as well as scaling-
up and modifying process variant alternatives during operation.

In this paper, we aim to solve such problem by focusing on process models
variability at runtime. The main contributions provided by this paper can be
summarized as follows: c1 - we propose a novel methodology and a prototype
toolkit called LateVa to automatically resolve process variability at runtime; and
c2 - we demonstrate through an experimental smart logistics case study that our
methodology is scalable and can be used in dynamic settings.

The paper is organized as follows: In Section 2, we present a detailed overview
of the case study at the ACME Corp. and the problems associated with the
complexity of its operational processes. In Section 3, we present a methodology
based on an automated customization of process variants using the late selection
of fragments at runtime to address the issues raised by the case study. The results
of our evaluation are detailed in Section 4. Section 5 discusses related work, while
we conclude the paper with a summary and future next steps in Section 6.
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2 Case Study: Smart Logistics

ACME Corp. is a leading innovative company that provides goods handling
systems with a multiplicity of solutions for automated warehouses and storage,
baggage handling, sorting systems and picking facilities. ACME Corp. designs
and develops Warehouse Management Systems (WMS) for each customer (i.e.
offering an ad-hoc solution for each customer to satisfy their business needs) in
four areas, namely healthcare, retail, industrial components and food.

In essence, a WMS is a key part of the supply chain which primarily aims to
control the movement and storage of goods (also referred to as articles) within a
warehouse. Each WMS is complex and comprises a large number of operational
processes [2], such as storage, retrieval and picking.

– Storage: The goods storage process allows goods to be stored based on dif-
ferent location search strategies (e.g. manual location, fixed location, next
empty location, storage unit type, etc.) detailed in a WMS.

– Retrieval: The retrieval process enables the complete removal of goods from a
warehouse, following disparate extraction strategies (e.g. FIFO, LIFO, least
quantity, expiration date, etc.). Such extracted goods are typically moved to
an intermediate area for custom shipping configurations.

– Picking: The picking process merges both retrieval and storage processes. It
consists of taking and collecting goods in a specified quantity before shipment
to satisfy customer orders. After each picking operation, the transport unit
(e.g. pallet, box) with its remaining articles is routed back to a specific
warehouse location based on pre-established storage strategies.

Inside an automated warehouse, the aforementioned operational processes can
be modeled and executed by a BPM platform in order to track and control all
warehouse flows, and enable multi-agent interaction, such as physical devices
(e.g. conveyor systems, transelevators, pick to light systems, RFID, presence
sensors, etc.) and warehouse operators (e.g. maintenance manager, workstation
agents, picking operator, etc.) [10]. Hence, logistics process automation provides
a smart visualization of existing operational processes for eachWMS solution and
complex event triggering from dozens of sensors; however, adopting a standard
BPM platform in a smart logistics scenario presents four major issues:

Large set of process variants. Processes may have common parts and de-
tails that can vary for each WMS solution, influenced in various ways by
warehouse types, storage areas, location types and conformance checking.
As a result, designing ad-hoc processes for each WMS becomes time, re-
source and cost consuming, as well as an error prone task.

Constantly changing context data. In each automated warehouse, installed
sensors are able to provide near real-time data, for instance, about warehouse
locations, conveyor systems and the status of goods in transit. It is therefore
essential that such events are picked up just-in-time for appropriate decision
making. Further, although processes may include different wait states for
event catching, inadequate event processing could have a negative impact on
the execution of subsequent activities, often requiring manual intervention.
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Scalability. An initial warehouse layout can be enlarged to accommodate large
amount of orders and/or improve its productivity rates. Previously deployed
processes have to be re-designed tackling new requirements. This often in-
volves designing, testing and deploying updated operating processes.

High-availability. WMS execution may not be interrupted and 24/7 service
availability is most required. However, any unexpected process execution er-
ror would completely stop the system. This would result in expensive system
downtime until a system engineer could take corrective action.

3 Process Variants@Runtime

In this section, we present a fragment-based re-use methodology used to man-
age the variability of process models at runtime, that covers the modeling and
execution phases of the process life-cycle. In Section 3.1, we present a brief sum-
mary of our foundations [11]. Due to space constraints, the formal definitions of
LateVa foundations are provided as supplement1. We detail the different steps of
our methodology in Section 3.2. In Section 3.3, we describe the implementation
of the methodology in our LateVa toolkit.

3.1 Foundations

We follow the Base-Variation-Resolution (BVR) modeling approach [12] from
the Software Product Line Engineering (SPLE), which states the separation of
model commonality, variability and possible configurations into separate models.

Base Model. The first input of our methodology is a base model. It represents
the commonality shared by a process family in a particular domain and place-
holder activities (variation points) that are subject to vary. This configurable
process model may be seen as the intersection or Greatest Common Denomina-
tor (GCD) of all related process variants. Variation points identify specific parts
in a base model where variant binding occurs. In light of this binding time, we
distinguish three types of variation points, as illustrated in Fig. 1: a) static vari-
ation point - resolved at configuration-time (design-time); b) partial variation
point - partially resolved at configuration-time, simplifying the spectrum of run-
time fragment choices within a variation model; and c) dynamic variation point
- fully determined at runtime. The latter type of variation point may have two
different behaviors: with-flag which indicates just-in-time resolution and with no-
flag in which the resolution is performed at base model instance initialization.
In this paper, as will be shown later, we only focus on those two.

Process Fragment. A process fragment, or simply fragment, describes a single
variant realization option for each variation point within a particular base model.
Likewise in a base model specification, it may include different kind of variation
points for upholding nested variation points and control flow elements.

1 http://tinyurl.com/lateva-formaldef

http://tinyurl.com/lateva-formaldef
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Fig. 1. Variations of the variation model

Variation Model. The third input of our methodology is a variation model
which details all the particularities of a process variant that must be satisfied
for valid process variant configuration. It offers abstraction for the base model
and its variation points when enhancing a customization, in addition to deci-
sion support. Fig. 1 contains a feature diagram for the variation model subtypes
that are differentiated in our approach, using the notation proposed by Batory
[13]: a) Variability elements - stand for a family of process variants, their corre-
sponding domain features and variation points. A feature captures a property of
the domain that is relevant for a user. It is related to its parent as mandatory,
optional, alternative (xor) and or relations [14]; b) Fragments - characterize vari-
ation points’ realization options; and c) Constraints - represent constraints to
valid process variant resolutions (complex feature-feature, feature-variable and
variable-variable cross-tree relationships).

3.2 Methodology

We describe the methodology in two phases where each phase subsumes several
sub-steps. An illustrative overview of the methodology is given in Fig. 2 (a).

Process Variability Specification and Deployment (LateVa Modeler).
This is achieved via steps numbered 1-5 in Fig.2 (a). Following process family
identification, a system engineer provides three inputs as described in Section 3.1:
a) a base model representing the commonality and variability of a process family
(will be exposed as a business service) by employing the OMG standard Busi-
ness Process Model And Notation (BPMN) version 2.0; b) process fragments
in BPMN2; and c) a variation model for decision support exposed as a feature
model given their common industrial adoption [15]. Variation points are modeled
using custom BPMN2 activity constructs (e.g. for each type of variation point)
supported in our Activiti plugin (see Fig. 3).
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Fig. 2. (a) Methodology (b) Context-data/feature mapping example

In Step 3, the variations for portraying a single variation model (shown in grey
in Fig. 1) are: concrete domain feature names and variation points representing
domain variability, features with the VP extension mapped to variation points
in a base model, for fragments we use features with FR extension and cross-tree
constraints between variability elements and fragments. We distinguish between
two context data types, which can be directly mapped to domain features: static
context data variable/value pairs for static preferences which rarely change over
time and are known at base model initialization, and dynamic context data vari-
able/value pairs which change and alter over time as they become unpredictable
in practice. Therefore, our model could contain features capturing domain ab-
straction and features associated with domain data.

After all models (base models, fragments and variation models) are defined,
they are compiled and deployed to the models repository. In this step, we make
use of a variation model compiler (the Clafer compiler [16]) to check that pre-
defined features and constraints are well-defined prior to deployment. Since fea-
tures related to variation points and fragments use direct naming compounds for
corresponding process model IDs (see patterns below for creating variation point
and fragment features), the compiler does not check if the inserted base model
and fragment references already exist in the models repository. Still, such func-
tionality is supported by the fragment engine which directly retrieves mapping
names and threats exceptions in case of mismatch.
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Fig. 3. (a) Storage base model and D VP activities (b) f1 and f2 fragment samples

Pattern for representing variation point features

{S_,P_,D_} + VP_ + {baseModelVPName } + {parentFeatureName }

Pattern for representing fragment features

FR_ + {fragmentId } + {parentFeatureName }

The resolution of process variants is context sensitive. Such resolution could
differ from context to context depending on domain context data values and
variation model constraints. Those relationships between features, variables, and
context data variable/value pairs are represented by context model mapping in
Step 5 (see Fig. 2 (b) mapping example for the smart logistics case study). Each
context data row must define its contextVariableName - a concrete variable name
in a domain context model, featureName - represents a feature or a variable
in a variation model, contextValue - context information of a context variable,
defaultValue - a valid value which can be assigned for a context variable, and
parseType - represents the aforementioned static and dynamic data types.

Staged Process Variants Configuration and Execution (LateVa En-
gine). Base models generated in the previous steps need to be resolved prior to
execution. After Step 6, the engine takes system properties for granted. We can
configure the engine to work in two different running modes:

– allin mode (initialization/startup runtime resolution strategy): runs a two-
staged resolution prior to base model instance initialization. Useful when
context data values are not altered rapidly over time, so the engine does not
necessarily postpone decision making, i.e., variation point resolution and
fragment assignment.

– staged mode (n-staged online/pure-runtime resolution strategy): performs
n-staged online resolution until all variation points are self-determined. Re-
quired when a variation point’s execution is dependant on fluctuating data
(just-in-time dynamic data), and thus faces a critical decision. Critical dy-
namic variation points are indicated with-flag while non-critical (with no-
flag) are resolved at base model instance initialization.

Both running modes start by handling messages, as represented in Step 7
of Fig. 2. When a JavaScript Object Notation (JSON) message is received an
internal context object is created based on context model mapping. In addition to
static and dynamic variable-value pairs, a JSON message includes three common
values, namely mappingId - refers to a valid context model mapping identifier,
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Fig. 4. (a) allIn and (b) staged running modes of the fragment selector engine

service - describes a business service (base model) that should be executed, and
instance - identifies a running base model instance. It could also contain extra
data that will be ignored by the engine, but recognized by others (e.g. data
visualization). If context model mapping and business service description are
encountered, the engine follows a pre-established run strategy.

Example of a JSON message for the smart logistics case study

{message :{"date":"2013-10-25 ", "time":"09:40:13", "mappingId "

:"Geneva", "service":"StorageOP ", "instance ":"4401", "

domain":"SmartLogistics ", "operationalFlow ":"HighRates ",

"scanner":"Barcode", "checkpoint ":"P2", "boxWidth":"280",

"boxLenght ":"480", "boxHeight ":"520", "boxWeight ":"5", "

boxInCorridor ":"0"}}

Bearing in mind the two running strategies, steps 8-9 in Fig. 2 are executed
differently for each configuration (see Fig. 4). In allin mode, the fragment se-
lector loop starts by retrieving base model and variation model definitions for
a given business service. Here, we automatically transform a variation model to
a constraint satisfaction problem (CSP). Proposals using constraint solving to
reason on feature modes have been studied over the past two decades [17]. In
our case, every optional feature becomes a boolean variable of the CSP with do-
main {false,true} or {0,1}, whereas every mandatory domain feature becomes
a {true} or {1} variable.

The second activity in Fig. 4 (a) determines context data values in two-stages.
Firstly, static context data is parsed for putting features into one:

Example of static feature constraint

vSpecModel .addConstraint (one(concreteFeature ));

Additionally, dynamic values are specified by setting Integer constraints:
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Example of dynamic feature constraint

concreteFeature .addConstraint (equal(joinRef($this()),

constant ((int) constraintValue )));

After parsing all context values and setting up constraints to the variation
model, the solver starts running propagation and search to derive possible valid
configurations. We handle three situations:

– No solution after allin: Apart from the functionality provided in Fig. 4 (a),
the fragment selector engine must deal with unexpected situations, such
as no solution found after model solving. Pro tem, the engine rollbacks all
operations for an unexpected message.

– One solution after allin: The engine assigns fragments to applicable variation
points from the resulting solution, saves this model (resolution model) in the
models repository and enhances a base model instance. When the execution
reaches a variation point, it starts a valid fragment execution.

– Many solutions after allin: When the solver returns more than one valid solu-
tion for the current context, we may select between four different strategies:
(i) get-first to get the first feasible fragment, (ii) get-default to select the
fragment marked as default, (iii) recommender system to decide which is the
suitable solution for the given context, and (iv) manual-selection to enable
system-user decision making. In this paper, the engine automatically runs a
get-first strategy, i.e., it returns the first correct resolution from all possible
configurations and establishes this as an input for the “one solution” flow.

The second run mode, namely the staged mode, may activate two different
branches depending on whether the received context data is for a running in-
stance or not. This is indicated by the instance variable.

In a first stage (the upper workflow in Fig. 4 (b)), both static and dynamic
constraints for dynamic variation points with no-flag are set (with-flag indicates
that a variation point is critical and thus needs just-in-time data for its proper
resolution). In the event of many solutions, the get-first strategy is performed
to assign fragments for dynamic variation points with no-flag and an interme-
diate model is saved. Otherwise, one solution flow performs assignations for all
dynamic variation points in order to ensure a valid customization.

The n-staged flow (the lower workflow in Fig. 4 (b)) is activated to handle
“just-in-time” context messages. For each dynamic variation point in a wait state
(with staged flag = true), the engine establishes constraints for an intermediate
model which is restored from the models repository by the specified instance
ID. The solver uses this altered model as an input, and concludes if a sound
configuration exists. If just one exists, all with-flag dynamic variation points
are determined by a suitable fragment. Many solutions after n-staged, however,
implies the activation of a many-solution strategy (e.g. get-first) to assign a
fragment for pending dynamic variation points with-flag. These are then re-
activated by signal-catching to initiate a concrete fragment instance.
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3.3 Implementation in LateVa Toolkit

We implement our methodology in the LateVa toolkit to manage the variability
of process models at runtime. The implementation is standalone and employs
open source frameworks such as Activiti2 for base model and process fragment
modeling and execution, Clafer3 for variability representation with its alterna-
tive backend using Choco4 constraint solver, ActiveMQ5 as the engine broker
and Camel6 for integration. A prototype implementation of the toolkit encom-
passes two modules: the LateVa-modeler for representing models (as an Activiti
extension) and the LateVa-engine for executing late variability.

4 Evaluation

In this section, we perform an experiment to synthesize a storage process for
the ACME Corp. case study and discuss the experimental results and threats to
validity of the proposed methodology.

4.1 Experimental Setup

We developed a case scenario to automatically configure and enhance a storage
process to test an automated warehouse operation in the Geneva apparel in-
dustry. The warehouse layout consists of a single material entry point in which
goods are packed in carton boxes (288x492x531mm), two corridors each contain-
ing 2000 locations, 2 picking workstations and a single material retrieval point.
Due to space limitations, the full description of the storage process example is
given online at: http://aitormurguzur.com/projects/lateva/caise2014

4.2 Results of Discussion

We generated 1 base model with 3 dynamic variation points (1 with no-flag:
D VP Scanner, and 2 with-flag: D VP Checkpoint and D VP Decisionpoint, as
depicted by Fig. 3), 5 fragments and 1 variation model with 22 features and 8
constraints, covering 3x2x2 = 12 process variant customizations for the Geneva
layout. These models were used to generate a test case for 157 storage oper-
ations. We ran the experiment as a standalone application on a 13inch MacBook
Air with 8GB 1600 MHz DDR3 RAM, and Core i7 running @2 GHz.

In this paper, we focus on understanding the performance of our approach in
relation to the smart logistics case study. We use the non-intrusive perf4j li-
brary to perform measurements. Dynamic variation point execution performance
is measured by total processing time. Fig. 5 shows the minimum, maximum and

2 http://activiti.org
3 http://clafer.org
4 http://www.emn.fr/z-info/choco-solver
5 http://activemq.apache.org
6 http://camel.apache.org

http://aitormurguzur.com/projects/lateva/caise2014
http://activiti.org
http://clafer.org
http://www.emn.fr/z-info/choco-solver
http://activemq.apache.org
http://camel.apache.org
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Fig. 5. TTR of dynamic variation points with-flag

average time taken by each with-flag dynamic variation point before fragment ex-
ecution. Consequently, the average time-to-resolution (TTR) that a base model
instance has to wait for using this kind of variation points is 192.2197 ms. The
delay can be omitted by including events and exclusive gateways in the modeling
phase, however, LateVa solves several issues raised at the beginning of the paper:

Large set of process variants. This is achieved by separating operational pro-
cess variability in disjointed models. The key model (the variation model)
captures variability at the domain level in which different processes have
been assembled. This allows users to focus on domain concepts rather than
on each BPMN2 elements.

Constantly changing context data. The variation model may contain two
types of domain features: features for domain abstraction and features/vari-
ables mapped to context data. Dynamic context data can be controlled by
establishing constraints and automatically customizing process variants.

Scalability. Our approach supports variability by extension [18], i.e., it allows
variable segments of operational processes to be captured in fragments and
weaved into a base model. Consequently, the base model is minimal in that
it only contains elements common to all processes. Specific variation points
elements (i.e. fragments) are added and/or updated when needed. This also
applies to new context data types.

High-availability. Unexpected situations are dealt effectively and appropriate
fragments are updated when necessary. Fragment replacement only affects
new configurations while running base model instances will assure their cor-
rect execution path.

Looking beyond the particulars of the case study, we lend to generalization
by checking how our approach operates with increasing LateVa fragments, i.e.,
approach scalability. We added 50 extra fragments to D VP Checkpoint, so that
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Fig. 6. TTR of D VP Checkpoint by increasing fragments in the variation model

the number of possible variant configurations increases to 312 (3x52x2). First
results are encouraging which indicate that the engine suffers a minimal delay of
1.3503 ms when the number of applicable fragments grow for a particular dy-
namic variation point with-flag, as illustrated in Fig. 6. All datasets are available
at: http://git.io/3sUrCA

4.3 Threats to Validity

Our experiments did not consider a certain number of factors that may affect
our proposed methodology and generalized outcomes on scalability.

– Correctness: Our approach guarantees the syntactical correctness (correct
structure of process variants), but not behavioral (soundness [19], e.g., by
avoiding deadlocks and livelocks) correctness of the resulting process vari-
ants. For the former, we avoided disconnected nodes by representing process
fragments with initial and final states and enabling “call activity” behav-
ior from BPMN2 elements within new activity constructs (variation points).
However, it may become impossible to guarantee behavioral correctness of
the customized models adopting the variability by extension strategy [18]. In
our case, this is due to the large number of possible combinations of solver
options, considering both static and dynamic context variable/value pairs at
runtime, as well as evolutionary variation models, i.e., the process engineer
may also add or modify fragments in the variation model.

– Dynamic context data: In this paper, we only employed Integer values for
constraint solving, but the variation model should consider other data types,
such as, strings and reals in future releases.

– Base model, fragment and variation model scalability: Although initial tests
on model scalability show promising results, we plan to consider more scal-
ability and performance tests, and also evaluate the presented methodology

http://git.io/3sUrCA
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against different industrial case studies. In addition, only dynamic varia-
tion points were considered in the presented case study; however, static and
partial variation points need to be incorporated in future tests.

5 Related Work

The work presented is related to other fields of research, such as process vari-
ability, context-aware configuration of process variants, process flexibility and
DSPLs. In this section, we briefly introduce related research in these areas and
explain the novelty of our proposed approach.

Previous work on process variability [18,20] can be divided into two main
groups: approaches adopting a single configurable process model [3,4,21] and
fragment-based re-use approaches [6,9,8]. C-EPC [3] is an extension of the Event-
driven Process Chain (EPC) to support multiple process families of EPC process
variants by means of configurable nodes and configurable alternatives. Orthog-
onally, the PESOA project [4] was proposed to provide mechanisms to capture
variability of UML activity diagrams and BPMN, enriching them with stereo-
type annotations using feature models in an abstract way (they do not transform
variation points to selected variants). C-YAWL [21] is an extension of the Yet An-
other Workflow Language (YAWL) which applies hiding/blocking operations to
customize a configurable process model. They all provide useful methods to deal
with process variability; however, they are merely focused on design-time process
variability, rather than customizing process variants at runtime. Furthermore,
they are based on conceptual modeling rather than executable process models.

Context-aware process modeling and variability has been also studied in the
past. A context-aware framework for the explicit modeling of context is provided
in [22], which includes system stakeholders’ reasoning about business processes
in appropriate manner. The importance of context sensitive process modeling
has been also discussed in other studies [5], in order to deal with changing user
requirements and the complex and dynamic nature of environments. In a similar
vein, context-awareness has been translated to the process variability field. For
instance, the Provop approach [6] provides five steps to customize base models
based on context information. Although the latter allows for context-aware pro-
cess variants customizations employing a base model, such customizations are
user-supported rather than automated and they are not executable in practice.

Process variability and flexibility concepts are closely connected. Process flex-
ibility is concerned not only with variability but also with runtime aspects of
process models, as described by Reichert and Weber [23]. Hence, runtime vari-
ability may be seen as a flexibility type (also referred to as late selection or late
binding) which defers placeholder activity resolution to runtime. The work that
is closer to our proposal is the Worklets approach [8], which enables a dynamic
runtime selection of self-contained sub-processes aligned to each activity depend-
ing on the context of the particular instance. When activities become enabled
appropriate fragment selection is achieved by using Ripple Down Rules (RDR),
which include hierarchically organized selection rules. With respect to the men-
tioned work, the main novelties of our approach are two-fold: we provide a staged
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configuration and execution of process variability at runtime, which can perform
customizations in different ways (allin, staged). Secondly, all customizations are
performed automatically while in Worklets the selection is realized interactively
by end-users (user interaction).

Context-awareness and intrinsic complexity of environments has caused
DSPLs to support late variability in systems in order to cater for changes at
runtime. Baresi et al. [9] propose a methodology based on Common Variability
Language (CVL) and DyBPEL for managing process reconfiguration at run-
time using DSPLs. This proposal has been focused on handling process variants
at design-time and supporting adaptation at runtime; however, our approach
merely binds variation points at runtime. Despite the fact that DSPLs have
been applied to other research areas such as, model-driven engineering [24] or
service-oriented systems [25], to the best of our knowledge this is the first work
tackling the issue of DSPLs in process variability.

6 Conclusion

In this paper, we have addressed the problem of a smart logistics scenario and
presented a novel fragment-based re-use approach for an automated manage-
ment of process models variability at runtime. We introduced a methodology
implemented in the LateVa toolkit, to manage large sets of variants that utilize
context data and constraint solving for process variant customization. In the
experiment, we developed a base model, 5 fragments and a variation model for a
warehouse storage operation. The evaluation generated 157 tests and concluded
that the approach provides an average TTR of 192.2197 ms for dynamic varia-
tion point with-flag. The initial scalability tests for our approach have provided
positive results for its adoption as an alternative in scenarios where: large set of
process variants, dynamic context data, scalability and/or high-availability are
the norm, not the exception. Our future work will involve a large-scale empirical
evaluation using different real case studies while carefully collecting scalabili-
ty/performance metrics and dealing with models complexity and maintainabil-
ity. We also plan to concentrate on three parts: testing of other many-solution
strategies when the solver gets many solutions, abstractions for enabling user-
defined dynamic process configuration [26], and how to deal with data variability
for the automated generation of context model mappings.
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Abstract. Chief Information Officers (CIOs) face great challenges in prioritiz-
ing business process improvement initiatives due to limited resources and poli-
tics in decision making. We developed a prioritization and categorization 
method (PCM) for supporting CIOs’ decision-making process. The method is 
designed in a collaborative research process engaging CIOs, process experts 
and researchers. In this experience paper, we firstly present the PCM, and then 
we describe the lessons learned when demonstrating the PCM prototype at a big 
international company, Seco Tools. The results show that the PCM can produce 
a holistic analysis of processes by eliciting the “collective intelligence” from 
process stakeholders and managers. The PCM activities create a top-down so-
cial process of process management. By using the PCM the company managed 
to prioritize business process improvement initiatives in a novel way. This pa-
per contributes to theories/know how on business process management, as well 
as propose a novel method that can be used by CIOs of large corporations in 
prioritizing process initiatives. 

Keywords: business process improvement, process prioritization, process  
categorization, demonstration, strategic decision making, industry experience. 

1 Introduction 

Chief Information Officers (CIOs) are usually responsible for the improvement of 
business processes [1]. The evidence shows that 60% of business process improvement 
initiatives, e.g., Six Sigma and Lean IT failed in reality [2]. What can CIOs do to tackle 
this failure? The answer relies probably on how they make strategic decisions on what 
and how to prioritize improvement initiatives through a transparent process. More im-
portantly, CIOs need to establish a supportive culture for implementations of priori-
tized processes in order to ensure the sustainability and long-term value delivery of 
these processes [3]. In the business process management (BPM) practice, the available 
guidelines and methods for process prioritization are “either of very high level and 
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hence not of much assistance when attempting to implement BPM initiatives, or, on  
the contrary, are so detailed that it can take a significant effort to simply identify the 
critical processes” ([4] , p. 178). Moreover, these methods focus on activity- level 
analysis, managers may stuck in “the complexities of the techniques and tools, and lose 
sight of the requirement to deliver corporate value” [5]. Finally, project prioritization 
by CIOs is mostly politically driven, which means that executives of business units, 
that are more influential, get funding for projects regardless of their contributions to 
business strategy and values [6].  Therefore, a new more neutral method for prioritizing 
process improvement initiatives is needed. The method should 1) identify the processes 
to be improved; 2) indicate how to improve; and 3) avoid politics. As a result a novel 
method of prioritization decisions is created. The design requirement of the method  
is that it should be useful, efficient and reliable. “Useful” means the method can solve 
prioritization problems and support managers’ decision making in prioritization. “Effi-
cient” means the method is easy to use and produces results by using limited resources 
and within a short time. “Reliable” means the method can produce good quality results 
that managers can rely on in decision making. 

We adopt design science research methodology [7, 8] to develop and evaluate the 
new method, which we refer to as the prioritization and categorization method 
(PCM). Orlikowski [9] asserts the importance of engaging practice in research. Van 
de ven [10] also promotes the “engaged scholarship” approach in order to gain collec-
tive achievement and “co-product” knowledge “that can both advance the scientific 
enterprise and enlighten a community of practitioners” ([10], p.27). Since January 
2011, the first author and a group of CIOs and BPM experts formed a think-tank, 
Duqtor (www.duqtor.com). The purpose of the think-tank is to facilitate dialogue and 
collaboration between practitioners and researchers. One initiative, that is core in this 
paper, is to engage CIOs and experts in collaboration for designing a method in priori-
tizing business processes improvement initiatives. The managers engaged in the  
design endeavour came from big organizations in Scandinavia, e.g., Atlas Copco, 
Postnord, Vattenfall, Västerås Stad, Bombardier Nordic, SSAB, Scania, Siemens 
Industrial Machinery, Seco Tools, Statkraft (Norway), Sandvik, and a Swedish con-
sulting company Knowit. In February 2012, the PCM, a prototype built on Excel, was 
introduced for demonstration and testing in companies, e.g. Seco Tools.  

In this paper, we mainly focus on the practical experience we obtained from the 
demonstration of the PCM at Seco Tools. During the demonstration we collected data 
on the perceptions and viewpoints of decision makers with regard to the use of the 
PCM in real decision making context. The experience is documented, analysed, and 
interpreted. The results are served as the foundation for improving the PCM to better 
fulfilling its design requirements and goals. This paper contributes to theories/know 
how on business process management, as well as propose a novel method that can be 
used by CIOs of large corporations. 

This paper is organized as follows. In section 2, we briefly review the related  
research. We then give an overview of the PCM in section 3. In section 4, we describe 
how PCM was introduced at Seco Tools and the results from the demonstration.  
In section 5, we discuss the lessons learned. The paper concludes with a discussion  
of PCM contributions to research and to practice.   
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2 Related Research 

Dumas et al. ([11], p.5) define a business process as “ a collection of inter-related 
events, activities and decision points that involve a number of actors and objects, and 
that collectively lead to an outcome that is of value to  at least one customer”. Business 
process management (BPM) has rapidly evolved as a management philosophy and 
discipline with a specific focus on business processes [3]. It considers the continuous 
improvement and the fundamental innovation of business process to ensure that strate-
gic goals and objectives of the organization can be achieved [12]. Harrington [13]  
presents the five stages of business process improvement, i.e. organising for improve-
ment, understanding the process, streamlining, measurements and control, and con-
tinuous improvement. One of the key activities in the stages is to select the critical 
processes for improvement. The selection criteria are proposed by previous research; 
for examples, effectiveness, efficiency and adaptability [13]; strategic importance, 
process scope, needs to improve, and difficulty of improvement [14]; competition out-
performing, many conflicts/high frequency/excessive non-structured communication, 
and continuous incremental improvement [15]; and importance, dysfunction, and fea-
sibility [11]. The literature also presents the dimensions in order to clearly understand 
business process characteristics; for examples, flow, effectiveness, efficiency, cycle 
time and cost [13]; and time, cost, quality, and flexibility [11].  

A number of BPM maturity models (e.g. [16, 17]) are developed and introduced to 
organizations for process improvement and innovation in order to achieve a success-
ful process management. The analysis of maturity level of process and BPM is the 
indicator for improvement. However, the models lack applicability to practitioners 
[18]. Previous research has introduced a very few methods specifically for prioritizing 
processes improvement initiatives, for example, the business value scoring method 
[4], the process performance scoring method [19], and the value matrix of process  
and strategy alignment [12]. However, these methods only describe the process per-
formance, and indicate where to prioritize, the information on how to improve is 
mostly missing. Six Sigma and Lean are the two methods that are widely used in  
the business for continuous process improvement, but they cannot easily be justified 
for the purpose of process prioritization. Bandara et al. conclude that prioritization 
“remains as a ‘mystery phase’ in most available guidelines” ([4], p. 178). 

Although there is no standardized methodology yet for selecting and prioritizing 
processes for improvement, the literature recommends that the selection criteria 
should focus on: i) the strategic importance of the process; ii) the performance of the 
process; 3) flexibility for the process improvement, e.g. resource allocation, people’s 
readiness for change, and organization supportive culture. Previous research shares 
certain agreements with regards to analysing and understanding process. Quantitative 
and formal methods are recommended. However, these methods focus on process 
activity level. Managers may get lost in the complexity of these methods and tools 
[5]. Moreover, the results bring little values for understanding BPM as an enterprise-
wide capability [5]. We are called upon to develop creative thinking in analysing 
processes which serves as the foundation for process selection and prioritization [11].  
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BPM is fundamentally a CIO and senior management responsibility [1]. Process gov-
ernance is crucial for the success of business process as well for sustaining and opti-
mizing process improvement performance [3]. Hence, a new method is required for 
supporting managers’ decision making in prioritizing process improvement initiatives. 

3 Prioritization and Categorization Method – PCM 

The PCM consists of two models, the process assessment heat map (PAHM) and the 
process categorization map (CM). The CIOs and practitioners have formulated the 
perspectives of the heat map and the dimensions of categorization map in the design 
process. Both concepts are recognizable to business people and help to understand 
and adapt the processes for prioritizing improvement initiatives [20].   

3.1 Process Assessment Heat Map – PAHM 

The heat map helps to analyse processes from five distinct perspectives (see Table 1). 
The Positioning perspective is aimed at assessing the alignment of the process with 
the business strategy, objectives and values. Strategic positioning is the approach that 
Porter [21] has recommended for analysing process activities in business. With a 
proper positioning, companies would be able to identify to which degree the process 
is aligned with business strategy, objectives and values [5], [14]. We argue that posi-
tioning processes with the help of PAHM support companies to open employees’ 
minds for generating critical thinking about process prioritization and to create com-
mon understanding of business processes and possible improvements. The Relating 
perspective is designed for investigating the attitudes, roles, risks and rewards of 
stakeholders exposed to the process. Literature has recognized the importance of peo-
ple and culture-related activities in the context of BPM. A focus on these issues re-
sults in longer and stronger process improvements and improved management [3]. 
The Preparing perspective is directed at analysing availability and quality of key 
capabilities necessary for process improvements. The Implementing perspective is 
focussed on analysing the performance of the process that is subject to analysis. The 
Proving perspective is focussed on the degree to which processes are appropriately 
monitored and measured. Therefore it is necessary to define the proper metrics and to 
define the right KPIs levels.   

Table 1 shows the working definitions of the five perspectives, and the sample 
questions, which were adapted from [3], [22]. Because each organization has its own 
strategy and business processes, the model allows managers to define and refine cru-
cial aspects and questions in each perspective as relevant to the heat map (PAHM). 
The motivation for this design choice is twofold. First, the questions used, should 
motivate and engage managers and stakeholders to provide tactical knowledge and 
sample experiences. Therefore, the questions should be directly related to their work 
life, experience and context.  Second, the information included in the heat map should 
be focused on each relevant process and on each relevant perspective, so that prioriti-
zation and decision making fits a specific organization. Relevant information to fill 
out the heat map is collected based on interviews with managers and stakeholders. 
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So back-end and front-end are opposites. The detailed operationalization for the three 
dimensions is offered in table 2. 

Figure two shows an example how a process can be positioned. In the map you see 
a business process.  Letter A that illustrate the current as-is positioning, and T that 
indicates the to-be positioning of the same process. The map is constructed as a six-
cell grid in two dimensions rather than a cube in three dimensions. The reasons for 
this design choice are that: 1) the visualization of results in two dimensions is easy to 
understand, and 2) a process that has the characteristics of being common and infor-
mal, independent from the question if it is a back or front process ideally should not 
exist. However, we realize that such a process may remain in reality and A* is then 
used to indicate this instance. The CM is engaged in the assessments from level 1 to 
level 3, which is the core corporate processes (level 1), process areas (level 2),  
and main processes (level 3) [26]. The reasons for this design are because we aim to 
avoid the complexity in the assessment; as well top management is not interested in 
syntactic details of the lower business processes. 

Table 2. CM Dimensions and Sample Questions 

CM dimensions Sample questions 
Differentiation assesses the degree to which 
a process is superior to analogous processes 
of competitors, thereby differentiating the 
value proposition of the organization (scale: 
differentiating to common). 

Does the process in scope differentiate your 
company versus your competitors? Does the 
process in scope perform poorer than your 
competitors?  
 

Formality assesses the degree to which a 
process is strictly managed, repeatable, 
predictable, automatable, and involves ap-
plications rather than people (scale: formal 
to informal). 

Does the process in scope reside on tacit 
knowledge? How strict is the process in 
scope managed? How much of the process 
in scope is done in an unstructured way? 
How much of the process is done with man-
ual work? 

Value network governance assesses the 
degree to which a process interacts with 
front-end or back-end network part-
ners/customers in the value network, which 
determines process governance (scale: back 
to front). 

Does the process interact with suppliers, 
consumers or others actors in the value 
network?  Where is the ownership of the 
process in scope? Who is accountable and 
responsible for the process? 

4 The Seco Tools Project  

Seco Tools is a global company with 5,600 employees in 42 countries, and annual 
sales of 7,000 MSEK (~1 BUSD). The company has an established reputation as a 
world leading manufacturer and supplier of carbide cutting tools and related equip-
ment. “Passion for customer” is the core driver for their business. Seco Tools actively 
contribute to improving customers’ productivity and competitiveness by providing 
powerful machinery solutions to leading companies in the automotive, aerospace, oil 
and gas, energy and medical industries, among many others around the world.  
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4.1 The CIO’s Motivation 

Seco Tools launched “one Seco program” to improve their business processes in 
2011. However, the senior management team did not share the same view on BPM 
and did not agree on how to establish a process-oriented organization. The CIO and 
senior vice president (VP) of process and IT was responsible for implementing the 
“one SECO program”. The aim of this program was to create a common understand-
ing and culture with regard to BPM, and to decide on the budget for process im-
provement projects. The manager faced the following challenges: 

1) Seco Tools stems from the traditional “manufacturing” industry. The company 
has a rather conservative and strong organization culture.  

2) Business and IT do not share a common understanding of the business.  They 
have a clear vision on process ownership, and quite a different understanding of each 
other’s work. As the CIO/VP said: “I have the feeling that there were two parties 
sitting on respective sides of the fence and no common understanding.” 

3) All businesses ask for improvements in their business areas. But the CIO/VP has 
limited budgets/resources for executing all projects. He said “The demand is three 
times larger than what we could do with existing budgets and resources.”  

4) The CIO/VP needed clear evidence as well as consensus in prioritizing process 
improvement projects, to be able to say “no” to other projects. Without transparency 
and trustworthiness in the decision-making process, the CIO would endanger his posi-
tion and support in the company. 

The CIO/VP decided to use the PCM in prioritizing process improvement initia-
tives.  He articulated the motivation that  

“Because of our strong manufacturing culture in the company, we will never ac-
cept management consultants, who bring a model, perfectly with a three or four letter 
acronym. This is deemed to fail from the start. The BPM maturity models, which are a 
kind of off-the-shelf survey that is conducted by doing impractical assessments in 
numbers, would not be our way forward.  By engaging myself in the PCM design 
process with other CIOs and academic researchers, I learned to appreciate the value 
and relevance of the method in solving our problem. We jointly discover the common 
problems in prioritizing process improvement initiatives.  With this background, I 
strongly believe the worth of testing the PCM in my company.”  

The aims of the project for Seco Tools were to: 1) prioritize the process that has 
high improvement potential, for example, to achieve “operational excellence” in op-
erational process, “product & services innovation” at the back-end, and “passion for 
customer” at the front end; 2) to find out which processes have improvement potential 
and can be handled in the future. The project was done between January and April 
2012;1 3) for research purposes, we aimed to demonstrate the method and use it to 
solve the prioritization problems. Moreover, we gathered feedback to improve the 
PCM in future research. 

                                                           
1 The CIO/VP shared the experience and his reflections with the public in March 2013.The 

video is available at http://bambuser.com/v/3434182 (in Swedish). The quota-
tions we cited in this paper are translated by the first author from Swedish to English. 
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4.2 The PCM Demonstration Procedure 

The demonstration was completed by following the four steps. 

1. The CIO firstly selected 40 processes that were intended for improvement. He then 
contacted the former CEO, who has worked for 30 years for the company; then he 
selected the VP in the Asian region, and the global process manager.  They to-
gether identified 12 out of 40 processes for assessment, including a few simple 
lower-level processes. The pre-selection was guided by using the PCM.  

2. The CIO and the three managers reviewed and agreed on the core questions in the 
assessment. Then the three managers further recommended other stakeholders 
based on their informal network to perform the assessments and interviews.  
Altogether they selected 20 key stakeholders (both owner and customers of the 
processes) from different business functions, different countries and from different 
levels in the organization, i.e., strategic, functional as well as operational. These 
managers were the CIO/Senior Vice President, Global Distribution Manager, 
Country Managing Director, Global Process Manager, Director Operations and 
Human Resources, Quality Manager, Process Owners and Process Improvers. 

3. Interviews with each manager were conducted by involved researchers.  In the first 
part of the interviews the heat map (PAHM) was used. This took about one and 
half hours. In the second part of the interview the CM assessment was central. This 
part took about 30 minutes.  The researchers didn’t impose personal opinions and 
kept neutral in the interviews.  
   First the 12 selected processes for the assessment were introduced. Next the five 
perspectives in combination with the key questions for generating a PAHM were 
discussed. The managers were asked to decide on a colour, green, amber or red, 
based on their knowledge and experiences of the process and on discussion of the 
key questions with involved researchers. The managers were asked to give con-
crete reasons and to motivate why they chose a specific colour. They were also 
asked to give their advice on how to improve the process. All these comments were 
documented in the heat map.  
   Next, the interviews were focused on process categorization. The CM, the three 
dimensions and the key questions, and the as-is and to-be analysis were introduced 
by the researchers. The managers did the as-is analysis of the process by answering 
and reflecting on the three dimensions and the questions for the current situations 
first. As a follow up, they went through the same questions again but with a future 
oriented thinking, i.e. two to three years, of where they would like to see the proc-
ess to-be to move to. The discussions during the completion of the task related to 
the heat map helped the managers to get familiar with the assessment. Their learn-
ing and reflections served as the basis for generating the CM. The intensive inter-
action during the interviews had generated active learning and reflection for both 
involved managers and researchers. 

4. Finally, the results from the individual interviews were consolidated, calibrated and 
coordinated at the end. The evaluation results were presented and discussed at a 
Business Process Council meeting where 18 top managers of Seco Tools partici-
pated in March 2012.  
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4.3 Results 

We only present one of the examples of the results. We focus on the process to Create 
Forecasts. The process received the highest numbers of red in the assessment. 

The forecast process is pre-
sented and analysed here to 
illustrate the kind of results 
that can be derived from using 
the PCM. The process under 
discussion is a level 3 process 
that is part of the “supply” 

domain and a core processes at 
the corporate level (see Fig. 3). 

Figure four shows the heat map of the process. Each cell presents the results from 
an assessment by an individual manager (R1 -interviewee 1 - to R20- interviewee 20). 
The results show that the process has high potential for future improvement in  
the overall assessment. A majority of the managers (17) assessed the process as hav-
ing more than 50% improvement potential (illustrated by the colour red). The other 
three managers consider it to be an amber process.  The results from the five perspec-
tives indicated that the improvement should be focused on Implementation (14 red, 4 
amber) and Proving (10 in red, and 7 in amber). The company should also pay atten-
tion to the Preparing perspective, as the 18 managers perceived its potential for  
improvement (4 in red and in amber). It seemed that most of the managers (12, 60%) 
were satisfied with the process performance from the perspectives of Positioning and 
Relating.  

The CM of the “create forecast process” is shown in Fig. 5. Most of the managers 
(13) described the as-is state (marked as A) of the process as having the characteris-
tics of being formal, common and back (closer to supplier). Four managers believed 
that the process was common, informal and back (mark as A*). A majority of them 
(13) prescribed the to-be state of the process as informal, differentiating and near the 
vertical line between the front and back dimension. Although the other seven manag-
ers had different perceptions of the to-be state of the process, they also believed that 
the process should possess the characteristics of being near the vertical line between 
the front and back dimension. The relative distance between the as-is dots and the to-
be dots was clearly shown in the map, which indicated that the process should  
be reengineered [27]. The to-be process required the seamlessly collaboration of  
the supporting processes at the back (with suppliers) and front (with customers)  
dimension. This suggested the need for change in the process management and  
resource allocation for establishing and ensuring this inter-organizational process 
collaboration.  

 

Fig. 3. Create forecast process at Seco Tools 
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4.4 Top Management Decision in Prioritizing Process Improvement  
Initiatives 

The top management team discussed the overall results of the 12 processes from  
the PCM analysis, particularly which processes to prioritize to generate a better  
value from the process prioritization projects for the business. The managers also  
tried to identify if the organizational capabilities were aligned for a successful imple-
mentation for the prioritized processes. The team reflected the shared view of  
the purposes and challenges for implementing the process driven operations in the 
organization. The two most important problems were raised at the end of the discus-
sions: 1) the process performance varied a lot among different processes; 2) and the 
process performance measurement was missing in almost all the processes, therefore 
the proving perspective of PAHM  should be improved. Because the consensus is 
achieved in the PCM demonstration based on the assessments from managers at dif-
ferent levels, the team was comfortable to make the decisions [21]. Accordingly, they 
made the following decisions: 1) five processes were prioritized for improvement, 
including create forecast process; 2) at least two KPIs per process should be published 
on a regular basis in order to improve process transparency and performance, in order 
to enhance the “proving” perspective; and 3) the organizational capabilities, e.g., peo-
ple, culture and IT priorities (reliability, cost, agility, quality) should be in focus for 
supporting a successful implementation of the prioritized processes. 

5 Lessons Learned 

Five lessons from this demonstration stand out.  
First, the PCM is a useful, efficient and reliable method in supporting prioritization 

decisions. The PCM can produce a holistic analysis of processes with good quality 
within a short time by interviewing 20 people. It assists the managers in gaining a 
common understanding of the processes’ performance, and to reach consensus about 
where to prioritize and where to invest the resources. Therefore, the PCM can solve 
the problems in prioritizing process improvement initiatives. The CIO/VP stated:  

“The method is a tremendous help to me, in that it creates, together with the man-
agement board, a common picture regarding our as-is state and to-be state. It was a 
foundation, where we could agree which process works well and which does worse. 
This consensus was not present at all before we did this demonstration. We know 
where to assign our resources to the prioritized process. The processes that work fine 
can wait. ” He continued that: “The method helped us to decide what, where in the 
processes the improvements should take place, but then, the how, is the next question 
the method can indicate. Should we go for a large change project or implementing an 
existing process with everyday business operation through small adjustment?”  

Based on analysis of the process characteristics, the categorization map (CM) can 
give an indication for the “how” question. For instance, if the to be state of a process 
should be formal and common, then the company can automate the process; if the to 
be state of a process should be informal and differentiating, then the company should 
focus on business process reengineering for big changes. The “to be” state also  
implies that companies should allocate limited resources, and capabilities for ensuring 
a successful implementation of the prioritized processes [3]. 
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Second, top management should initiate and participate in the assessment. The 
CIO/VP recognized the power of “collective intelligence” in the demonstration proc-
ess. He identified the key stakeholders based on his formal and informal network in 
the company, and then those key stakeholders recommended other influential persons 
from their own social network. In doing so, a top- down social process in decision 
making was created. This ensures the right people are included in the interviews. 
Therefore, politics in decision making is avoided. Involving right people also in-
creases the data quality of the assessment. Consequently, it improves the quality and 
reliability of the results which are used for strategic decision making. The CIO/VP 
reflected that: 

 “It is very important to do a good preparation work and to choose the right inter-
viewees. They are not only from the management group, but also from a more heter-
ogonous group of key stakeholders, informal leaders in the organization, such as 
individuals who have not formal leadership but have a strong position and great 
knowledge of the business. The number should be manageable, given the size of the 
business and decent coverage of the business areas. You have to adopt the method to 
your own business.”  He further explained that: “By using the method in the decision-
making process, I took help from the ones that have spent their entire carrier in the 
business; those who know how things really work. …I get a sense of what is important 
at present, and what I should do next.” 

Third, the interviews guided by the PCM, were conducted with the right people, 
which creates openness, transparency and trust in the decision-making process. The 
interviewees’ names were known by the whole organization. The selection of the right 
people was a deliberate choice. People who were not involved would “buy in” to the 
decision because they saw their peers who they trusted participated in the decision 
making. This effect was very much appreciated by the CIO/VP: “I was a little bit 
worried, how the people who were not interviewed would interpret this. It turned out, 
because of our openness regarding who was interviewed and that we had made a 
consensus decision, it was quite well accepted.”  

Fourth and lastly, the interviewer(s)/facilitators should preferably remain neutral in 
the assessment. This helped in avoiding personal influences and creating trust during 
the interview sessions enabled the interviewees to open up their thinking and trans-
ferred more intangible knowledge during the interviews. Involving two interviewers 
proved to give a better result than only one considering the limited time for inter-
views, since taking both notes and facilitating the interviews was too challenging. 

The general learning outcomes of this demonstration are that, 1) the PCM can iden-
tify the processes to be improved and indicate how to improve. The PCM produces a 
holistic analysis of processes from the five perspectives of PAHM and the three di-
mensions of CM. The PCM can solve the prioritization problem in organizations, and 
it is useful in a real decision-making context. 2) The CIO and process stakeholders 
have deepened their understanding of how process prioritization and categorization 
can be facilitated, operated and analysed by the PCM in the organization. 3) The 
CIO/VP at Seco Tools recommended that it is crucial to choose the right people in the 
interviews for ensuring the full benefits of using the PCM, especially, avoiding poli-
tics in decision making. In other words, people in both the formal network and infor-
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mal network in the organization should be identified and included in the assessments 
[28]. Moreover, the top-down social process created in adapting the PCM in decision 
making, has improved the communication between business and IT, enhanced the 
information/knowledge sharing among managers at different levels, and established a 
supportive culture for an effective process management. 

6 Conclusion 

This paper presents the PCM and depicts the experience from Seco Tools in prioritiz-
ing process improvement initiatives by demonstrating the method. The evidences 
support that the PCM is a novel method in prioritizing process improvement  
initiatives. It clarifies the prior theoretical “mystery” in prioritization by providing a 
holistic analysis of processes from the five perspectives of PAHM and three dimen-
sions of CM. The PCM can identify processes to be improved and indicate how to 
improve.  

A significant benefit of using the PCM is that practitioners can gain a better and 
common understanding of processes, improvement potentials and how to improve 
processes. This builds up a solid foundation for decision making in prioritizing proc-
ess improvement initiatives. Furthermore, the company creates a novel way of making 
decisions by using the PCM. The prioritization process was transparent, open, and 
trustworthy. This supported top management in making the right decisions, and cre-
ated a good “buy in” of the decisions made. Additionally, the top-down social process 
in using the PCM has been beneficial for the company in eliciting the “intelligence” 
from the right people and creating a culture for process management. Therefore, the 
PCM can avoid politics in decision making for prioritizing process initiatives.  

Building upon the experience from the Seco Tools project, we further developed a 
web-based application of the PCM. The PCM has now been tested and evaluated by a 
number of Swedish companies and public organizations. We will evaluate the PCM in 
different contexts and improve the method in future research. 

References  

1. Zairi, M.: Business Process Management: A Boundaryless Approach to Modern Competi-
tiveness. Business Process Management J. 3, 64–80 (1997) 

2. Chakravorty, S.S.: Where Process-Improvement Projects Go Wrong. World Street Journal 
(January 2010) 

3. Rosemann, M., vom Brocke, J.: The Six Core Elements of Business Process Management. 
In: vom brocke, J., Rosemann, M. (eds.) Handbook on Business Process Management 1, 
pp. 107–122. Springer, Heidelberg (2010) 

4. Bandara, W., Guillemain, A., Coogans, P.: Prioritizing Process Improvement: an Example 
from the Australian Financial Services Sector. In: vom Brocke, J., Rosemann, M. (eds.) 
Handbook on Business Process Management 2, pp. 177–195. Springer, Heidelberg (2010) 

5. Franz, P.H., Kirchmer, M., Rosemann, M.: Value-driven Business Process Management: 
Impact and Benefits. Accenture (2012) 

6. Alter, A.: How can CIOs Keep Prioritization Politics in Check? CIO Insight (July 2004) 



270 J. Ohlsson et al. 

7. Hevner, A.R., March, S.T., Park, J., Ram, S.: Design Science in Information Systems  
Research. MIS Q. 28, 75–105 (2004) 

8. Peffers, K., Tuunanen, T., Rothenberger, M.A., Chatterjee, S.: A Design Science Research 
Methodology for Information Systems Research. J. Manage. Inf. Syst. 24, 45–77 (2007) 

9. Orlikowski, W.J.: Practice in Research: Phenomenon, Perspective and Philosophy. In:  
Orlikowski, W.J., Golsorkhi, D., Rouleau, L., Seidl, D., Vaara, E. (eds.) Cambridge Hand-
book of Strategy as Practice, pp. 23–33. Cambridge University Press (2010) 

10. Van de Ven, A.H.: Engaged Scholarship: A Guide for Organizational and Social Research. 
Oxford University Press (2007) 

11. Dumas, M., La Rosa, M., Mendling, J., Reijers, H.A.: Fundamentals of Business Process 
Management. Springer, Heidelberg (2013) 

12. Burlton, R.: Delivering Business Strategy through Process Management. In: Vom Brocke, 
J., Rosemann, M. (eds.) Handbook on Business Process Management 2, pp. 5–37.  
Springer, Heidelberg (2010) 

13. Harrington, H.J.: Business Process Improvement: The Breakthrough Strategy for Total 
Quality, Productivity, and Competitiveness. McGraw-Hill (1991) 

14. Davenport, T.H.: Process Innovation: Reengineering Work through Information Technolo-
gy. Harvard Business Press (1993) 

15. Hammer, M., Champy, J.: Reengineering the Corporation: A Manifesto for Business  
Revolution. Harper Business (1993) 

16. Rosemann, M., de Bruin, T.: Towards a Business Process Management Maturity Model. 
In: Proceedings of the 13th European Conference on Information Systems (ECIS),  
pp. 521–532 (2005) 

17. Weber, C.V., Curtis, B., Gardiner, T.: Business process maturity model (BPMM), version 
1.0 (2004), http://www.omg.org/spec/BPMM/1.0 

18. Röglinger, M., Pöppelbuß, J., Becker, J.: Maturity Models in Business Process Manage-
ment. Business Process Management J. 18, 328–346 (2012) 

19. Huxley, C.: An Improved Method to Identify Critical Processes. Queensland University of 
Technology, Australian (2003) 

20. Silva, A.R., Rosemann, M.: Processpedia: an Ecological Environment for BPM  
Stake-holders’ Collaboration. Business Process Management J. 18, 20–42 (2012) 

21. PorterM. E.: What is Strategy?Harv. Bus. Rev.74, 61-80 (1996) 
22. Hammer, M.: The Process Audit. Harv. Bus. Rev. 85, 1–11 (2007) 
23. van der Aalst, W.M.P.: Business Process Management: A Comprehensive Survey.ISRN 

Software Engineering, 1–37 (2013) 
24. Swenson, K.D. (ed.): Mastering the Unpredictable: How Adaptive Case Management Will 

Revolutionize the Way that Knowledge Workers Get Things Do. Meghan-Kiffer Press, 
Tampa (2010) 

25. Markus, M.L., Jacobson, D.D.: Business Process Governance. In: vom Brocke, J., Rose-
mann, M. (eds.) Handbook on Business Process Management 2, pp. 201–222. Springer, 
Heidelberg (2010) 

26. Davis, R., Brabänder, E.: ARIS Design Platform: Getting Started with BPM. Springer, 
London (2007) 

27. Hammer, M.: What is Business Process Management? In: vom Brocke, J., Rosemann, M. 
(eds.) Handbook on Business Process Management 1, pp. 3–16. Springer, Heidelberg 
(2010) 

28. Krackhardt, D., Hanson, J.R.: Informal networks. Harv. Bus. Rev. 71, 104–111 (1993) 
 
 



M. Jarke et al. (Eds.): CAiSE 2014, LNCS 8484, pp. 271–284, 2014. 
© Springer International Publishing Switzerland 2014 

Cloud Forensics: Identifying the Major Issues  
and Challenges 

Stavros Simou1, Christos Kalloniatis1, Evangelia Kavakli1, and Stefanos Gritzalis2 

1 Cultural Informatics Laboratory, Department of Cultural Technology and Communication, 
University of the Aegean, University Hill, GR 81100 Mytilene, Greece 
{SSimou,chkallon}@aegean.gr, kavakli@ct.aegean.gr  

2 Information and Communication Systems Security Laboratory, 
Department of Information and Communications Systems Engineering,  

University of the Aegean, GR 83200, Samos, Greece  
sgritz@aegean.gr 

Abstract. One of the most important areas in the developing field of cloud 
computing is the way that investigators conduct researches in order to reveal the 
ways that a digital crime took place over the cloud. This area is known as cloud 
forensics. While great research on digital forensics has been carried out, the 
current digital forensic models and frameworks used to conduct a digital inves-
tigation don’t meet the requirements and standards demanded in cloud forensics 
due to the nature and characteristics of cloud computing. In parallel, issues and 
challenges faced in traditional forensics are different to the ones of cloud foren-
sics. This paper addresses the issues of the cloud forensics challenges identified 
from review conducted in the respective area and moves to a new model assign-
ing the aforementioned challenges to stages.  

Keywords: Cloud Computing, Cloud Forensics, Cloud Forensics Process, 
Cloud Forensics Challenges, Digital Forensics. 

1 Introduction 

In the last years, the growing demand of computing power and resources, lead the 
traditional forms of services to mutate very rapidly. During this period users have 
been experiencing a huge demand on applications and services on cloud computing, 
which is definitely one of the most important services offered in this era. According to 
the 3rd Annual Future of Cloud Computing Survey, cloud adoption continued to rise 
in 2013, with 75 percent of those surveyed reporting the use of some sort of cloud 
platform – a 67 percent rise from the previous year. Addressing this growth in the 
worldwide market for cloud computing it is expected to reach $158.8 billion by 2014, 
an increase of 126.5 percent from 2011 [1]. Recent International Data Corporation 
(IDC) cloud research shows that spending on public IT cloud services will reach 
$47.4 billion in 2013 and is expected to be more than $107 billion in 2017. Over the 
2013–2017 forecast period, public IT cloud services will have a compound annual 
growth rate (CAGR) of 23.5%, as companies build out the infrastructure needed to 
deliver public cloud services. By 2017, IDC expects public IT cloud services to drive 
17% of the IT product spending. [2]. 
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Although, organizations are adopting cloud computing technology there is still a 
great consideration about security and the continuously increasing number of digital 
crimes occurring in cloud environments. According to a newly-released report spon-
sored by McAfee, global cyber activity is costing up to $500 billion each year, which 
is almost as much as the estimated cost of drug trafficking [3]. Investigators have to 
conduct digital forensic investigation on cloud computers to identify, preserve, collect 
and analyze all the evidentiary data in order to proper present them in a court of law. 
This type of forensic has been named as cloud forensics. The ability of cloud forensic 
investigators to carry out an investigation depends completely on the tools and  
methods used, to acquire the appropriate digital evidence from a device. The current 
digital forensic methods, tools and frameworks used to conduct a digital investigation 
cannot meet the requirements and the standards for the new technology on cloud  
environment. This happens due to the fact that computer technology is continuously 
changing and the forensic technology is unable to follow that pace.   

Since cloud forensics is a newly developed research area our main and primary fo-
cus was to conduct a thorough analysis of the respective literature in order to present 
an analytic review of the challenges and issues raised so far in the respective field. 
For conducting this analysis we begun with the most cited papers presented in respec-
tive scientific journals, conferences and industrial reports like “Digital Investigation”, 
“Advances in Digital Forensics”, “International Journal of Digital Evidence”, 
“Emerging Digital Forensics Applications for Crime Detection, Prevention, and Secu-
rity”, “Systematic Approaches to Digital Forensic Engineering”, “Digital Forensic 
Research Workshop”, “Cyber Security, and Cyber Warfare and Digital Forensic” etc.. 
After conducting this analysis we have broaden our research to less related academic 
reports and papers from the field of security in information systems.  

The findings of this study constitute an initial but robust set of requirements that 
analysts and developers need to consider when designing information systems or in-
dividual services in the cloud. Also this research introduces future research efforts 
that need to be conducted and tools that need to be implemented for assisting in the 
process of cyber-crime investigation in cloud-based environments.      

2 Technical Background 

2.1 Cloud Computing 

Companies and organizations are looking for new services and solutions on the Inter-
net, aiming on the reduction of the cost on their infrastructure and support (human 
resources) and, in parallel, to increase their systems’ scalability. In order to accom-
plish their objectives, they outsource services and equipment. This solution is a step 
towards cloud computing. Cloud computing is not owned by companies and the  
respective IT systems are not usually managed by them. Instead, Cloud Service  
Providers (CSPs) supply these services after signing contracts with companies. A CSP 
maintains the computing infrastructure (high availability computer systems in  
clusters, data centers) required for providing the various services, runs the cloud soft-
ware and delivers the cloud services to the Cloud Consumers through the Internet. 
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Cloud computing uses virtualization techniques for providing equipment, software 
and platform support as remote services. Cloud model is composed of five essential 
characteristics, i.e., on-demand self-service, broad network access, resource pooling, 
rapid elasticity and measured service, three service models, i.e., Software as a Service 
(SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS), and four 
deployment models, i.e., private cloud, community cloud, public cloud and hybrid 
cloud” [4]. Cloud computing provides many advantages to companies and organiza-
tions in comparison to traditional private environments. 

2.2 Digital and Cloud Forensics  

In the digital world were modern users live and interact on a daily basis the number of 
crimes involving computer devices is growing rapidly. This has an immediate impact 
to the people who aim to assist law enforcement, using digital evidence to uncover the 
digital crime. A new battlefield is set and the investigators are trying to cope and 
bring to justice the people responsible for these kinds of crimes. Digital forensics is 
the field where the investigators use forensic processes to search for digital evidence 
in order to use them in a court of law, or to a company’s internal investigation. Digital 
forensics has been defined as the use of scientifically derived and proven methods 
toward the preservation, collection, validation, identification, analysis, interpretation, 
documentation and presentation of digital evidence derived from digital sources for 
the purpose of facilitating or furthering the reconstruction of events found to be crim-
inal, or helping to anticipate unauthorized actions shown to be disruptive to planned 
operations [5]. 

Forensic techniques and tools have been created for assisting the investigation 
process, aiming to acquire, preserve and analyze evidence. Digital forensics deals 
with the digital evidence found in the area where the crime committed. When we refer 
to evidence we mean all kind of digital evidence found on any type of digital devices, 
present or futures. The most important element in the digital forensics is to maintain 
the integrity and the chain of custody of the digital evidence. Any alteration to the 
evidence simply means that the case is lost in a court of law. 

Identification of evidence in cloud environments is a difficult process due to the 
different deployment and service models and also the limitation of seizing (physical-
ly) the computer device containing the evidence. In the early stages of the new era, 
investigations on cloud environments were based on methodologies and tools from 
the digital forensic field. Rapid advances in cloud computing require new methodolo-
gies, frameworks and tools for performing digital forensics in cloud environments. 
Cloud forensic is a subset of digital forensics and it was first introduced by Ruan 
(2011), to designate the need for digital investigation in cloud environments, based on 
forensic principles and procedures. 

Crime investigators in cloud environments have to deal with a number of different 
issues compared to network or computer investigation. The most important is that the 
evidence can reside everywhere in the world in a virtualization environment. The 
investigators’ main concern is to maintain that the evidence has not been compro-
mised by third parties, in order to be presented and being acceptable in the court of 
law. Third parties are involved in the cloud forensic process due to their collaboration 
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with CSPs. Service providers sign contracts with other companies possibly in differ-
ent geographically locations, for help and assistance. 

Various cloud forensics techniques are developed and used depending on the cloud 
deployment and service model the respective crime or incident under investigation 
have taken place. In service models like PaaS and SaaS for example, consumers do 
not have the control of the hardware and they depend on the CSP for the logs, whe-
reas in IaaS, consumers have the ability to make an image of the instance and acquire 
the logs. As for the deployment models, in public cloud consumers do not have the 
physical access and the privacy compared with the ones in private cloud. 

3 The Cloud Forensic Process 

3.1 Related Work 

Since 2001, various methods and frameworks have been introduced regarding the way 
of conducting proper digital forensic investigation, including different stages and 
phases. The First Digital Forensic Research Workshop (DFRWS) [5] defined a gener-
ic investigative process that could be applied to the majority of investigations involv-
ing digital systems and networks. The model establishes a linear process, which  
includes identification, preservation, collection, examination, analysis, presentation 
and decision. In this workshop a discussion was conducted about the use of the term 
collection and preservation, and the possibility of the first being a subcategory or a 
separate step with the other. 

The Abstract Digital Forensic model [6] was based on DFRWS model and consists 
of nine stages which are identification, preparation, approach strategy, preservation, 
collection, examination, analysis, presentation and returning evidence. It adds three 
more stages and describes what each one of them concern. 

In 2003, the Integrated Digital Investigation Process [7] model was introduced 
based on the crime scene theory for physical investigations. It allows technical re-
quirements for each phase to be developed and for the interaction between physical 
and digital investigations to be identified. This framework consists of 17 phases orga-
nized into five groups: readiness, deployment, physical crime scene investigation, 
digital crime scene investigation and review. 

The Enhanced Digital Investigation Process model [8] separates the investigations 
at primary and secondary crime scenes while depicting the phases as iterative instead 
of linear. It is based on the IDIP model and expands the deployment phase into physi-
cal and digital crime investigations while introducing the primary crime scene phase. 
The reconstruction is only made after all investigations have taken place. 

The hierarchical, objectives based framework [9] for the digital investigations 
process in 2005, proposes a multi-layer, hierarchical framework which includes ob-
jectives-based phases and sub-phases that are applicable to various layers of abstrac-
tion, and to which additional layers of detail can easily be added as needed. The 
framework includes the stages of preparation, incident response, data collection, data 
analysis, presentation of findings and incident closure.  
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In 2006, the Forensic Process [10] proposed consisting of four phases: collection, 
examination, analysis and reporting. In this model, forensic process transforms media 
into evidence for law enforcement or for organization’s internal usage. First collected 
data is examined, extracted from media and transforms it into a format that can be 
processed by forensic tools. Then data is transformed into information through analy-
sis and finally the information is transformed into evidence during the reporting 
phase. 

 The Digital Forensic Investigation Framework (DFIF) [11] groups and merges the 
same activities or processes that provide the same output into an appropriate phase. 
The proposed map simplifies the existing complex framework and it can be used as a 
general DFIF for investigating all incident cases without tampering the evidence and 
protect the chain of custody. The framework consists of five phases which are prepa-
ration, collection and preservation, examination and analysis, presentation and report-
ing and disseminating the case. 

In 2010, Digital Forensic Evidence Processes [12] defined nine stages, identifica-
tion, collection, preservation, transportation, storage, analysis - interpretation and 
attribution, reconstruction, presentation and destruction. All of these should be done 
in a manner that meets the legal standards of the jurisdiction and the case. 

The Harmonized digital forensic investigation process model [13] introduced in 
2012, proposed several actions to be performed constantly and in parallel with the 
phases of the model, in order to achieve efficiency of investigation and ensure the 
admissibility of digital evidence. The phases defined in terms of scope, functions and 
order. These are: incident detection, first response, planning, preparation, incident 
scene documentation, identification, collection, transportation, storage, analysis, pres-
entation and conclusion. 

The Forensic Investigations Process [14] in cloud environments was based on the 
Forensic Process with the four stages. Due to the evolution of cloud computing the 
stages were changed to apply basic forensic principles and processes. The four dis-
tinct steps are: a) determine the purpose of the forensics requirement, b) identify the 
types of cloud services (SaaS, IaaS, Paas), c) determine the type of background tech-
nology used and d) examine the various physical and logical locations, which are 
client side, server side and developer side. 

In 2012, Cloud Forensics Process [15] focused on the competence and admissibili-
ty of the evidence along with the human factor. The process consists of four stages 
which includes a) ascertain the purpose of the cloud forensic, b) ascertain the type of 
the cloud service, c) ascertain the type of the technology behind the cloud and d) carry 
out specific investigation on the base of stage c such as ascertain the role of the user, 
negotiate with the CSP, collect potential evidence, etc. 

Finally, in 2012, the Integrated Conceptual Digital Forensic Framework for Cloud 
Computing [16] proposed, based on McKemmish and NIST. It emphasizes on the 
differences in the preservation of forensic data and the collection of cloud computing 
data for forensic purposes. It consists of four stages, identification and preservation, 
collection, examination and analysis, reporting and presentation. 

In the following section we propose a cloud forensics process as it was derived 
from the aforementioned findings. 
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3.2 The Process 

In order to identify the cloud forensic process an extensive literature review on the 
fields of both digital and cloud forensics was conducted. Based on the above frame-
works it is obvious that some of the existing models follow similar approaches while 
others are moving in different areas of investigation, but the outcome in most occa-
sions is almost the same. The model used in this paper is similar to DFWR model 
with three additions! Firstly we propose the inclusion of collection phase in the  
preservation stage, secondly we include the analysis stage in the examination stage 
and finally the decision stage is excluded, due to the fact that it cannot be considered 
“forensic”.  

This model is convenient for analyzing and associating challenges in cloud  
forensics and was derived based on the suggestions and drawbacks located from the 
investigation of similar approaches presented before. The model is consisted of four 
steps: i) Identification which is the first stage and deals with identifying all possible 
sources of evidence in a cloud environment in order to prove that the incident took 
place. It is crucial, because the next processes depend upon the evidence identified 
here. ii) Preservation – Collection which deals with the collection of the evidence, 
from the locations they reside in clouds, the different types of media and the tools 
used to do so. Also, investigators need to isolate and preserve the evidence by  
preventing people from using the digital device or by duplicating digital evidence. 
Integrity and unauthorized alterations of digital evidence must be ensured. The most 
important issue in this step is to maintain the chain of custody of the evidence and to 
ensure the validity and the integrity of them in order to be used in a court of law. Pre-
servation could be a different process in a cloud forensic framework running concur-
rently with all the other processes, iii) Examination – Analysis  which involves  
the extraction of data from the previous stage and the inspection of the huge amount 
of data identified in order to locate the proper evidence for the incident occurred.  
The data found will be analyzed by different tools and techniques for revealing  
any useful information in order to prove if someone is guilty or not. In this stage also, 
data reconstruction will take place, iv) Presentation stage which is the final stage  
and deals with the presentation of the evidence in a court of law. A well-documented 
report with the findings must be produced using expert testimony on the analysis  
of the evidence. Evidence must be presented in a way that the jury will understand  
all the technical details due to the fact that cloud computing is a very complicated 
environment for ordinary Internet users to understand.  

4 Cloud Forensic Challenges 

In this section we present the cloud forensics challenges identified from the review 
conducted in the respective area. Also we move one step further and accomplish a 
categorization of the respective challenges based on the cloud forensics process stages 
presented in section 3. It should be mentioned that most of the challenges presented 
apply basically on public clouds while fewer have applicability on private cloud ar-
chitectures as well.   
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4.1 Identification Stage 

Access to Evidence in Logs. Logs play a vital role in an investigation. Having access 
to log files in order to identify an incident is the first priority for the investigators. In 
cloud environments where data are stored in unknown locations due to systems’ dis-
tribution locating logs is a hard and painful process. The detection of logs also de-
pends on the service model. In PaaS and SaaS, checking system status and log files is 
not feasible because the client access is completely limited to the API or the pre-
designed interface. It is just partly applicable in IaaS cloud model as it provides the 
Virtual Machine which behaves almost the same as an Actual Machine [17]. On the 
other hand many CSPs do not provide services to gather logs and sometimes inten-
tionally hide the details from customers. 

Physical Inaccessibility. In a cloud environment, data location is a difficult task due 
to the geographical distribution of the hardware devices. The established digital fo-
rensic procedures and tools assume that physical access to the hardware is a fact [18]. 
However, in cloud forensics there is no possibility to seize the hardware containing 
data, because the data are stored in distributed systems usually in different jurisdic-
tions. Thus, this challenge applies to all three service models. 

Volatile Data. Data stored in a Virtual Machine instance in an IaaS service model 
will be lost when the VM is turned off or rebooted. This reflects to the loss of impor-
tant evidence such as registry entries, processes and temporary internet files. In case 
an adversary launches an attack on a VM with no persistent storage synchronization, 
when the attack is completed, the adversary can shut down the Virtual Machine in-
stance leading to a complete loss of volatile data, if no further countermeasures are 
installed [19]. Respective literature [18, 20, 21, 22] place the specific challenge to 
preservation and collection stages. Actually this challenge can fit into both stages, 
because first we have to identify volatile data and then we have to preserve and col-
lect them from any instance. 

Distribution - Collaboration. The distribution of computer systems (in all three ser-
vice models) in the cloud environment makes the investigators to confront problems 
with different jurisdictions and laws. To access information, they need to wait for a 
warrant which sometimes can be costly and time consuming. This is why international 
collaborations between law enforcement and CSPs must be taken into consideration 
[23]. New guidelines need to be written and adopted by all countries for the afore-
mentioned reasons. 

Client Side Identification. Evidence can be found not only in the providers’ side but 
also in the clients’ side interface. In most of the scenarios, the user agent (e.g. the web 
browser) on the client system is the only application that communicates with the ser-
vice in the cloud. This especially holds for SaaS and IaaS scenarios. Hence, in an 
exhaustive forensic investigation, the evidence data gathered from the browser envi-
ronment should not be omitted [19]. 
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Dependence on CSP - Trust. In all respective literature authors point out the CSPs 
contribution on cloud forensic process. CSPs are responsible for helping and assisting 
the investigators and the clients with all the information and evidence they can get in 
their cloud infrastructures. The problem arises when the CSPs are not willing to pro-
vide the information reside in their premises. A good reason for not doing so is the 
fear that these are going to be used against their companies. In all three models, espe-
cially in SaaS and PaaS we need to depend on the CSP to identify, preserve and col-
lect all the evidence that could lead us to the incident. Another major issue is the 
CSPs dependence on third parties. CSPs sign contracts with other CSPs in order to be 
able to use their services. This means that the investigation has to cover all the parties 
involved with an immediate impact to the chain of custody. This challenge applies not 
only to identification stage, but also to preservation and collection stage. 

Service Level Agreement (SLA). In many cases important terms regarding forensic 
investigations are not included in the SLA signed between CSP and customer. This is 
because there is a lack of customer awareness, a lack of CSP transparencies, trust 
boundaries and a lack of international regulations. CSPs cannot provide transparency 
to customers, because they either do not know how to investigate criminal incidents 
or the methods and techniques they are using are not appropriate in cloud environ-
ments [24]. Suppose a customer signed a contract with a CSP regarding the deletion 
of all data after the contract expires. It is hard for the customer to verify that the CSP 
has fulfilled the agreement. Service Level Agreements concern the stages of identifi-
cation, preservation and collection.  

4.2 Preservation – Collection Stage 

Integrity and Stability. The integrity preservation and the stability of the evidence is 
essential in cloud investigation for IaaS, PaaS and SaaS. We must preserve data in our 
effort to acquire evidence in multi-jurisdiction environments, a difficult task to deal 
with, without violating any law. If the integrity is not preserved (could be compro-
mised by the CSP or the hypervisor [17]), then the evidence will not be admissible to 
the court of law. Finally, it is difficult to maintain the stability of the data because of 
the transient nature and dedicated description of the data in a Cloud [15]. According 
to [16], this challenge applies to analysis stage. 

Privacy. The virtualization of the systems in IaaS and multi-jurisdiction affect the 
privacy of the clients. Investigators must ensure that all regulations and standards are 
retained in order to collect the evidence without breaching clients’ privacy. CSPs also 
must find a mechanism to ensure clients that their information will not be accessed by 
any member of the staff even if they have been deleted. 

Time Synchronization. In all three service models the time concerning data is also 
crucial and requires hard work to come with the correct results. This is due to the fact 
that data are stored in multiple geographical regions with different time zones. Inves-
tigators need to gather all the time stamps from the devices and establish an accurate 
time line of events [20]. 
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Internal Staffing. This issue concerns all three service models and all four stages, 
from identification to preservation. To conduct an investigation in cloud forensics a 
number of people must be involved as a team. This team should consist of investiga-
tors with technical knowledge, legal advisors and specialized external staff with deep 
knowledge in new technology and skills [24].  

Chain of Custody. The most important thing to present evidence in a court of law is to 
make sure that the chain of custody of the evidence is maintained throughout the inves-
tigation. Any interruption in the chain of custody will be a problem and the evidence 
will be questionable. Because of the multi-jurisdictional laws and the involvement of 
the CSPs for maintaining the chain is a huge challenge. Imagine an investigation  
where the CSP has to submit data to the investigators. The personnel responsible for 
collecting the data are not trained to preserve evidence according to specific forensic 
techniques. In this case the chain of custody will not be maintained. For a case to stand 
in court the investigators have to ensure that the chain of custody should contain  
information such as, who collected the evidence, how and where the evidence was 
collected, how the evidence was stored, who accessed the evidence, etc. [16] 

Imaging. In IaaS to make an image of the instance to acquire evidence can be accom-
plished by taking a snap-shot of the VM. In this case client does not need to shut 
down the VM to clone the instance. The term “Live Investigation” was introduced for 
the aforementioned method. The method gathers data in rest, in motion and in execu-
tion. Using different images of the instance can provide to investigators any change  
or alteration made. For PaaS and SaaS clients do not have the ability to access the 
device. This simply means that there is no possibility of making an image, leading to 
lose potential evidence when a criminal activity takes place. 

Bandwidth Limitation. The volume of data is increasing rapidly resulting to an in-
crease of evidence. In the previous paragraph we referred on the VM imaging in IaaS 
model. In order to collect data, investigators need to download the VM instance’s 
image. The bandwidth must be taken into consideration when they are downloading 
these large images. 

Multi-jurisdiction. To acquire evidence from the three models in cloud from differ-
ent jurisdictions is another issue for the investigators. Due to cloud characteristics 
system’s data are usually spread in places around the globe. Thus, it is very difficult, 
almost impossible, to conduct evidence acquisition when investigators are dealt with 
different legal systems, where the related laws or regulations may vary by countries 
[15]. Any evidence retrieval must be according to the laws and privacy policies of the 
specific jurisdiction where forensic investigation took place in order to maintain the 
chain of custody. Otherwise, the evidence cannot stand in a court of law. 

Multi-tenancy. In cloud environments where IaaS and PaaS services are used,  
customers share the same storage in VMs. This has an immediate effect on the investi-
gation. Evidence retrieval in multi-tenant environments must maintain the confidential-
ity, preserve the privacy of the tenants and finally ensure that the data to be collected 
concern specific tenant and no other. Due to the multi-tenancy the data can be conta-
minated by people who have access into the same storage unit with result of losing 
important evidence. 
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4.3 Examination - Analysis Stage 

Lack of Forensic Tools. Data analysis in cloud environments requires appropriate 
forensic tools. Many of the tools used for a cloud investigation, have been designed 
and introduced for digital forensic investigations. With the systems distributed all 
over the world and with no physical access to the computer devices, these kinds of 
tools cannot fully cover the investigations in IaaS, PaaS and SaaS models. New soft-
ware tools must be developed to assist in the preservation – collection stage acquiring 
data more efficient and new certified tools must be produced to help the investigators 
in data examination and analysis. 

Volume of Data. The amount of data, stored in the CSPs’ data centers is extremely large 
and it’s increasing on a daily basis. This has an immediate impact on the analysis of the 
information in order to find useful evidence for the investigation. Appropriate capture 
and display filters have to be developed and set up in order to make the data volume 
present in Cloud Infrastructures proccessible [21]. It is very difficult to analyze the VMs 
directly, even if the CSPs cooperate with investigators, because the VMs for SaaS and 
PaaS may have a huge storage system, and contain many other applications [25].  

Encryption. Many cloud customers in all three service models store their data in an 
encrypted format to protect them from criminal activities. When an investigation is 
conducted the encrypted data will not be useful once the encryption keys cannot be 
acquired. The evidence also can be compromised if the owner of the data is the only 
one who can provide the key, or if the key is destroyed. Furthermore, many CSPs are 
using encryption methods to store clients’ data in the cloud [23].  

Reconstruction. During the investigation, crime scene reconstruction might take 
place. In cloud environments where data are spread across different regions and coun-
tries with time differences, to reconstruct the crime scene and place the facts in a logi-
cal order might be a difficult work [17]. On the other hand, if a VM instance is forced 
to shut down, all data and potential evidence will be lost and the reconstruction phase 
cannot be executed. 

Unification of Log Formats. Analyzing data acquired from the service models is a 
time consuming process, especially if we have to deal with and identify a number of 
different log formats. Unification of log formats in cloud is a difficult operation when 
we have to access the huge amount of different resources available. [24]. 

Identity. In traditional digital forensic associating a user with the data stored in their 
computer device is comparatively straight forward (assuming that the device belongs 
to them and found in their house). In cloud investigation is more complicated, because 
data are stored in multiple remote locations in multi-tenant environments, and are 
accessed through clients. Hence, to determine that someone is the owner of the data 
from a large number of cloud users distributed globally is an intricate process [23]. 
Another prospective is when a user engages a criminal movement through their VM 
from a veiled IP address and afterwards claims that their credentials have been com-
promised from another person. 
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4.4 Presentation Stage 

Complexity of Testimony. In a court of law where the jury (often) consists of people 
with only the basic knowledge in computer systems, the investigators must be ready 
to deal with this situation. They have to be prepared to give a clear and simple under-
standing on the terms of cloud computing, cloud forensics and how they work and 
explain how the evidence acquired preserved and documented during the investiga-
tion. This is an important issue towards the progress of the trial. 

Documentation. Another challenge is to persuade the jury that the evidence acquired 
during the investigation has been documented properly and there had been no changes 
to the evidence in the previous stages. Investigators must ensure that all parties have 
been involved in the investigation, followed methods and principles in order to main-
tain the chain of custody of the evidence that has been collected. Documentation of 
digital evidence concerns all stages. 

4.5 Uncategorised 

Compliance Issues. Companies and organizations such as banks, brokers, hospitals, 
etc. are not transitioning easily to cloud environments, due to trustworthy data reten-
tion issues, together with laws and regulations. There are several laws in different 
countries, which mandate the trustworthy data retention [18]. Cloud environments yet, 
are not being able to comply with the forensic requirements set by laws and regula-
tions, hence the transition of those organizations to cloud is impractical. The same 
applies to credit card companies, as achieving compliance with standards set in this 
field cannot be met [19]. 

5 Discussion 

Based on the review analysis it is obvious that cloud forensics is far more demanding 
than digital forensics and this is why there is a need for the introduction of new frame-
works and methodologies on cloud investigation in order to proper preserve evidence 
and maintain the chain of custody in all stages of the investigation. Since cloud foren-
sic is a new field, methodologies and frameworks were based on the digital forensics. 
To the best of our knowledge no author developed and introduced a framework or 
methodology, concerning cloud forensics that covers every aspect and every phase in  
a cloud forensic investigation. Most of the work conducted on cloud forensics, refers  
to challenges, issues and threats, suggestions and solutions on the service models. 
Challenges, though, apply on different phases and processes in an investigation. 

The categorization of stages presented above is based upon models and frame-
works introduced and proposed by academics and the industry. To assign challenges 
to phases, DFRW model was used with a slight differentiation as presented in section 
3. Cloud forensic as mentioned earlier is a new technology, hence, there are many 
different opinions on the categorization of the challenges. After thorough study on the 
literature on cloud forensics table 1 was designed for assigning challenges according 
to the respective stage and service model they belong to. The table also captures the 
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Table 1. Cloud Forensics Overview 

Cloud Forensic 
Challenges / Stage 

Applicable to  
Related Work 

IaaS PaaS SaaS 
Identification 

Access to evidence in 
logs 

partly √ √ 
[16], [17], [18], [19], [20], 
[21], [22], [23], [24], [25], 
[26], [27] 

Physical inaccessibility √ √ √ [18], [23], [24], [25], [27] 

Volatile data √ X X 
[17], [18], [19], [20], [21], 
[22], [24], [25]  

Distribution –  
Collaboration 

√ √ √ [23], [24], [26] 

Client side identification √ X √ [17], [19], [22] 
Dependence on CSP – 
Trust 

√ √ √ 
[18], [19], [20], [22], [24], 
[25], [26] 

Service Level Agree-
ment (SLA) 

√ √ √ [19], [24], [26] 

Preservation – Collection 
Integrity and stability √ √ √ [15], [16], [17], [18], [26] 
Privacy X √ √ [16], [17], [20], [21] 
Time synchronization √ √ √ [18], [20], [24] 
Internal Staffing √ √ √ [24], [26] 

Chain of custody √ √ √ 
[16], [18], [19], [20], [21], 
[24], [27] 

Imaging X √ √ [15], [17], [18], [19], [20] 
Bandwidth limitation √ X X [18], [22], [25] 
Multi-jurisdiction √ √ √ [15], [23, [24], [26], [27] 
Multi-tenancy √ √ √ [18], [21], [24], [26] 
Examination – Analysis 

Lack of forensic tools √ √ √ 
[16], [18], [20], [23], [26], 
[27] 

Volume of data X √ √ [15], [17], [21], [25] 
Encryption √ √ √ [16], [20], [23], [24] 
Reconstruction √ √ √ [16], [17], [18] 
Unification of log for-
mats 

√ √ √ [24] 

Identity √ √ √ [19], [23] 
Presentation
Complexity of  
testimony 

√ √ √ [16], [17], [18], [20], [27] 

Documentation √ √ √ [15], [16] 
Uncategorised
Compliance issues √ √ √ [18], [19] 
√ denotes that a challenge is present and X denotes that a challenge is not present according to 

the referenced authors. 



 Cloud Forensics: Identifying the Major Issues and Challenges 283 

related work produced by authors on every challenge. Some of the challenges’ as-
signments may refer to more than one stage (see Section 4), but for the convenient 
presentation of the table each challenge is assigned to one stage.  

Preservation of digital evidence along with challenges, such as maintaining chain 
of custody and documentation, should be applied throughout the digital investigation 
process. They should run concurrently with all other processes/stages in order to en-
sure that the evidence will be presented as admissible in a court of law. Procedures 
must be followed and documented from the moment an incident has occurred until the 
end of the investigation. 

In the field of cloud forensics the most important identifiable challenge is the 
access to evidence in logs, as all respective authors refer to. To win an investigation, 
evidence must be presented in a court of law, otherwise no case exists. Once logs are 
the most valuable and powerful evidence all authors focused on the base on how logs 
can be identified and accessed in a distributed environment as cloud. The problem 
relies on the CSPs’ dependencies, another sensitive issue to which authors referred 
thoroughly. Due to the physical inaccessibility, identifying, preserving and collecting 
evidence depend mostly on CSPs. This is why trusted relations with consumers 
should be built by allowing the transparency and cooperation in the first stages of an 
investigation. This could also be ensured with clear written and well-presented SLAs 
between CSP and consumer. 

Forensic tools’ challenge is another priority for the authors, as most of them identi-
fied that the current tools cannot be efficient and productive for collection and analy-
sis of potential digital evidence. Developers should modify existing tools or produce 
new ones in order to overcome problems, such as encrypted data, acquiring evidence 
or the enormous amount of data which sometimes has to be analyzed in a short period 
of time. Again, by developing appropriate tools the chain of custody could be main-
tained in a better way and the collection of data would not compromise the evidence 
making them questionable by the jury. 
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Abstract. Security has been a growing concern for most large orga-
nizations, especially financial and government institutions, as security
breaches in the socio-technical systems they depend on are costing bil-
lions. A major reason for these breaches is that socio-technical systems are
designed in a piecemeal rather than a holistic fashion that leaves parts of
a system vulnerable. To tackle this problem, we propose a three-layer se-
curity analysis framework for socio-technical systems involving business
processes, applications and physical infrastructure. In our proposal, global
security requirements lead to local security requirements that cut across
layers and upper-layer security analysis influences analysis at lower lay-
ers. Moreover, we propose a set of analytical methods and a systematic
process that together drive security requirements analysis throughout the
three-layer framework. Our proposal supports analysts who are not secu-
rity experts by defining transformation rules that guide the corresponding
analysis. We use a smart grid example to illustrate our approach.

Keywords: Security Requirements, Goal Model, Multilayer, Socio-
Technical System, Security Pattern.

1 Introduction

Like all non-functional requirements, security requirements have a global in-
fluence over the design of a socio-technical system. Socio-technical systems
(STSs) are organizational systems consisting of people, business processes, soft-
ware applications, and hardware components. Such systems often include a
rich physical infrastructure consisting of not only computers, but also build-
ings, cable networks and the like. Due to their ever-increasing complexity, STSs
have been experiencing a growing number of security breaches [5], caused by
security flaws and vulnerabilities.

A common theme for many of these breaches is that security solutions are
not designed in a holistic fashion. Rather, they are dealt with in a piecemeal
fashion, by different analysts and at different times, using different analysis
techniques. For example, Mouratidis [13] and Liu [11] analyze security issues at
organizational level; Herrmann [9] analyzes security requirements in business
process level; Lamsweerde investigate security requirements for software [21].
This leads to security gaps and vulnerabilities for parts of a STS, while others
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may be costly and over-protected. For example, when designing an encryption
function for a smart meter system, a designer may focus only on the software
(application layer). In this case, the software can implement encryption by
calling functions implemented by an external hardware chip. However, with
this design alternative, calling the external functions means that the software
first sends unencrypted text to the chip, creating a vulnerability which can be
exploited by non-authorized people (business layer) via bus-snooping (physical
layer) [1]. By focusing only on the software, vulnerabilities from the physical
layer and business layer perspectives are missed.

To tackle this problem, we propose a holistic approach to security engineer-
ing where STSs consist of three layers: a business layer, a (software) application
layer, and a physical infrastructure layer. Within this framework, each layer
focuses on particular concerns and has its own requirements and specifications,
which are captured by goal-oriented requirements modeling language. In par-
ticular, specifications in one layer dictate requirements in lower layers. In this
manner, the security requirements analysis carried out in one layer seamlessly
leads to the analysis in the next layer down. Thus, security requirements de-
rived in different layers can cooperate properly to deliver security to systems.
Go back to the aforementioned encryption example, if a holistic view is taken, al-
ternative security treatments are identified: 1) apply software-based encryption,
which avoid hardware access issues; 2) apply hardware-based encryption, as
well as additional protections on corresponding hardware. In this way, security
mechanisms applied in different layers are coordinated, and the aforementioned
vulnerability can be avoid.

Based on this framework, a systematic process is provided to drive security
analysis both within one layer and across layers. To support analysts without
much security knowledge, we propose a set of analytical methods and corre-
sponding transformation rules to facilitate the security analysis process. This
security analysis framework is particularly designed for existing systems that
have a determined functional design. Our approach takes a number of high-
level security requirements as input, analyzes their influences over three layers,
and produces holistic security treatments that consist of coordinated security
mechanisms in different layers.

In the reminder of this paper, we first describe a smart grid example in Sec-
tion 2, which is used to illustrate our approach throughout the paper. Next, in
Section 3 we introduce our research baseline on requirements and specification
models, and security requirements analysis. Section 4 presents the three-layer
security analysis framework, while Section 5 describes a set of security require-
ment analysis methods and a systematic analysis process. Section 6 compares
our proposal to other work, and finally in Section 7 we conclude the whole
paper and discuss future work.

2 Motivating Example

In this section, we introduce a smart grid example, which leverages information
and communication technologies to enable two-way communications between
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customers and energy providers. This example involves a number of scenar-
ios, and we exclusively focus on a real-time pricing scenario. In this scenario,
the service provider periodically collects customer’s energy consumption data,
based on which they can create new prices to balance loads on the power grid.
A business layer requirement model for this scenario is shown in Fig. 1. We will
introduce details of the goal-oriented modeling language in Section 4.

Because this system involves a wide scope of artifacts, which vary from
business processes to physical devices, it is difficult to provide a cost-benefit
security treatment to protect the whole system from damages. As reported
by National Vulnerability Database, on average, 15 new vulnerabilities of the
Supervisory Control and Data Acquisition system (a major control system used
in power grid systems) are publicly disclosed each day. Not surprisingly, the
presence of these vulnerabilities leads to many attacks on smart grid systems [5].
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Fig. 1. High-level requirements of real-time pricing scenario

3 Baseline

In this section, we introduce existing work, used as the baseline of our research.
We first introduce the requirements problem, which specifies fundamental tasks
that need to be addressed during requirements analysis. Then, we describe sev-
eral requirements modeling language [10,22,6,2], which are intended to capture
requirements or tackle the requirements problem.

Requirements Problem. Zave and Jackson [23] define a Requirements Engineering
ontology to specify what is the requirements problem. This definition consists of
three concepts: a Requirement is an optative property that specifies stakeholder’s
needs on the system-to-be; a Domain Assumption is an indicative property that is
relevant to the system; a Specification is an optative property, which is able to be
directly implemented by the system-to-be. Based on these three basic concepts,
they define the requirements problem amounts to finding a set of specifications
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S, which can satisfy all system requirements R under domain assumptions K.
Thus, the requirements problem is represented as K, S � R.

Requirements Modeling Language. Jureta et al. [10] propose a goal-oriented re-
quirements modeling language Techne, which includes all related concepts for
addressing the requirements problem as defined by Zave and Jackson. In ad-
dition, it is able to model stakeholder’s priority over different requirements,
based on which, the best solution can be obtained amongst candidate solutions.
Yu [22] proposes the i* framework for modeling organizational environments
and system requirements. Specifically, it captures relationships among social
actors via dependency relations. Chung adopts NFR to analyze security re-
quirements [2]. In this work, a security requirement is represented as a security
goal, which is specified in terms of sort and parameter. Giorgini et al. [6] model
trusts relations between social actors in order to analyze social security issues.
In this work, we base our three-layer framework on a combination of above ap-
proaches to model both functional and non-functional requirements (including
security requirements), as well as social interactions. Particularly, we use the
concepts actor, goal, softgoal, quality constraint, task, and domain assumption and
the relations refine, preferredTo, dependency, contribution, and trust, provided by
those approaches. Fig. 3 shows how we combine these concepts and relations
in our conceptual model.

4 Three-Layer Security Analysis Framework

Stakeholder’s global security needs, which are captured as non-functional re-
quirements, influence designs in all parts of the system. We propose to structure
a system into three layers, and analyze security issues in each layer from a
holistic viewpoint.

4.1 Three-Layer Structure

In this work, we have focused on three particular layers, which have received
much attention from the security community. As shown in Fig. 2, at the most
abstract layer, we consider the business layer, which highlights social dependen-
cies, trusts, and business processes. At the next layer of abstraction, we consider
software applications and their related IT infrastructures. Finally, we consider
the physical infrastructure layer, which focuses on deployments of software
applications and placements of devices.

As an essential part of the three-layer structure, we propose to analyze the
requirements problem for each layer respectively. Each layer has its own re-
quirements R, which are operationalized into proper specifications S under cor-
responding domain assumptions K. As shown in the left part of Fig. 2, we apply
goal-oriented modeling to each of the three layers with the aim of analyzing
their requirements problems respectively.

We base our three-layer security analysis approach on the proposed three-
layer structure, which is shown in the right part of Fig. 2. Our approach starts
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with high-level stakeholder’s security requirements; and then analyzes them
throughout three layers with regard to layer-specific goal models; and finally
generates a set of alternative global security treatments.
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Fig. 2. Framework overview
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within the three-layer framework

4.2 Three-Layer Conceptual Models

In this section, we specify conceptual models that we use for modeling and
analyzing the three-layer architecture. Apart from concepts and relations we
adopt from existing approaches, mentioned in Section 3, we further extend and
make use of new concepts. Fig. 3 shows an overview of conceptual model of the
three-layer framework, where the newly introduced concepts are highlighted
in the dashed rectangles.

Extended Requirement Concepts and Relations. As we build goal models
for different layers capturing different concerns, we specialize Goal into layer-
specific goals that focus on a particular aspect. Business Goal represents stake-
holder’s high-level requirements for his business. Application Goal represents
stakeholder’s requirements regarding software applications that he uses to per-
form related business activities. Physical Goal represents stakeholder’s require-
ments on physical devices and facilities that support execution of software.
Accordingly, we assign Task in different layers with operational definitions. In
the business layer, a task is a Business Process Activity; in the application layer,
an Application Function is deemed as a task; and in the physical layer, a task is
specialized into a Deployment action.

Apart from that, a number of relations are also proposed. Operationalize is a
relation that presents how a goal/softgoal is operationalized into a task/quality
constraint. This relation emphasizes the relationship between requirements and
specifications, and indicates when a stakeholder’s requirements are translated
into operational specifications. For example, the business goal Have current load
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info shown in Fig. 1, which is desired by the Energy Provider, is operationalized
into the task Collect load info in the same layer, which can accomplish this goal.
Support is a cross-layer relation, which specifies a task designed in one layer is
supported by requirements in the next layer down. Fig. 9 contains examples of
this relation.

Extended Security Requirement Concepts. Chung [2] leverages non-functional
requirements analysis to deal with security requirements, which are represented
as security goals. Each security goal consists of one sort and one or more parame-
ters. In our framework, we extend security goals to express more detailed security
requirements, and introduce security mechanisms to represent security solutions.

Security Goal represents stakeholder’s security needs with regard to asset and
interval. We define a security goal as a specialization of softgoal, which partic-
ularly focuses on security issues. A security goal is specified in the format: <im-
portance><security attribute>[<asset>,<interval>]. Take the security goal Medium
Integrity [energy consumption data, G2] (in Fig. 1) as an example, its four dimen-
sions together describe a security requirement “protecting integrity of energy
consumption data during the execution interval of G2 to a medium degree”.

– Security Attribute specifies a characteristic of security. Particularly, we adopt
security attributes use in [17,4], which is shown in Fig. 5. The security
attributes we consider in our work constitute a minimum set, which serves
as a starting point and can be extended in the future.

– Asset is anything that has value to an organization, such as data, service.
Fig. 4 shows an overview of all the types of assets that we have considered
in our framework, as well as the interrelationships among them. Normally
different assets are concerned in different layers. For example, we only
consider Service and Data as assets in the business layer.

– Interval of a security goal indicates within which temporal interval the se-
curity goal is concerned. In this work, an interval is specified in terms of the
execution period of a goal or task.

– Importance of a security goal indicates to which degree stakeholders want
the security goal to be satisfied. We consider the value of importance within
an enumeration {very low, low, medium, high, very high}.

Security Mechanism is a concrete mechanism provided by the “system-to-be”
in order to achieve one or more security goals. We define the security mechanism
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as a specialization of task in goal model, which contributes to security goals
and satisfies them. Thus, in our framework, security mechanisms are parts of
specifications, and also influences requirements in its lower layers.

5 Security Analysis Methods

In this section, we propose a systematic process and a set of security analysis
methods to guide security analysis both within one layer and across layers.
Fig. 6 shows an overview of the analysis process, which starts from security
analysis in the business layer and follows a top-down manner to propagate
influences of security analysis in one layer to lower layers. Within one single
layer, we refine and simplify security goals to identify concrete and critical ones,
which are then operationalized into possible security mechanisms that are left
to security analysts to select. After security analysis has been done for all layers,
security treatments applied in each layer are synthesized to generate holistic
security treatments.

We propose security analysis methods and corresponding transformation
rules to guide the aforementioned analysis steps, which have been implemented
using Datalog rules. We developed a prototype for a CASE tool, which auto-
mates some of the analysis steps as indicated in Fig. 6. Due to space limitation,
we only describe and illustrate a small part of the transformation rules. A full list
of the 23 transformation rules is available online 1. In the reminder of this sec-
tion, we describe details the proposed security analysis methods in subsections,
each of which support one or several analysis task shown in Fig. 6.
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5.1 Refinement Methods

A coarse-grained security goal is normally more difficult to analyze and op-
erationalize than a fine-grained one, as it may be too abstract to be satisfied
by specific security mechanisms. Thus, it is advisable for an analyst to refine a
security goal till he obtains satisfiable ones. A security goal can be refined along

1 http://goo.gl/Pd0TGw
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any of its dimensions (security attributes, asset, or interval), i.e. there are three
refinement methods. Fig. 7 shows an example of security goal refinements for
security goal Medium Integrity [energy consumption data, G2] (Fig. 1). Note that a
refinement process can be flexible in the sense that different refinement methods
can be applied in any sequence and to any extent. Given the reference models
that are shown in the left part of Fig. 7, the example presents only one possible
way to refine the goal.

– Security attributes-based refinement: refining security goals via security
attributes helps the security analysis to cover all possible aspects of security.
According to the hierarchy of security attributes shown in Fig. 5, a secu-
rity goal that talks about a high-level security attribute can be refined into
several sub-security goals that talks about corresponding low-level security
attributes. For example, in Fig. 7, the security goal Medium Integrity [energy
consumption data, G2] is refined into four sub-security goals.

– Asset-based refinement: refinement of security goals can also be done by
refining assets via part-of relations, which propagates a security goal on an
asset to all its components. The part-of relation is an abstract one, which can
be specialized into particular types of part-of relation of different conceptual
models, such as data schema, software architecture model etc. For example,
the security goal Medium Data Integrity [energy consumption data, G2] (Fig. 7)
is refined according to the part-of relations among energy consumption data,
water consumption data, and electricity data.

– Interval-based refinement: because an interval specifies the temporal pe-
riod, for which a security goal is concerned, the security analyst can put more
detailed constraints on a particular time intervals by refining a long inter-
val into smaller ones. Here, we use the execution periods of requirement
goal/tasks to represent intervals of time. Thus the interval-based security
goal refinements are carried out according to the refinement of system func-
tionality in the requirements models. For example, the four leaf nodes (in
Fig. 7) are refined according to the functional requirements model in Fig. 1.
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5.2 Simplification Methods

When dealing with a large number of security goals, analysts may not have
enough time to go through each of them to determine which is critical and
requires further treatments. Especially as the refinement methods, which are
intended to cover every potential facet of security goals, easily result in many
detailed security goals. To release analysts from scrutinizing all security goals,
we introduce simplification methods, which identify critical security goals that
need to be treated and exclude others.

In order to determine the criticality of security goal, we consider two par-
ticular factors: applicability and risk level. The applicability specifies whether
a security goal is sensible with regard to the content of the four dimensions
of a security goal. The risk level identifies to which extent the satisfaction of a
security goal is threatened. The criticality of a security goal is determined by
considering: 1) If a security goal is applicable and its risk level is either high or
very high, then we treat this security goal as a critical one, which is highlighted
with a character ‘‘C’’. 2) All other security goals are deemed as non-critical and
will be removed from following security analysis. It is worth noting that this
criticality analysis can be adjusted depending on analyst time and the domain.
For example, if analyst time allows, a security goal, which is at the medium risk
level, could be adjusted as critical security goal.

For the analysis of applicability, we consider not only related requirements
and simple specifications, but also detailed specifications, i.e. design informa-
tion. For instance, how business activities are arranged, how application com-
ponents interact with others, and where physical devices are placed. Based on
this information, we propose layer-specific inference rules to determine the ap-
plicability of a security goal in one layer. For example, the security goal Medium
Data Integrity [water consumption data, T1] (Fig. 7) is not suitable, because the
asset water consumption data would not be changed during the execution of T1.
Due to space limitation, in each layer we only present one rule as an example,
which are shown in Table 1.

For the risk level analysis, we carry out a trust-based approach, which con-
sider the trust between the owner of a security goal and the actor that potentially

Table 1. Rules for determining applicability of security goal

Rule Rationale

BUS.A.1
If a business process activity takes a data asset as input, the confidentiality of
this asset might be impaired within this activity. Thus, corresponding security
goals are identified as applicable.

APP.S.1

If an application component is called by another component for a data asset,
the integrity and confidentiality of that data asset may be impaired during
functioning of that component. Thus, corresponding security goals are identi-
fied as applicable.

INF.S.1
If a hardware device stores a data asset, the integrity and confidentiality of
that data asset may be impaired during deployment task of that device. Thus,
corresponding security goals are identified as applicable.
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impairs the security goal. For example, the maintainer of a smart meter may
impair the integrity of that meter, if a customer owns a security goal that aims
to protect the integrity of the smart meter, then our analysis considers to which
extent the customer trusts the maintainer. Table 2 represents how we infer the
risk level of security goals with regard to the trust level and the importance of
security goals. Note that the letter L, M, H, V stands for low, medium, high, and
very high level of risk respectively.

Table 2. Risk level evaluation matrix
���������Trust

Importance
very low low medium high very high

very bad H H V V V
bad M H H V V
neutral L M H H V
good L L M H H
very good L L L M H

5.3 Operationalization Methods

To bridge the gap between security requirements and security specifications
within an individual layer, we propose operationalization methods which gen-
erate possible security mechanisms that could satisfy critical security goals. As
security mechanism analysis and design requires additional security knowl-
edge, which is normally not easy to obtain in reality, we exploit the power of
security patterns to reuse security knowledge that tackles known security prob-
lems. Particularly, we survey existing work on security patterns [17,8,19], and
extract the parts of them that are suitable for our security analysis framework.
Note that the selection of security patterns is not intended to be exhaustive, and
may evolve over time.

A security pattern consists of a security attribute and a security mechanism
that is supposed to satisfy that security attribute. Each security mechanism can
contribute to one or several security attributes, and we use Make and Help links
to represent their contributions. For example, one security pattern shown in
Fig. 8 is Auditing has a Make contribution to Service Integrity. According to these
security patterns, when operationalizing a critical security goal, we identify
security mechanisms that contribute to the security attribute of the security
goal. It is worth noting that security patterns, shown in the Fig. 8, may also
have either positive or negative influences on other non-functional goals, such
as Time, Cost, which are documented in the specification of the security patterns.

5.4 Cross-Layer Analysis Methods

After finishing single-layer security analysis in one layer, indicated in Fig. 6,
we analyze its influences on lower-layers. In our framework, the influences are
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reflected in two ways, which require different analysis methods. Accordingly,
a number of inference rules are proposed to automate the cross-layer transfor-
mations, parts of which are shown in Table 3.

Firstly, each of the security mechanisms should be transformed into at least
one goal in the lower-layer goal model. Because security mechanisms are criti-
cal for satisfying security goals, additional security goals are derived to ensure
correct implementations of the corresponding functional goals. Fig. 9(a) shows
an example of this transformation. The security mechanism Encryption is trans-
formed into a function goal of smart meter application, because that application is
supposed to execute the encryption activity. Apart from this functional goal, the
transformation also introduces two security goals, which concerns application
integrity and application availability of the smart meter application during the
execution of encrypt data. Note that the importance of these two new security
goals is Medium, which is the same with the corresponding security goal in the
business layer.

Secondly, if a security goal has not been fully satisfied in one layer, this
security goal will be refined into security goals in next layer down according
to the newly available information in that layer. Fig. 9(b) shows an example of
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this transformation. The security goal Medium Data Integrity [energy consumption
data, Measure energy data] is not treated in the business layer. Considering the
asset of this security goal is processed by the smart meter application in the
application layer, the transformation rule BUStoAPP.2 is applied, which results
in two sub-security goals.

5.5 Global Security Analysis

After security analysis has been done in each layer, we can derive alternative
global security treatments by synthesizing security analysis results of each layer.
Each global security treatment may consist of security mechanisms from one or
several layers. Take a snippet of the three-layer security analysis results of the
smart grid as an example, which is shown in Fig. 10.

In the business layer, the critical security goal can be either operationalized as
Auditing or left to the next layer. In the first case, the Auditing security mechanism
is transformed into a functional goal and two corresponding security goals.
As the two security goals are identified as non-critical after refinement and
simplification analysis, no further security treatments are required. Thus, we
derive the first global security treatment. In the second case, the security goal
is refined into two sub-security goals in the application layer, one of which
is identified as critical. This critical security goal can be operationalized as
either Firewall or Input Guard, each of which starts a new alternative. Apart
from the operationalization, the security goal can also be left to next layer,

Table 3. Rules for cross-layer security goal refinements

Rule Rationale

BUStoAPP.1
If a security goal concerns a service asset, which is supported by an
application component, then the security goal introduces security goals
that concern the integrity and availability of that application.

BUStoAPP.2

If an untreated security goal that concerns data confidentiality or data
integrity targeting at a business process activity, which is supported by
an application in the application layer, then this security goal will be
refined to sub-goals that concern corresponding applications.
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which further introduces another two alternatives. Finally, we derive 5 global
security treatments in this example. Among these alternatives, the Alt.3 contains
a security mechanism from only one layer, i.e. Input Guard; while the Alt.2
contains two security mechanisms from two different layers, i.e. Firewall, Anti-
tamper protection.

6 Related Work

NFR-Based Requirements Analysis. Chung proposes to treat security require-
ments as a class of NFRs, and apply a process-oriented approach to analyze
security requirements [2]. In a subsequent work, Chung and Supakkul inte-
grate NFRs with FRs in the UML use case model [3], which enable NFRs to be
refined through functional requirement models. Another complementary work
done by Gross and Yu propose to connect NFRs to designs via patterns [7].
However, all of these NFR-based approaches mainly focus on information sys-
tem analysis, and lack of supporting requirements analysis in the business layer
and the physical layer.

Security Requirement Analysis. A large number of security requirement anal-
ysis approaches have been proposed over last two decades. Most of these ap-
proaches focus on analyzing security requirements with regard to a particular
aspect of information system. There are approaches that focus on the social and
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organizational aspect. Mouratidis et al. [13] capture security intentions of stake-
holders and interdependence among stakeholders; Giorgini et al. [6] investigate
social relationships by integrating trust and ownership into security analysis;
Liu et al. [11] analyze organizational risks by considering dependencies among
social actors. Another branch of work deals with security requirements for
business process. Rodríguez et al. [15] propose an extention of UML activity
diagram to model security requirements within business process model, as well
as a method that guides construction of the secure business process models.
Herrmann et al. [9] propose a systematic process to elicit and analyze secu-
rity requirements from business processes models. Most work is dedicated to
analyzing security requirements of software, such as Attack Tree [18], Misuse
case [20], and obstacle analysis [21]. All of these approaches are complementary
to our approaches, as each of them could fit into one layer of our framework.

From Security Requirements to System Design. A number of approaches
have been proposed to transform security requirements captured in the high-
abstraction level to the security design in the low-abstraction level in order
to maintain security requirements throughout the whole life-cycle of system
development. Mouratidis and Jürjen [14] translate security requirements into
design by combining Security Tropos with UMLsec. Menzel et al. [12] propose
an approach that transfers security requirements, which are captured at the busi-
ness process layer, to security configuration for service-based systems by using
patterns. Similarly, Rodríguez [16] et al. apply the MDA technique to transform
secure business process model into analysis class diagram and use case diagram.
The above approaches focus on maintaining security requirements identified in
the early stage during later design stages. Different from their work, we propose
to analyze security requirements in different layers from a holistic viewpoint
and capture influences between security requirements in different layers.

7 Conclusions and Future Work

In this paper, we propose a holistic approach to analyze security requirements
for STSs. Our approach consists of a three-layer conceptual model, a systematic
analysis process, a number of security analysis methods and transformation
rules. Given high-level security requirements, this approach could continuously
refine and propagate them into different layers of socio-technical systems. The
approach focuses on capturing the influence of upper-layer designs on the
requirements of lower layers, thus avoiding a piece-meal treatment of security.

As we use goal modeling for security requirement analysis, we are bound
to deal with complexity of such models. Compared to other goal-based ap-
proaches that model a system as a whole, ours structures STSs into three layers,
each of which is modeled separately and connected via a clearly defined con-
ceptual model. Thus, our approach contributes to reduce the scalability issues
in individual model. In addition, we develop a prototype tool to facilitate our
analysis, which supports graphic modeling and automates inferences over the
transformation rules. However, our approach has limitations on its evaluation.
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So far, our approach is only applied to a single scenario of the Smart Grid case,
which is an illustrative example rather than a practical evaluation.

In the future, we plan to extend our framework by incorporating real security
regulations and laws, such as ISO standards, in order to provide more practical
and grounded security analysis. Moreover, the security patterns we leveraged
during security goal operationalization should be updated in light of recent ad-
vances in the field [19] synchronized with the cutting edge of that field. Finally,
with the help of the prototype, we intend to apply our approach to a practical
case study that has a reasonable scale to evaluate and further improve our work.
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Abstract. We present a solution for modeling the dependencies of an IT
infrastructure and determine the availability of components and services
therein using Markov logic networks (MLN). MLNs offer a single repre-
sentation of probability and first-order logic and are well suited to model
dependencies and threats. We identify different kinds of dependency and
show how they can be translated into an MLN. The MLN infrastructure
model allows us to use marginal inference to predict the availability of
IT infrastructure components and services. We demonstrate that our so-
lution is well suited for supporting IT Risk management by analyzing
the impact of threats and comparing risk mitigation efforts.

Keywords: IT Risk management, IT Infrastructure, Markov logic net-
works, Availability.

1 Introduction

IT risk management tries to find, analyze and reduce unacceptable risks in the
IT infrastructure. Most commonly risk is defined as a set of triplets, each triplet
consisting of a scenario, its probability and its potential impact [1]. In the IT
environment these scenarios are typically called threats.

If a new threat surfaces, the IT risk management needs to asses its proba-
bility and evaluate its potential impact. Today’s IT infrastructure has complex
dependencies and a threat to a single component can threaten a whole network.
Furthermore, single threats often have a very low probability but the combina-
tion of many threats can be a major risk to an IT infrastructure. Therefore, it
is not enough to look at infrastructure components individually to determine
the possible impact of a threat. While each year a huge number of new threats
surfaces, old threats do not vanish [2].

A fast response to a new threat is important to minimize the chance of ex-
ploitation. However, a manual threat analysis takes time. The complexity of
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today’s IT infrastructure provides many indirect ways a single threat can affect
different IT services and each must be analyzed. At the same time, the number of
new threats is increasing, which leaves even less time to evaluate each new threat
[3]. A semi-automated approach allows an easier handling of this complexity, but
to our knowledge there exists none that incorporates dependencies and combi-
nations of multiple threats. Even the tools to monitor and report risk are still
in a premature state and there is a demand for tool supported risk assessment
[4]. While the measurement of IT infrastructure availability is already part of IT
service management [5], it is only moderately used in IT risk management [4].

Our approach has two major features. First, it employs a reusable top-level
model of the infrastructure dependencies. Second, the measured availabilities
are added to each infrastructure component. The use of measured availabilities
frees us from the need to model each measured threat manually. If a new threat
surfaces, it can be added to the model and expected changes to the availabilities
can be calculated. In this paper, we focus on impacts that make infrastructure
components unavailable.

We start our approach by creating a dependency graph of the central com-
ponents and services. To predict availabilities of IT components and services we
need a way to represent (1) the logic of dependency of IT infrastructure, (2)
probabilistic values for availabilities and (3) new threats. The dependencies in
IT infrastructure can easily be modeled with first-order logic, but, first-order
logic alone has no way to calculate how a threat influences the probability that
an infrastructure component is available.

Markov logic networks (MLN)[6] offer a single representation of probabil-
ity and first-order logic by adding weights to formulas. Together with a set of
constants, the MLN specifies a probability distribution over possible worlds.
Marginal inference computes the probability for specific values of variables in
these possible worlds.

Thereby, we can create a reusable IT infrastructure model that includes in-
frastructure dependencies and measured availability. The model can be used to
calculate a prediction how new threats affect the availability of IT components in
an IT infrastructure. This provides a fast and quantitative solution to determine
if a new threat is acceptable or needs to be mitigated.

We demonstrate and evaluate our solution in a case study where we implement
the MLN for a small part of an IT infrastructure. We show how the change of
availabilities through a new threat can be predicted and how to analyze a risk
mitigation approach for this threat.

2 Background

2.1 Markov Logic Networks

Markov logic networks generalize first-order logic and probabilistic graphical
models by allowing soft and hard first-order formulas [6]. Hard formulas are
regular first-order formulas, which have to be fulfilled in every possible world.
Soft formulas have weights that support worlds in which they are satisfied,
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Fig. 1. The diagram describes the grounding of a Markov network. The grounded
formulas G are generated by substituting each occurrence of every variable in the
MLN Formulas with constants of the domain C. The possible worlds X are generated
by giving all possible groundings of each predicate. Both the possible worlds X and the
grounded formulas G are checked and provided with a value 1 if there are true and 0
otherwise. (Adapted from [7]).

but they do not need to, or in case of negative weights even should not, be
satisfied. The probability of a possible world, one that satisfies all hard formu-
las, is proportional to the exponential sum of the weights of the soft formulas
that are satisfied in that world. This corresponds to the common representation
of Markov networks as log-linear model [6].

An MLN is a template for constructing a Markov network. Figure 1 illustrates
the structure of a MLN. For each set of constants, there is a different Markov
network, following the rules given in the MLN. Markov logic makes the assump-
tion that different constants refer to different objects (unique name assumption)
and the domain consists only of those constant and that no other objects (closed
world assumption). An atom is a formula that consists of a single predicate and
a grounding substitutes each occurrence of every variable in a formula with a
constant. A set of grounded atoms is called a possible world.

An MLN L is a set of pairs 〈Fi, wi〉, where Fi is a first-order logic formula
and wi is a real numbered weight [6]. The MLN L, combined with a finite set of
constants C = {c1, c2, ...c|C|}, defines a ground Markov networkML,C as follows:
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1. ML,C has one binary node for each possible grounding of each pred-
icate in L. The value of the node is 1 if the grounded atom is true
and 0 otherwise.

2. ML,C contains one feature for each possible grounding of each for-
mula Fi in L. The value of this feature 1 if the formula is true, and
0 otherwise. The weight of the feature is the wi associated with Fi

in L.
[6, p. 113]

Generally, a feature can be any real-valued function of the variables of the
network. In this paper we use binary features, essentially making the value of
the function equal to the truth value of the grounded atom.

The description as a log-linear model leads to the following definition for the
probability distribution over possible worlds x for the Markov network ML,C :

P (X = x) =
1

Z
exp

(∑
i

wini(x)

)
(1)

where Z is a normalization constant and ni(x) is the number of true groundings
of Fi in x.

When describing the MLN we use the format 〈first order formula,weight〉.
Hard formulas have infinite weights. If the weight is +∞ the formula must always
be true, if the weight is −∞ it must always be false. A soft formula with weight
0 has equal probabilities for being satisfied in a world or not.

There are two types of inference with Markov logic: maximum a posteriori
(MAP) inference and marginal inference. MAP inference finds the most probable
world given some evidence. Marginal inference computes the posteriori proba-
bility distribution over the values of all variables given some evidence. We use
marginal inference, which allows us to determine the probability distribution
of the infrastructure variables for the offline predicate and thereby predict the
future availability.

Most query engines require the input to be split into two parts: the formulas
(also called program) and the known evidence data.

2.2 Availability

Achieving high availability, defined as up to 5 minutes unavailability per year, is
a longstanding goal in the IT industry [8]. Continuous monitoring of availability
is part of IT service management best practices like the Information Technology
Infrastructure Library (ITIL) [5]. We define availability as the probability that
a system is working properly and reachable. The availability of a system can be
determined as follows:

Availability =
Uptime

Uptime+Downtime
(2)

Unavailability is the inverse of availability:

Unavailability = 1−Availability (3)
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We distinguish between measured availability and predicted availability. The
measured availability of important infrastructure components and services is typ-
ically measured over a one-year time-frame. The predicted availability is an esti-
mation how the availability will be, under the assumption of specific changes in
the threat-landscape or the infrastructure. We use marginal inference in Markov
logic networks to calculate the predicted availabilities in our approach.

3 Predicting Unavailability with Dependency Networks
and MLNs

For the threat analysis, we need a dependency model, data on availability and
threats. We show how this information can be combined and transformed into
evidence for our Markov logic network. Afterwards we discuss the networks func-
tion.

3.1 Dependency Network for IT Infrastructures

The basis of our threat analysis is a dependency network. The dependency net-
work models how the availability of one infrastructure component depends on
that of other components.

We use this network to calculate how a new threat endangering one com-
ponent propagates through the network and reduces the availability of other
components. The nodes of the network are the high-level infrastructure com-
ponents and services, for which availability information exists. There are three
types of edges: Specific and generic dependencies are modeled as directed edges;
redundancies are modeled as undirected edges.

A specific dependency means that a component needs another specific compo-
nent and cannot be available without it. For example, an email service depends
on the router and is unavailable if the router is unavailable.

A generic dependency means that a component needs at least one of a group
of redundant components. For example, given two redundant servers realizing
an email service, the email service is available if at least one of the servers is
running. We model this with an edge between the email service node and each
server node.

A redundancy edge means that two components provide the same function-
ality and one of them can, without manual reconfiguration, provide the work of
both. It is possible to have more than two redundant components; in this case,
they must be fully connected with redundancy edges. Furthermore, no compo-
nent should have a redundancy edge to itself. We only consider fully redundant
systems; redundancies that are more complex can be modeled with typed re-
dundancies. An example for a dependency network can be seen in Figure 2 in
Section 4.

The dependency network can be translated easily into evidence for the MLN.
Each edge type translates into a predicate and each node translates into a con-
stant. The symmetry of redundancy and the transitive behavior of the depen-
dencies are modeled as formulas in the MLN program.
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3.2 Markov Logic Network for IT Risk Management

Our Markov logic networks has three types of variables and six predicates. The
different types of variables are infra1 as the type of all infrastructure com-
ponents and services, threat as the type of all threats and float is a nu-
meric value. The predicate specificDependency(infra, infra) models that
the first infrastructure component depends on the second infrastructure compo-
nent. genericDependency(infra, infra) means that the first infrastructure
component depends on the second infrastructure component or a redundant
alternative. redundancy(infra,infra)models redundant components. endan-
gered(threat, infra, float) expresses that a threat endangers an infras-
tructure component with a weight of float. measuredUnavailability(infra,
float) encodes the measured unavailability as weight float, and offline

(infra) states that a component is not available.
The only hidden predicate, a predicate without full evidence, is offline

( infra). It is therefore the only predicate we query and whose variable dis-
tribution we determine through sampling. The variable distribution is used to
determine the offline probability of an infrastructure component, i.e. the pre-
dicted unavailability.

All other predicates are observed, that means all grounded atoms that are not
listed in the evidence are false. Each infrastructure component has an availability.
If the availability is not specified explicitly the MLN sampling uses a weight of
zero, roughly corresponding to an a priori availability of 0.5.

In its basic form, our MLN program comprises five formulas:

〈specificDependency(i1,i2)∧ offline(i2)⇒ offline(i1),∞〉 (4a)

〈genericDependency(i1,i2)∧ redundancy(i2,i3)

∧ offline(i2)∧ offline(i3)⇒ offline(i1),∞〉 (4b)

〈redundancy(i1,i2)⇒ redundancy(i2,i1),∞〉 (4c)

〈measuredUnavailability(i1,conf)⇒ offline(i1), conf〉 (4d)

〈endangered(t,i1,conf)⇒ offline(i1), conf〉 (4e)

Formula 4a is a hard formula that invalidates every world where infrastructure
component i2 is offline and infrastructure component i1 is online, if there is a
specific dependency between them.

Formula 4b does the same as Formula 4a for generic dependencies. Provided
i1 is generically dependent on i2 and i3, which are redundant, it invalidates
every world in which i1 is online while i2 and i3 are offline.

Formula 4b supports only two redundant infrastructure components, but for-
mulas for more than two redundant components can be constructed analogously.

1 In the following we use type writer fonts like infra for statements in MLNs.
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These analogous formulas need their own generic dependency predicate (e.g.
genericDependencyTwo, genericDependencyThree, ...). This prevents that, for
example, the formula for a two-component dependency influences the formula for
three-component dependency. Though it is possible to create a first-order logic
formula that works with any number of redundant components, not all MLN
solvers support the full expressiveness of first-order logic. Hence, we chose this
workaround for better solver support.

The hard Formula 4c models the symmetry of redundancy: if i1 is redundant
to i2 then i2 is also redundant to i1.

Formulas 4d and 4e allow giving each evidence a separate weight. An evidence
with measuredUnavailability("Server 1", -3) translates into 〈 offline

(" Server 1"), -3〉. Formula 4d is used to assign an individual measured un-
availability to each infrastructure component.

Formula 4e works analogously. The additional parameter threat t allows
specifying more than one threat per infrastructure component. The last two
formulas can be combined into one formula, but we think modeling is easier
when not mixing single threats with estimated probabilities and quantitatively
determined availabilities. The source-code for our MLN program is given in
Appendix A.

The weights for the measured availabilities can be found manually by iter-
atively calculating the probabilities and correcting the weights. In some cases,
finding the correct weights is not trivial [9], but there are efficient learning algo-
rithms for MLNs [6].

The weights for new threats need to be estimated. We propose involving a
domain expert in the estimation of how much the availability of the directly
affected infrastructure component should be reduced. This allows us to learn a
weight for the new threat and to determine how the new threat indirectly affects
the availability of other components.

3.3 Summary of the Approach

We start by creating a dependency network of all major infrastructure com-
ponents and services. We transform this network into evidence for our MLN
program. We collect unavailability information for each node and use a learning
algorithm to add the corresponding weights to the evidence. By adding threats,
the resulting evidence can be used to determine the effect of a local threat to
the whole network.

4 Case Study

A small case study demonstrates the usability of our solution. There exist several
open-source inference engines for Markov logic networks, e.g. Alchemy2, Tuffy3,
and RockIt4. We use RockIt for the calculations in our study.

2 http://alchemy.cs.washington.edu
3 http://hazy.cs.wisc.edu/hazy/tuffy
4 https://code.google.com/p/rockit
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Email Service

Server 1Server 2

Router 1Router 2

WiFi AP 1

WiFi Service

Fig. 2. The dependency network of the small IT infrastructure of our case study. Solid
arrows indicate specific dependencies, dashed arrows symbolize generic dependencies
and the dotted line represents a redundancy.

The base configuration of the dependency network (see Figure 2) has seven
nodes: An Email Service is realized by two redundant servers Server 1 and
Server 2. Each of the servers depends on its own router (Router 1 and Router

2, respectively). One of the two routers is used by a WiFi Access Point (AP),
which offers a WiFi Service. The corresponding evidence is listed in Table 1, the
MLN program can be found in the Appendix A. The infrastructure components
and services have the measured unavailabilities given in column Scenario 1 in
Table 2 and the corresponding, learned weights are shown in Table 3.

We can now add a new threat: Router 1 threatens to overheat because con-
struction work cut off the normal airflow to the room. The predicate expressing
this is endangered("Overheating", "Router 1", 3). By using marginal infer-
ence, we get the offline probabilities, which give us the predicted unavailabilities
shown in column Scenario 2 in Table 2.

The threat increased the unavailability of Router 1 by 0.0095. This has the
effect that the unavailability of WiFi AP 1, Server 1 and WiFi Service also
increases by 0.0095. On the other hand, the unavailability of Email Service

remains unaffected, because it can use Server 2, which depends on Router 2.
The changes can be seen in Figure 3.

The cooling problem can only be solved through expensive additional construc-
tion work; therefore, other risk mitigation approaches should be investigated.

A cheap risk mitigation approach is to provide a second, redundant WiFi

AP 2, which uses Router 2. We update the infrastructure model (Table 4) and
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Table 1. The predicates for the dependency network of the base configuration

genericDependency("Email Service","Server 1")

genericDependency("Email Service","Server 2")

redundancy("Server 1","Server 2")

specificDependency("Server 1","Router 1")

specificDependency("Server 2","Router 2")

specificDependency("WiFi AP 1","Router 1")

specificDependency("WiFi Service","WiFi AP 1")

Table 2. The unavailabilities for the different scenarios of the case study. Scenario
1 is the base configuration, Scenario 2 is the base configuration with the overheating
threat, Scenario 3 is the configuration with a second WiFi AP, and Scenario 4 is the
configuration with a second WiFi AP and the overheating threat.

Component Scenario 1 Scenario 2 Scenario 3 Scenario 4
(measured (predicted (measured (predicted
unavailabilities) unavailabilities) unavailabilities) unavailabilities)

Email Service 0.0010 0.0010 0.0010 0.0010
Router 1 0.0005 0.0100 0.0005 0.0099
Router 2 0.0010 0.0009 0.0010 0.0009
Server 1 0.0015 0.0110 0.0015 0.0109
Server 2 0.0020 0.0019 0.0020 0.0019
WiFi Service 0.0015 0.0110 0.0015 0.0015
WiFi AP 1 0.0010 0.0105 0.0010 0.0104
WiFi AP 2 - - 0.0010 0.0010

set the unavailability for the new WiFi AP 2 equal to that of WiFi AP 1 (see
Scenario 3 in Table 2). Again we use the MLN program from Appendix A and
learn the corresponding weights (Table 3).

Now we can add again the threat endangered("Overheating", "Router 1",

3) and calculate the unavailabilities (see Scenario 4 in Table 2) with the help
of marginal inference. The unavailability of Router 1 increases by 0.0094. The
unavailability of Server 1 and WiFi AP 1 also increases again but this time the
unavailability of the WiFi Service remains unaffected. The changes are also
shown in Figure 3.

We can see that a second WiFi Access Point would successfully mitigate the
risk for the WiFi Service.

The slightly different increase of the unavailability in the two scenarios has
two reasons. First, the learning algorithm provides only an approximation of
the correct weights for the unavailabilities. Second, the number of evidence (and
thereby the number of possible worlds) changed between the two scenarios, but
the weight of the threat remained the same. As can be seen in Figure 3, these
effects are small enough to not influence the overall result.

The case study also demonstrates that the results of MLN marginal inference
are not exactly the results one would expect from regular probability calculation.
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Scenario 1: the base configuration

Scenario 2: the base configuration with the overheating threat

Scenario 3: the configuration with a second WiFi AP

Scenario 4: the configuration with a second WiFi AP and the overheating threat

Fig. 3. The change of the unavailabilities in the different scenarios of our case study

However, as we demonstrate, the MLN calculation is well suited for the calcula-
tion of threat propagation.

5 Related Work

There exist alternative approaches that combine logic and probability (see [10]
for an overview). Here we limit the discussion of related work to Bayesian logic
programs (BLP) [11]. Because of the usage of Bayesian networks in combination
with risk analysis [12], BLPs seem to be the most prevalent alternative to MLNs.

Bayesian logic programs aim at resolving some limitations of Bayesian net-
works, among others the essentially propositional nature of their representations.
Therefore, Bayesian logic programs unify Bayesian networks with logic program-
ming. Each Bayesian logic program represents a Bayesian network by mapping
the atoms in the least Herbrand model, which constitutes the semantics of the
logic program, to nodes of the Bayesian network.
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Table 3. The learned weights for the measured unavailabilities in the base configuration

measuredUnavailability("Email Service",-6.907250)

measuredUnavailability("Router 1",6.933551)

measuredUnavailability("Router 2",0.001400)

measuredUnavailability("Server 1",-6.908549)

measuredUnavailability("Server 2",-6.905200)

measuredUnavailability("WiFi AP 1",-0.023739)

measuredUnavailability("WiFi Service",-7.590026)

Table 4. The predicates for the dependency network with a second WiFi AP.

genericDependency("Email Service","Server 1")

genericDependency("Email Service","Server 2")

genericDependency("WiFi Service","WiFi AP 1")

genericDependency("WiFi Service","WiFi AP 2")

redundancy("Server 1","Server 2")

redundancy("WiFi AP 1","WiFi AP 2")

specificDependency("Server 1","Router 1")

specificDependency("Server 2","Router 2")

specificDependency("WiFi AP 1","Router 1")

specificDependency("WiFi AP 2","Router 2")

A BLP computes the probability for one query from the known probabilities
in the resolution to the query statement. In contrast, MLNs infer all probabilities
from a given complete set of weights.

Furthermore, there exist efficient solvers for MLNs and they have been applied
to a wide range of problems, for instance in requirements-driven root cause
analysis [13] and data integration [14].

Another advantages of MLNs over other probabilistic logic approaches is that
the Markov networks, constructed through the MLN, are undirected graphs.
This has the effect that changing the weights at one node will influence the whole
graph and thereby the results. Hence, it is more likely to find new relationships
between elements that where not explicitly modeled. On the other side, this
has the disadvantage that it is harder to isolate a single variable. Unlike BLPs
[11], MLNs have very simple semantics while theoretically keeping the expressive
power of first-order logic [6].

There are other approaches that use dependency networks to determine the
global impact of a threat. The approach of Zambon et al. [15] focuses on down-
time and temporal aspects but unlike our approach it is qualitative and considers
only one threat at a time. The approach of Breu et al. [16] uses the number of
attacks as the key quantitative concept and models each threat separately but
does not take redundant components into account.
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Table 5. The new learned weights for the configuration with a second WiFi AP.

measuredUnavailability("Email Service",-6.906300)

measuredUnavailability("Router 1",6.909860)

measuredUnavailability("Router 2",10.333070)

measuredUnavailability("Server 1",-6.905100)

measuredUnavailability("Server 2",-6.888114)

measuredUnavailability("WiFi AP 1",-7.600700)

measuredUnavailability("WiFi AP 2",-10.364995)

measuredUnavailability("WiFi Service",-6.500500)

6 Discussion

To our knowledge this paper presents the first application of Markov logic net-
works to risk management. We have shown that MLNs generally allow an auto-
matic calculation of risks, exemplified by the probability of availability, in an IT
infrastructure.

As described in the case study, our solution allows us to efficiently calculate
how a threat affects an infrastructure network. We have demonstrated how the
analysis can be used to compare changes in the infrastructure and thereby sup-
port the risk mitigation. Our approach has two major features. First, it employs a
top-level model for the dependency network, which can be easily maintained and
reused. Second, it uses the measured availabilities of the infrastructure compo-
nents and thereby creates a quantitative infrastructure model without modeling
every threat separately. This also has the advantage that the manual work for
risk analysis is greatly reduced.

In most cases, risk assessments are performed regularly, e.g. every six month.
At the same time, the link between availability and risk management is seldom
used and technological support for IT risk management was identified as one
area where improvement is needed [4].

Our approach enhances risk assessment by providing an automation and al-
lowing reuse of earlier work. By using the availability measurements of the IT
service management as quantitative input and provide results in the same way,
we allow an easy communication of IT risk.

However, there are some limitations, caveats and lessons learned from using
Markov logic networks, and in particular marginal inference in MLNs.

It is not possible to simply add or remove infrastructure components or ser-
vices to or from an existing model. This is so because the weight of the new com-
ponent or service influences the total weight of the model, which in turn affects
the probabilities of all statements. In the current state of our solution, adding
or removing a new infrastructure component requires relearning all weights.

Even though MLNs use a quite simple representation, modeling with them
is not as straightforward as it may seem [7]. Each variable, every literal that
involves a hidden predicate, in the MLN must have a weight. For instance in
our case study this means that each node in the dependency network needs a
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measuredUnavailability(infra, float). This requires an accurate specifica-
tion of the MLN evidence. However, since the measurement of the availability is
a best practice [5], the necessary data should be available.

Without an understanding of the normalization of weights and the log-linear
model, the relationship between the weights and the resulting probabilities of
the marginal inference can be counterintuitive. Changing the weight of a single
formula shifts the relative weights of the possible worlds according to where the
formula is true. This results in sometimes unexpected changes in probabilities
of statements. Therefore, we usually learn the weights for the measured unavail-
abilities. While modeling with MLNs it is also important to have in mind that
the weight of a soft formula does not directly correspond to a specific universal
probability for this formula. The probability depends on the whole MLN and
the modeled domain, including the number of individuals in this domain.

A limitation of existing implementations for marginal inference is their use
of sampling algorithms to calculate the probabilities. To determine the effect of
threats with very low probabilities, which are quite common in risk management,
sampling requires a high number of iterations. Threats with very small proba-
bilities can provide the problem that their frequency is so low that they do not
influence the availability measurement of a component. These threats can still
be added manually through the predicate endangered(threat,infra, float).
To our knowledge, there is no alternative to sampling as the exact computation
is too complex to be done for larger networks. However, it has the advantage
that it allows us to choose how much time to invest into the accuracy of the
probabilities. We reduce the problem of sampling with low probability by using
the measured unavailability, as combination of many small threats and thereby
are able to aggregate them to larger numbers.

While there are different MLN solvers, to our knowledge none of them sup-
ports full first-order logic. Because of the undecidability of first-order logic, this
will most likely not change.

7 Conclusion

We have demonstrated how Markov logic networks (MLN) can be used to cal-
culate the expected availabilities of infrastructure components and services. Our
solution uses a combination of a dependency network, measured availabilities and
a new threat information as basis for this calculation. We obtain the evidence for
the MLN by constructing a dependency network and learning the weights for the
measured availabilities. By adding a new threat and using marginal inference,
we can predict availabilities of IT components under different threat conditions.
This allows a faster and more quantitative risk analysis, which is essential for
today’s threat landscape, than a manual analysis. We have focused our work on
how threats indirectly affect the whole network. Future work is needed in differ-
entiating the impact. Not all services are equally important for the organization
and there are other kinds of impact than taking an IT component offline, for
instance compromising it or reducing its efficiency. We plan to further improve
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the solution by integrating existing data sources to automatically generate the
dependency network.
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A RockIt MLN

For our MLN, we use the syntax of RockIt [17]. RockIt expects first order formu-
las in conjunctive normal form (CNF). An online version of RockIt is available
here: http://executor.informatik.uni-mannheim.de/systems/rockit/

*specificDependency(infra,infra)

*genericDependency(infra,infra)

*redundancy(infra,infra)

*endangered(threat,infra,float_)

*measuredUnavailability(infra, float_)

offline(infra)

!specificDependency(i1,i2) v !offline(i2) v offline(i1).

!genericDependency(i1,i2) v !redundancy(i2,i3) v !offline(i2)

v !offline(i3) v offline(i1).

!redundancy(i1,i2) v redundancy(i2,i1).

conf: !measuredUnavailability(i1, conf) v offline(i1)

conf: !endangered(t,i1,conf) v offline(i1)

http://executor.informatik.uni-mannheim.de/systems/rockit/
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Abstract. Process choreographies are part of daily business. While the correct
ordering of exchanged messages can be modeled and enacted with current chore-
ography techniques, no approach exists to describe and automate the exchange of
data between processes in a choreography using messages. This paper describes
an entirely model-driven approach for BPMN introducing a few concepts that
suffice to model data retrieval, data transformation, message exchange, and corre-
lation – four aspects of data exchange. For automation, this work utilizes a recent
concept to enact data dependencies in internal processes. We present a model-
ing guideline to derive local process models from a given choreography; their
operational semantics allows to correctly enact the entire choreography from the
derived models only including the exchange of data. We implemented our ap-
proach by extending the camunda BPM platform with our approach and show
its feasibility by realizing all service interaction patterns using only model-based
concepts.

Keywords: Process Modeling, Data Modeling, Process Choreographies, Data
Exchange, BPMN, SQL.

1 Introduction

Customer

Supplier

Request 
Message

Quote 
Message

Fig. 1. Request for quote
choreography

In daily business, organizations interact with each other,
e.g., concluding contracts or exchanging information. Fig. 1
describes an interaction between a customer and a supplier
with respect to a request for a quote. The customer sends
the request to a chosen supplier which internally processes
it and sends the resulting quote as response which then is
handled internally by the customer. An interaction between
business processes of multiple organizations via message
exchange is called process choreography [32]. The industry
standard BPMN (Business Process Modeling and Notation) [20] provides the following
concepts to model process choreographies. A choreography diagram describes the order
of message exchanges between multiple participants from a global view, called global
choreography model. The message exchanges are then refined into send and receive ac-
tivities distributed over the different participants. This can be captured in collaboration
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diagrams describing how each participant’s public process interacts with other partic-
ipants [2], also called local choreography model. Deriving a local choreography from
a global one is a non-trivial step; various techniques are required [7] including locally
enforcing the order of globally specified message exchanges.

Typically, these two choreography models are used to globally agree on a contract
about the messages exchanged and their order. In above example, both participants
agreed that first the customer may send a request to the supplier which is then answered
with a quote by the supplier. Based on the agreement, each participant has to implement
its public process as a private process describing the executable part of this participant
including the interactions with other participants as described in the choreography; this
private process is called a process orchestration [13]. Existing approaches for deriving
an orchestration for each participant from a choreography, such as the Public-to-Private
approach [2], only cover the control-flow perspective of the contract: ensuring the cor-
rect order of messages. In the following, we address the correct contents of messages
to achieve a correct data exchange that realizes the choreography.

Generally, organizations store their data in local databases that other choreography
participants cannot access. These databases follow local data schemes which differ
among the organizations. However, the interacting organizations want to exchange data
and therefore have to provide the information to be sent in a format which is understood
at the receiving side. Thus, an agreed exchange message format has to be part of the
global contract mentioned above. For a successful process choreography, it has to be
ensured that messages to be sent are provided correctly and that received messages are
processed correctly based on the global contract. In more detail, three challenges arise:

C1—Data Heterogeneity. Interacting participants, such as our customer and supplier,
each implement their own data schema for handling their private data. For sending a
message to another participant, this local data has to be transformed into a message the
recipient can understand. In turn, the received message has to be transformed into the
local data schema to allow storing and processing by the recipient.

C2—Correlation. A participant may run multiple instances simultaneously. Therefore,
messages arriving at the receiver side need to be correlated to the correct process in-
stance to allow successful interaction.

C3—1:n Communication. In choreographies, there may be multiple participants of
the same type, e.g., multiple suppliers, a customer sends a request for quote to. Thus,
individual processes need to communicate with a multitude of (external) uniform par-
ticipants.

Current choreography modeling languages such as BPMN do not provide concepts to
solve C1-C3. Instead, each participant manually implements message creation and pro-
cessing for their private process, which is error-prone, hard to maintain, and easily re-
sults in incompatibilities to other participants in the choreography.

In this paper, we describe a model-driven approach to automate the data exchange
from process choreography models while maintaining existing control flow aspects to
realize process choreographies. We utilize the industry standard BPMN and extend its
choreography modeling by few but essential concepts for the data exchange. We de-
scribe a modeling guideline that shows how to utilize the new concepts for specifying
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details required to automate data exchange of a private orchestration model that is con-
sistent to a public choreography model (the contract). We introduce operational seman-
tics for the new modeling concepts which makes the orchestration models executable,
and thus allows running the entire choreography purely model-based.

Thereby, we assume correctness of modeled choreographies, i.e., realizability [7],
and correctness of data flow within each private process orchestration model, i.e., object
life cycle conformance [14]. Further, we assume that all partners agreeing on the global
contract, i.e., the structure of data objects, have the same understanding of the object’s
content, i.e., agree upon the co-domain for all data attributes. Following, no abnormal
behavior of data exchanges and their control flow can occur.

The remainder of this paper is structured as follows. Section 2 discusses the require-
ments derived from above challenges. Subsequently, we explain the modeling guideline
in Section 3 followed by the operational semantics allowing to execute the modeled
choreographies directly from process model information in Section 4. In Section 5, we
discuss our implementation and its feasibility for implementing all service interaction
patterns purely model-based [3]. Section 6 is devoted to related work and Section 7
concludes the paper.

2 Requirements

The challenges C1-C3 described above give rise to specific requirements for automat-
ing data exchange in process choreography modeling and execution. We discuss these
requirements and their possible realization in the following.

R1—Content of Message. Messages contain data of different types exchanged between
participants. The involved participants have to commonly agree on the types of data and
their format they want to exchange.

R2—Local Storage. The participants create and process data used for communication
with other participants in their private processes. This needs to be stored and made avail-
able in their local databases.

R3—Message Provision. As the data provided in a message is local to the sender, the
data must be adapted to the agreed format such that the recipient can interpret the mes-
sage content.

R4—Message Routing. Multiple parties may wait for a message at a certain point in
time. This requires to route the message to the correct recipient.

R5—Message Correlation. After being received by a participant, the message needs
to be correlated to the activity instance which is capable to process the message content.

R6—Message Processing. Activities receiving messages have to extract data from the
message and to transform it into the local data format usable within their processes.

Requirements R1, R2, R3, and R6 are basic features to realize C1; R4 and R5 origi-
nate in C3; and R5 also addresses C2.

Languages such as WSDL [27] use data modeling to specify message formats; we
adopt these ideas to address R1. Requirements R2, R3, and R6 concern the processing
of data in an orchestration. The approach in [16] allows to model and enact data depen-
dencies in BPMN processes for create, read, update, and delete operations on multiple
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data objects – even in case of complex object relationships. For this, annotations on
BPMN data objects are automatically transformed into SQL queries (R2). Further, data
querying languages such as XQuery [30] allow to implement data transformations be-
tween a message and a local data model. In the following, we combine these approaches
to specify message extraction (R3) and message storage (R6) in a purely model-based
fashion. Languages such as BPEL [19] and BPMN [20] correlate a message to a pro-
cess instances based on key attributes in the message; we adopt this idea to address R5.
The next sections describe how to model process choreographies including details re-
quired to automate the data exchange so that data stored locally at the sender’s side can
be transmitted and stored in the receiver’s local data model consistent with the global
contract.

Requirement R4, the actual transmission of messages from sender to receiver, is
abstracted from in choreography and process models and also not discussed in this
paper. One can use standard technologies such as middleware or web services to realize
the communication between the process engines of participants.

3 Modeling Guideline

This section introduces a few concepts that allow implementing the automatic data ex-
change of a process choreography in an entirely model-based approach. We present
these concepts embedded in a modeling guideline for devising private orchestration
models consistent to a public choreography model; Section 4 presents the execution
semantics for our choreography models.

Figure 2 illustrates our modeling guideline which has a global level, where the pub-
lic contract is defined, and a local level, where the local process implementations can
be found. We assume that the choreography partners have already specified a collabora-
tion diagram that shows how each participant’s public process interacts with the other
participants and ensures local enforceability of control-flow [2]; see Fig. 2 (top). To
support data exchange between participants, we propose that this public contract is sup-
plemented with a global data model in which the partners specify the business objects to
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Fig. 2. Modeling guideline



320 A. Meyer et al.

Global Collaboration Diagram

Private Process Model

Cu
st

om
er

Send 
request

Receive 
quote

Su
pp

lie
r

Receive 
request

Send 
quote

Cu
st

om
er

Supplier

Send 
request

Receive 
quote

Request
[created]

pk: r_id

Request
[sent]

pk: r_id

Quote
[received]

pk: q_id
fk: r_id

[new]CO: Request

Quote Item
[received]

pk: qi_id
fk: q_id

III

[new]

Global_Request
CI: Global_Request.r_id

Global_Quote
CI: Global_Request.r_id

Request 
Message

Quote 
MessageG

lo
ba

l L
ev

el

Lo
ca

l L
ev

el
 o

f 
Cu

st
om

er

Create 
request

[new]

Global_Quote
CI: Global_Request.r_id

Global_Request
CI: Global_Request.r_id

Quote
Details

[received]
pk: qd_id
fk: q_id

[new]

Fig. 3. Global choreography model and local process model of the customer

be exchanged; see Fig. 2 (top middle). Next, we follow and extend the P2P approach [2]
to move from the global to the local level: each participant separately defines a local data
model and a schema mapping between their local and the global data model and imple-
ments the private process conforming to their public process in the global collaboration
diagram. Next, we describe the details of the global contract followed by the local level
both along our modeling guideline.

On the global level, all choreography parties together define the following artifacts:

Global collaboration diagram: The global collaboration diagram describes the control
flow layer of the choreography, i.e., it describes which messages are exchanged in which
order on a conceptual level. Exemplary, the left part of Fig. 3 shows the collaboration
diagram of the Request for quote choreography sketched in the introduction. It includes
public processes with all necessary send and receive tasks for each participant, the cus-
tomer and the supplier.

Global data model: Messages are used to exchange data. In choreography modeling
languages such as WS-CDL [10] or BPEL4Chor [6], the data carried by a message
is described technically by attribute names and data types for each message individ-
ually [27]. Instead, we propose that the interacting parties first agree on data objects
they want to share and document this in a global data model, for instance using XSD
(http://www.w3.org/standards/xml/schema). In our example, customer
and supplier have agreed on three data objects, Global Request, Global Quote, and
Global Articles, as shown in the upper part of Fig.5. Each object has a unique identifier
attribute (e.g., r id for Global Request) and some have a foreign key attribute (e.g., r id
for Global Quote) to express relationships.

Message Definition: Then, message types are specified by referring to business objects
defined in the global data model. We assume that each message carries exactly one
global data object; nested objects allow placing complex data object hierarchies within
one message. Further, we adopt key-based correlation [19, 20] for messages: each mes-
sage contains a set of key/value pairs that allow identifying the correct process instance
on the receiver side; each key is an attribute of some data object in the global data model.
For example, Request Message of Fig. 3 (left) refers to the Global Request object and

http://www.w3.org/standards/xml/schema
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Quote Message refers to Global Quote which has multiple Global Article objects. A
Quote Message will contain a Global Quote object and all its Global Article objects.
Both messages use attribute r id of Global Request as correlation key.

-name : String
-CI : List<String>
-d : DataObject

Message
(from Common)

Fig. 4. Message class

Altogether, a message is declared as tuple m = (name,CI, d),
where name is the message type, the correlation information
CI ⊆ K × V is a set of key/value pairs, and d is the actual
data object in the message. To model this tuple, BPMN must be
extended as shown in the UML class in Fig. 3. Originally, a mes-
sage contains a string identifying its name, i.e., message type. We
add correlation information as a list of strings, each denoting one
key/value pair, and the payload as data object.

Then, each participant locally creates the following artifacts based on the global
contract:
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Local Data Model: Each participant
defines a local data model which de-
scribes the classes of data objects
handled by the private process. For
example, the local data model of
the Customer has four classes Re-
quest, Quote, Quote Details, and
Quote Item; see Fig. 5 (bottom).
We propose to also use the local
data model to design the schema for
the database where the objects are
stored and accessed during the pro-
cess execution. There are some requirements to the local data model wrt. the global
data model as described next.

Schema Mapping: A schema mapping defines how attributes of local classes map to at-
tributes of global classes, and allows to automate a data transformation between global
objects contained in messages and local objects. For this paper, we consider an attribute-
to-attribute schema mapping which injectively maps each attribute of a global object
to an attribute of a local object as shown in Fig. 5. Note that the attributes of object
Global Quote are distributed over objects Quote and Quote Details. The local imple-
mentation can hide private data in a local attribute by not mapping it to a global attribute
(the mapping is not bijective), e.g., the state attributes of each local class. Local data
model and schema mapping must ensure that primary and foreign keys are managed
locally to avoid data inconsistency: when a local object can be created from a received
global object, key attributes of the global object must map to non-key attributes of the
local objects. For example, the local Quote shall be created from a Global Quote ob-
ject, thus Quote gets the attributes g q id and g r id to store the primary key q id and
the foreign key r id of Global Quote for local use. Typically, these keys are used for
correlation.

Executable private process: Based on the global collaboration diagram, each partici-
pant designs their private process by enriching their public process with activities that
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are not publicly visible. In addition, each process (and each subprocess) gets assigned
a case object; instantiating the process also creates a new instance of this case object
that uses as primary key value the process instance id [16]. Fig. 3 (right) shows the pri-
vate process model of the customer. First, activity Create request creates and prepares
a new instance of case object Request (see “CO” in the top left corner of the process).
The schema mapping defines which local data objects are required to derive the pay-
load d and the correlation information CI for a message to be sent; this is included
in the process model by associating the required data objects as input to the send task.
In our example in Fig.3, activity Send request creates a Request Message containing a
Global Request. The respecting local Request object is associated to Send request as
input. Correspondingly, we associate the local data objects into which the payload of
a received message is transformed as output objects of a receive task. The last activ-
ity modeled in the customer process receives the Quote Message. The payload of this
message is transformed into data objects Quote, Quote Details, and the multi-instance
data object Quote Item all being associated as output to the receive task. The process
designer has to specify whether the receive task creates new or updates existing data
objects. We use the data annotations described in [16] to express operations and depen-
dencies of local objects. In the given example, the message payload is used to create
new data objects only as indicated by the identifier new in the upper part of each ob-
ject. Local data schema, schema mapping, and private process together define the local
choreography of the participant.

Fig.6 shows the private process model and the local data model of the second partic-
ipant – the Supplier. Here, each attribute of a local class directly maps to a correspond-
ing attribute with an equivalent name in the corresponding global class. For instance,
attribute price of class Global Article maps to to attribute articlePrice of class Article,
attribute r id of class Global Request maps to attribute g r id of class Request, and so
on. The private process has three activities: After receiving the Global Request, which is
stored as Request object in state received, the supplier processes the request and creates
the Quote. Sending the Global Quote message requires data objects Quote and Article
to set the payload and Request to set the correlation identifier Global Request.r id.

This modeling guideline proposes a logical order in which the artifacts should be
created based on dependencies between them. However, situations may arise where a
different order (or iterations) are required. In any case, by refining the public process
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into a private one and by defining local data model and schema mapping as described, a
process modeler always obtains a local choreography that is consistent with the global
contract. In the next section, we show how to make the local choreography executable,
thus achieving a correct implementation by design.

4 Executing Data-Annotated Process Choreographies

As discussed by the requirements of Section 2, exchanging a message requires the fol-
lowing 7 steps that we illustrate in Fig. 7 for the supplier sending a quote to the customer:
(1) The required data objects are retrieved from the supplier’s database (satisfying R2
of Section 2) and (2) transformed to the message (satisfying R1 & R3), which is (3) sent
from the supplier and (4) received at the customer’s side (satisfying R4). The received
message is then (5) correlated to the corresponding activity instance (satisfying R5),
where the message (6) gets transformed into data objects (satisfying R1 & R6) which
are then (7) stored in the customer’s database (satisfying R2 again).
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Fig. 7. Approach overview

We now present the operational semantics for the modeling concepts of Section 3
that automatically enact these steps from the local process model only. We first con-
sider sending and receiving messages in Sections 4.1 and 4.2, respectively, followed by
correlation handling in Section 4.3.

4.1 Send

According to the BPMN specification [20], each activity goes through various life cycle
states including inactive, ready, active, completing, and completed in this order. Upon
process instantiation, all activities are in state inactive and await enablement (state
ready) taking place if the control flow proceeds to this activity and its input data is
available.

Sending a message first requires all specified input data objects to be available
to activate the send task. By Section 3, each send task has all required data ob-
jects as input data and availability can be checked via an automatically generated
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SQL query [16]. For example, activity Send quote requires data object Quote in state
created with primary key q id and foreign key r id pointing to object Request; the
corresponding guard is (SELECT COUNT (q id) FROM Quote WHERE r id
= $ID AND state = created) ≥ 1. This SQL query returns the number of
Quote entries in the local database that are in state ‘created’ and related via foreign
key r id to the case object instance Request of the current process instance (identified
by $ID); there has to be at least one [16]. For example, consider the database extract
of Fig. 8a that shows four entries in the Request, Quote, and Article tables. If the cur-
rent process instance has $ID = 6, then executing the SQL query returns 1, i.e., the
required Quote is available. Availability is checked in this way for all input data objects.

If all input objects are available, the send task retrieves the data objects from the lo-
cal database (step 1) and transforms them into the actual message (step 2). For retrieval,
we adapt the SQL statements of [16] by replacing “SELECT COUNT ... ≥ 1” with
“SELECT *”. For example, object Quote is retrieved by SELECT * FROM Quote
WHERE r id = $ID AND state = created. All specified input objects are re-
trieved in this way. Then the global object and the correlation information of the mes-
sage are obtained through the specified schema mapping. In our example, we retrieve
all objects of Fig. 8a. From these, object Quote and its contained objects Article are
transformed into object Global Quote and corresponding Global Articles. This yields
the global objects of Fig. 8b, note the two Global Articles with foreign key q id =
30 to the Global Quote. After transformation, all three global objects are added to the
payload of the message to be sent by the corresponding sent task. The correlation in-
formation Global Request.r id = 21 is taken from attribute g r id of the local object
Request as specified in Fig. 5. After completing the message creation and adding the
correlation identifier, the state of the send task changes from ready to active. The work
now performed by a send task is to initiate the actual sending of the prepared message
shown in Fig. 8b.

4.2 Receive

After a received message has been correlated to the corresponding instance (see Sec-
tion 4.3) it can be processed by basically reversing the two steps for sending a message.
First, the objects in the message are transformed into the local data model (step 6 in
Fig. 7) followed by storing them in the local database (step 7). A receive task can only
receive a message when it is in state active; when it received the message it changes to
state completing. In this activity state, the transformation and storage steps take place.

In our example, the received message of Fig. 8b is transformed via the schema map-
ping of Fig. 5: Global Quote and its contained Global Articles are mapped to a Quote,
Quote Details, and multiple Quote Items as shown in Fig. 8c. Note that attributes in bold
are private attributes that are not defined by the schema mapping (consider them empty
for now). For instance, the local object Quote gets attributes g r id = 30 and g q id =
21 while attributes state, r id, and q id (in bold) are only set in the last step after all
objects have been transformed.

The last step persists the transformed data objects in the local database based
on the annotated output data objects of the receive task. For this, we use the ap-
proach of [16] for automatically deriving SQL queries for creating or updating
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Fig. 8. Representation of one instance from the message flow shown in Fig. 7 where each object
refers to one column in the corresponding database table named as the respecting object (cf. [16])

objects. In our example, all output objects of Receive quote are annotated with
[new], i.e., are newly created. The original approach of [16] only considers the
annotations for primary key, foreign key, and state to generate the SQL query
which would yield the query INSERT INTO Quote (q id, r id, state)
VALUES (DEFAULT, $ID, received) for data object Quote ($ID identifies
the current process instance). In this paper, we extend the query to include the
information of the local data objects extracted from the received message. The
complete query for the Quote object looks as follows: INSERT INTO Quote
(q id, r id, state, g r id, g q id) VALUES (DEFAULT, $ID,
received, 21, 30). For the multi-instance data object Quote Item, we generate
two queries, one for each extracted local data object.

Fig. 8c visualizes the customer database after inserting all data objects extracted
from the received message (for instance $ID=21). In this step, data objects have to be
persisted in the right order to ensure the validity of key relations. In our example, the
Quote object has to be stored first to ensure that the foreign key value for object Quote
Details is known. This requires that key relationships do not form a cycle. Technically,
we traverse the graph of dependencies between data objects starting at the root, e.g.,
first object Quote, then object Quote Details, and finally both Quote Item objects are
inserted. When the graph is completely traversed, the receive task reaches the completed
state.

Objects without annotation [new] are updated which happens analogously [15].
While the order of object processing is not important for updates, updates cannot be ap-
plied to data collections, i.e., multi-instance objects, because the objects in the message
may be different from the objects stored locally. Assigning explicit global ids would
solve this issue, but is out of scope for this paper. We also allow combinations of inserts
and updates for one receive task, if the limitations of both operations are considered,
i.e., insertion order for newly created objects and no update on data collections.

4.3 Correlation

Before a message can be handled, it has to be assigned to its receiving instance which
is also known as correlation handling. The standard approach is key-based correla-
tion [19, 20], where some attributes of the data model are designed as correlation keys.
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An incoming message is correlated to a process instance when both store the same value
for all correlation keys in the message; any two instances must be distinct on their corre-
lation values. We first consider the case when an instance has all keys initialized already
and then discuss how to initialize a key.

All keys initialized. Our approach refines key-based correlation by making correlation
keys part of the global data model. On the one hand, each message m = (name,CI, d)
explicitly defines a number of correlations keys CI , where each key d2 .a ∈ CI points
to some attribute a of some global data object d2 (not necessarily d). For example, the
message of Fig. 8b has the correlation key Global Request.r id while its payload is of
type Global Quote (as specified in Fig. 3). On the other hand, each participant defines
a local data model, where each correlation key attribute d2 .a of m is mapped to a local
attribute f(d2 .a) = d ′

2 .b of some local data object d′2. Each process instance $ID
has its own case object instance and related object instances; message m correlates
to $ID when the value of each d2 .a ∈ CI matches the value of the corresponding
f(d2 .a) of some data object related to instance $ID. For example, the Customer maps
Global Request.r id to Request.r id (see Fig. 5). Thus, the message of Fig. 8b can be
correlated to a process instance where the case object has Request.r id = 21.

Formally, the correlation information of a message m = (name,CI, d) is a set
CI = {(k1, v1), . . . , (kn, vn)} of key/value pairs, where each key ki = di.ai is an
attribute ai of a global data object di. A participant’s schema mapping f maps each key
to a local attribute f(di.ai) = d′i.a

′
i. The value of the correlation attribute d′i.a

′
i can

be extracted with respect to the case object c of the receiving instance $ID as follows.
Object d′i relates to c via foreign key relations. Thus, we can build an SQL query joining
the tables that store d′i and c, select only the entries where the primary key of c equals
$ID, and finally extract the value of attribute d′i.a

′
i; see [17]. Let e(d′i.a

′
i, c,$ID) denote

the results of this query. By ensuring that in the local data model the relations from c to
d′i are only 1:1, the extracted value e(d′i.a

′
i, c,$ID) = v is uniquely defined. Now, m

correlates to an instance $ID of a process with case object c iff for each (ki, vi) ∈ CI
holds e(f(ki), c, $ID) = vi. This definition can be refined to not only consider the case
object of the entire process, but also the case object and instance id of the scope that
encloses the active task that can receive m.

Initializing correlation keys. When sending a message m, then its correlation keys are
automatically initialized by extracting for each global correlation attribute ki the corre-
sponding value e(f(ki), c, $ID) = vi from the sender’s local data model. Technically,
this can be done in the same way as extracting the payload of m, see Section 4.1. From
this point on, all process instances receiving a message with correlation key ki have to
agree on the value vi. The only exception is when e(f(ki), c, $ID) =⊥ is still unde-
fined at the receiving instance. By initializing the local attribute f(ki) to value vi, we
can make $ID a matching instance for m. Thus, we generalize the above condition: m
correlates to an instance $ID of a process with case object c iff for each (ki, vi) ∈ CI
holds if e(f(ki), c, $ID) 	=⊥ then e(f(ki), c, $ID) = vi. When receiving m, the local
key attribute f(ki) can be initialized for $ID to value vi by generating an SQL update
statement as discussed in Section 4.2.
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5 Evaluation

We implemented our approach by extending the camunda Modeler, a modeling tool sup-
porting BPMN, and the camunda BPM Platform, a process engine for BPMN process
models. The modeling tool was extended with the annotations for messages and data ob-
jects described in Section 3; message types of the global data model are specified in XSD
and a simple editor allows to create an attribute-wise schema mapping from the global
to the local data model. Once a private choreography model has been completed, the
user can automatically generate XQuery expressions (http://www.w3.org/TR/xquery/)
at the send and receive tasks to transform between local and global data model (Sec-
tion 4). The engine was extended with a messaging endpoint for sending and receiving
messages in XML format to correlate messages, to read and write local data objects by
generating SQL queries from process models, and to process messages as described in
Section 4. As the concepts in this paper, also our implementation does not address R4
(message routing); in particular if the receiving task is not in state active to receive the
incoming message, the message will be discarded. Making the process layer compatible
with error handling of the message transport layer is beyond the scope of this paper.

To demonstrate the feasibility of our approach, we implemented the service interac-
tion patterns [3] which capture basic forms of message-based interaction. For the sake
of brevity, we explain the central challenges and how they were solved in our approach;
see [15] for details of our solutions.

(A) Single transmission, bilateral. Two participants A and B each send/receive one mes-
sage; patterns (P1:send), (P2:receive), and (P3:send/receive) are affected. The chal-
lenges are to (1) generate and send a message, (2) to correlate a message based on
an initialized or uninitialized key, and (3) to process a received message. Our running
example in Fig. 3 shows how these challenges are solved.

(B) Single transmission, multilateral. Participant A sends/receives one message from
multiple participants B1, B2, ..., each. The challenge in (P4.racing incoming message)
is to receive only one message and discard others (solved by enabling the receive task
only once). The challenge in (P5.one-to-many send) is to generate multiple messages
with different correlation information for different recipients (solved by placing a send
task in a multi-instance subprocess – each instance provides a unique id that is used as
correlation identifier). The challenge in (P6.one-from-many receive) is to correlate mul-
tiple incoming messages (solved by using the same correlation key in all messages – the
first message initializes the key and all subsequent messages are correlated accordingly).
Pattern (P7.one-to-many send/receive) combines patterns P5 and P6 – its challenges are
solved by combining solutions for P5 and P6.

(C) Multi-transmission interaction. Participant A directly exchanges multiple messages
with one or more participants B1, B2, ... The challenge in (P8.multi-response) is to re-
ceive multiple replies for one request until a “stop” condition holds (solved by using
the same correlation key in request and replies, the stop condition is limited to timeouts
and “finalizing” message types). The challenge in (P9.contingent request) is to resend
a request to a different recipient after no reply to a first request was received (solved
by placing send/receive tasks in an iterative subprocess that produces a new correlation
identifier in each iteration, and timer events to trigger a new iteration). The challenge
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in (P10.atomic multicast) is to send a cancellation message to n recipients when less
than m out of n recipients responded to a request (partially solved by placing send/re-
ceive tasks within a multi-instance subprocess with timeout gateways – the m out of n
condition has to be defined manually).

(D) Routing. Participant B forwards messages from A to further participants C, D, ...
which then send a reply to A directly. The challenge in (P12.relayed request) is to for-
ward a correlation key of A to a participant C that can use the key in a reply to A
(solved by making the correlation key part of the messages routed to C and by ensuring
that each participant on the way can map the key to its local data model). The challenge
in (P13.dynamic routing) is to forward a message to C or D based on the contents of a
message sent by A (solved by using the attribute pattern A2 of [17] on an exclusive gate-
way that chooses between sending to C or sending to D). The challenge in (P11.request
w/ referral) is to forward a message from A to some participant X whose URL is de-
fined in the message (partially solved by defining the endpoint URL of X through a
variable, the assignment to that variable from the contents of the message has to be
defined manually).

Our implementation and the implemented patterns are available at http://bpt.hpi.uni-
potsdam.de/Public/BPMNData.

6 Related Work

While briefly discussing approaches being related to the presented concepts, we focus
on the communication between distributed partners, the transformation of data, and
message correlation. The service interaction patterns discussed in [3] describe a set of
recurrent process choreography scenarios occurring in industry. Thus, they are a major
source to validate choreography support of a modeling language. Besides BPMN [20]
as used in this paper as basis, there exist multiple solutions to cope with process chore-
ographies. Most prominent are BPMN4Chor [5], Let’s Dance [35], BPEL4Chor [6],
and WS-CDL [29]. From these, only BPEL4Chor and WS-CDL realize operational
semantics to handle message exchange by reusing respectively adapting the concepts
defined in BPEL [19]. Though, message transformation to achieve interoperability be-
tween multiple participants is done with imperative constructs, i.e., the process engineer
has to manually write these transformations and has to ensure their correctness. Addi-
tionally, BPEL4Chor and WS-CDL are not model-driven as the approach introduced in
this paper.

Apart from process and service domains, distributed systems [24] describe the com-
munication between IT systems via pre-specified interfaces similar to the global con-
tract discussed in this paper. Usually, the corresponding data management is done by
distributed databases [21] and their enhancements to data integration systems [12, 25]
as well as parallel database systems [8] or is done by peer-to-peer systems [9, 26].
The database solution allows many participants to share data by working with a global
schema which hides the local databases, but unlike our approach, the participants work
on the same database or some replication of it. Peer-to-peer systems take the database
systems to a decentralized level and include mechanisms to deal with very dynamic
situations as participants change rapidly. In process choreographies, the participants are
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known and predefined such that a centralized solution as presented in this paper saves
overhead as, in the worst case, the decentralized approach requires a schema mapping
for each communication between two participants instead of only one mapping per par-
ticipant to the global schema. The transformation of data between two participants can
be achieved via schema mapping and matching [22,23], a mediator [33], an adapter [34],
or ontology-based integration [4,18,31]. For instance, [4] utilizes OWL [28] ontologies,
which are similar to our global data model, and mappings from port types to attributes
via XPath expressions to transform data between web services. In this paper, we utilize
schema matching due to the close integration of database support for data persistence.

Returning to the process domain, there exist fundamental works describing the im-
plementation of process choreographies [1, 7] with [1] ensuring correctness for inter-
process communication. These works only describe the control flow side although the
data part is equally important as messages contain the actual artifacts exchanged. [11]
introduces a data-aware collaboration approach including formal correctness criteria.
They define the data exchange using data-aware interaction nets, a proprietary notation,
instead of a widely accepted one as BPMN, the industry standard for process modeling,
used as basis in this paper.

7 Conclusion

We presented an approach allowing to model and automate the data exchange of pro-
cess choreographies entirely model-driven. Thereby, we utilized the industry standard
BPMN and extended the model-driven data dependency enactment approach catered for
process orchestrations with concepts for process choreographies. Based on challenges
of data heterogeneity, correlation, and 1:n communication, we identified a set of six
requirements covering the retrieval of data from the sender’s local database, the data
transformation into a global data schema all participants agreed upon, the correlation
of a message to the correct activity instance, the transformation from the global to the
receiver’s local database schema, and the storage of the data there. The message rout-
ing between participants is out of scope of this paper by adapting existing technologies
as, for instance, web services. In this paper, we describe a modeling guideline with the
artifacts required to automatically execute the mentioned steps from these only. Further-
more, we describe the corresponding operational semantics and provide details about
our implementation. Our approach has been implemented; we could implement all ser-
vice interaction patterns of [3] except for dynamically setting URLs of recipients and
evaluating data conditions over aggregations of data objects; both are outside the scope
of this paper and deserve future work. Also the integration of process layer and mes-
sage transport layer (in particular wrt. handling message transport errors) is outside the
scope of this paper. The current approach only utilizes tasks to send and receive mes-
sages. However, BPMN also supports message events to which the discussed concepts
could be applied as well by overcoming BPMN’s limitation that events cannot trans-
form and correlate data objects. In future work, we plan to provide an integrated formal
verification technique for model-driven data enactment in process orchestrations and
choreographies.
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Abstract. There are several motivations to promote investment and scientific 
effort in the integration of intentional and operational perspectives: organisa-
tional reengineering, continuous improvement of business processes, alignment 
among complementary analysis perspectives, information traceability, etc. In 
this paper we propose the integration of two modelling languages that support 
the creation of goal and business process models: the i* goal-oriented modelling 
method and Communication Analysis, a communication-oriented business 
process modelling method. We describe the methodological integration of the 
two modelling methods with the aim of fulfilling several criteria: i) to rely on 
appropriate theories; ii) to provide abstract and concrete syntaxes; iii) to provide 
scenarios of application; and iv) to develop tool support. We provide guidelines 
for using the two modelling methods in a top-down analysis scenario. We also 
present an illustrative case that demonstrates the feasibility of the approach. 

Keywords: modelling language, requirements engineering, goal modelling, 
business process modelling, ontological analysis, metamodel integration. 

1 Introduction 

Organisations are aware of the importance of evolving to keep pace with changes in 
the market, technology, environment, law, etc. [1]. As a result, continuous improve-
ment and reengineering have become common practices in information system engi-
neering. Understanding organisations and their needs for change often requires  
several interrelated perspectives [2-3]. The information system engineering commu-
nity has contributed a number of modelling languages that are typically oriented  
towards a specific perspective, requiring approaches to their integration [4].  

In this paper, we focus on extending a business process perspective with intentional 
aspects of organisations. Business process modelling languages provide primitives to 
specify work practice (i.e. activities, temporal constraints and resources). Despite being 
widely accepted that processes are means to achieve organisational goals [5], process 
models give little attention to the strategic dimension [6]. The analysis, prioritization 
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and selection of organisational strategies are the scope of intentional modelling lan-
guages, which focus on the business roles, their goals and their relationships.  

Business processes and goals are intrinsically interdependent [7] and several works 
provide detailed arguments in favour of combining both perspectives: (i) An inte-
grated approach allows understanding the motivation for processes [6]. (ii) In the 
opposite direction, goals may be used to guide process design [8]. (iii) Traceability is 
enhanced, which is necessary for enterprise management [9] and facilitates the sustai-
nability of organisations [10]. (iv) It helps identifying cross-functional interdependen-
cies during business change management, by supporting the identification of the goals 
for change and the analysis of the impact on processes [11] [8] [10]. 

We pursue this aim by integrating a goal-oriented and a business process-oriented 
modelling language. There are several criteria that one would expect from modelling 
language integration. Remarkably, we consider the following: (i) The languages to 
combine need to be formally described. (ii) The integration itself should be well 
founded in theory. (iii) It should clarify the scenarios where the integrated approach 
can be applied and provide some scenario-dependent guidelines. (iv) It should provide 
tool support. These criteria guide our research. A comparative review (see Section 2) 
reveals that proposals with similar aims do not fulfil one or several of the above-
mentioned criteria, revealing that the challenge remains open. 

This paper presents our steps from the problem investigation to the implementation 
of a modelling tool. We have chosen to integrate the languages proposed by i* [3], a 
goal-oriented modelling method, and Communication Analysis (CA) [12], a commu-
nication-oriented business process modelling method. The reason to choose i* is its 
expressiveness to specify dependencies, with which we intend to trace strategic moti-
vations and processes. In the case of CA, we aim to get the most out of the communi-
cational techniques in order to analyse business processes; it is not its notation what is 
important, but the underlying concepts and guidelines. Moreover, some current busi-
ness process modelling suites use BPMN with a communicative approach. In addi-
tion, the authors have competence in these languages as to target the endeavour.  

As a result, in this paper we present the following contributions: 

• We report on the alignment between i* and CA performed by means of ontological 
analyses and the investigation of overlapping concepts and semantic relations. 

• We integrate the metamodels of both modelling languages, providing rationale for 
the design decisions, and we provide guidelines for a top-down modelling scenario. 

• We describe an Eclipse-based tool that supports integrated modelling of i* and CA. 

We structure our research in terms of design science since it involves creating new 
artefacts and acquiring new knowledge. Our research methodology follows the engi-
neering cycle as described by [13] (see Fig. 1). The second step corresponds to a  
method engineering effort; throughout the paper, we use the terminology in [14]. The 
resulting integrated method is exemplified by means of a running example that  
demonstrates the feasibility of the approach. 

The paper is structured as follows. Section 2 defines the solution criteria and com-
pares related works. Section 3 presents a running example and introduces the methods 
selected for integration. Section 4 presents our proposal for integrating i* and CA. 
Section 5 presents guidelines for a top-down modelling scenario. Section 6 describes 
the modelling tool. Finally, Section 7 concludes with a discussion and future work. 
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Fig. 1. Overview of the research methodology 

2 Related Work 

In the field of business process management, there are several related works that ap-
proach goal-oriented business process reengineering from diverse angles. We analyse 
these approaches based on the criteria mentioned in the introduction (see Table 1): (a) 
ontological foundation: none, just a conceptual framework, based on ontologies but 
no explicit alignment, ontology-based alignment; (b) metamodel integration: none, 
partial, complete; (c) modelling scenarios: top-down (from goal model to business 
process model), bottom-up (the other way round), iterative (switching back and forth 
among both models), evolution (business processes evolve as driven by goal models); 
(d) existence or not of tool support. 

Some works focus on modelling the as-is system (reverse engineering). For in-
stance, [15] proposes a goal elicitation method to deepen the understanding of current 
processes. The authors conclude that a suitable semantics and representation to relate 
goal and business process models is needed, which is a motivation for our proposal. 
[7] discusses the alignment of goal and process modelling methods (using Tropos and 
ARIS, respectively) and proposes a three-stage method to model the as-is system. 

Other works focus on supporting the business process model evolution. [16] pro-
poses a goal-based pattern definition language for business process evolution, where 
processes are trajectories in a space of all possible states, and goals are final states. 
[17] presents a formal approach to analysing the dependency of softgoals on proc-
esses; as a practical result, they enable modelling the evolution rationale. 

Table 1. Summary of the review of the state of the art 

Refs. Ontological Foundation Metamodel Integration Modelling Scenario Tool 
Support 

[16] Conceptual framework N/A Evolution No 
[15] None No Top-down  No 
[6] Based on ontologies No N/A  No 
[7] Conceptual framework No Top-down  No 
[11] Conceptual framework Complete Iterative  No 
[9] None No Top-down No 
[8] Conceptual framework No Top-down  No 
[10] Conceptual framework No N/A No 
[17] Based on ontologies No Evolution No 
Ours Ontologically aligned Complete Currently top-down 

Potentially may support the rest  
Yes 

4. SOLUTION IMPLEMENTATION
       • Provide an Eclipse-based 
         integrated modelling tool 
       • Transfer solution to Pros-Req software 
         development framework (future work)

1. PROBLEM INVESTIGATION
            • Investigate the need for a goal-process integration 
              (revisit own experience in software development projects, 
              literature review)
            • Define the criteria to judge solution success 
            • Define a procedure for ontology-based language integration

2. ARTEFACT DESIGN
      • Explore available solutions by reviewing state of the art
      • Design a new solution; i.e. our proposal:
             • Select the methods for integration
             • Perform ontological analyses of selected methods
             • Investigate and analyse overlapping concepts
             • Integrate the language metamodels
             • Provide modelling guidelines 

3. SOLUTION VALIDATION
      • Demonstrate the feasibility by means of a lab demo
      • Evaluate the benefits, the trade-offs, and
        the sensitivity of the solution (future work)

5. IMPLEMENTATION EVALUATION
       • Ascertain the operability of the tool 
       • Assess the stakeholders satisfaction 
         and evaluate the criteria for success
         (future work)

(Engineering cycle)

INTEGRATE 
GOAL-ORIENTED AND 
BUSINESS PROCESS-

ORIENTED 
LANGUAGES
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Other works focus on modelling the to-be system (forward engineering). [8] pre-
sents an informal, seminal approach in which goals provide a basis for process defini-
tion. [11] defines a method that takes as input an as-is business process model and 
produces a to-be goal model and a to-be business process model.  

Some of the above-mentioned works elaborate a conceptual framework to clarify 
definitions [7-8, 11, 16], and [17] even builds upon an existing ontology. However, 
none of them performs an ontological analysis to guide the integration of the model-
ling methods, which is our selected approach.  

With regards to modelling language integration, [11] relies on EKD metamodels 
(both perspectives are integrated a priori) but, noticeably, none of the works report a 
proper, rigorous metamodel integration ([7] mentions it as future work, though). 

We have taken the previous works as a reference and attempted to cover the gaps 
in terms of ontology-based analysis, metamodel integration and tool support (see last 
row in Table 1). Some works analyse semantic relations between goals and business 
processes [6, 9-10], what can be used as input for our guidelines definition. Similarly, 
the pattern-based approach in [16] could be adapted to the context of i* and CA. 

3 Running Example 

In the rest of the paper we will use as running example the SuperStationery Co. case, 
a company that provides office material to its clients. The company acts as an inter-
mediary: catalogued products are bought from suppliers and sold to clients. In this 
paper we focus on the intentional and operational aspects of sales management (acro-
nym SALE). A relevant excerpt of the i* model for the SuperStationery Co. case is 
shown in Fig. 2. We assume in the paper that the reader is familiar with i*. 

In this paper we will provide guidelines to support the transformation of such an i* 
model into a CA model (i.e. a top-down scenario). CA is a requirements engineering 
method that analyses the communicative interactions between the information system 
(IS) and its environment [12]. Therefore, the method focuses on external IS functions: 
information acquisition and distribution. CA offers requirements structure and several 
modelling techniques: 1) the Communicative Event Diagram (CED) describes busi-
ness processes from a communicational perspective; 2) the Event Specification Tem-
plate allows the structuring of the requirements; and 3) Message Structure specifies 
description of new meaningful information that is conveyed to the information system 
in the event [18]. The CED (see Fig. 3) consists of communicative events (CE). A CE 
is an organisational action that is triggered as a result of a given change in the world. 
It is intended to account for that change by gathering information about it. A CE is 
structured as a sequence of actions that are related to information (acquisition, sto-
rage, processing, retrieval and/or distribution), which are carried out in a complete 
and uninterrupted way. CE are identified by the norms and guidelines referred as 
unity criteria (which act as modularity guidelines) [19]. In addition, CED consist of 
actors that trigger the CE and provide the input information (primary), actors who 
need to be informed of the occurrence of an event (receiver) and relationships to spe-
cify communicative interactions (ingoing/outgoing) and precedence relationships 
among CE. 
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Fig. 3. Excerpt of a CA model for the SuperStationery Co. case 
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For the sake of illustration, Fig. 6 shows two examples of the type of reasoning 
process that has been applied during the ontological alignment. For instance, the me-
thod concepts istar.agent and ca.organisational actor map onto related FRISCO con-
cepts (frisco.goal-pursuing actor is a specialisation of frisco.actor). Additionally, 
istar.agent is qualified as having physical manifestation and know-how; we interpret 
this additional qualification as compatible and also applicable to ca.organisational 
actor. Therefore, we consider the two method concepts as overlapping. Similarly, the 
method concepts istar.goal and ca.organisational goal map onto the same FRISCO 
concept (i.e. frisco.goal). Therefore, istar.goal and ca.organisational goal are  
overlapping concepts. 

Table 2 summarises the overlapping concepts found in this analysis. Each row  
describes a pair of concepts that overlap. FRISCO mappings consist of FRISCO con-
cepts (underlined) that are qualified when necessary. Table 2 also indicates the onto-
logical alignments decided in view of the mappings (additional information of the 
methods was necessary). They are unconditional except in two cases. The CA method 
provides a set of unity criteria to identify and encapsulate communicative events that 
help to define them at an adequate level of modularity (see [19] for details). There-
fore, an istar.task maps to a ca.communicative event only if it satisfies the unity crite-
ria. An istar.resource maps to a ca.message structure only if it is informational (e.g. a 
delivery note). Hence, istar.physical resource does not map to ca.message structure 
(e.g. a pallet of boxes is not a message structure). 

Table 2. Mappings of candidate overlapping concepts 

i*– FRISCO mapping CA – FRISCO mapping Alignment 
i* concept FRISCO mapping CA concept FRISCO mapping  

agent 

actor with a concrete physical 
manifestation, for instance, a 
human actor, that carries out 
actions to achieve goals by 
exercising its know-how 

organisational 
actor 

goal-pursuing actor equivalent 

role 
type of actors such that it 
characterizes the behaviour of 
agents 

organisational 
role 

type of goal-
pursuing actors equivalent 

goal 
goal that is an intentional 
desire of an actor 

organisational 
goal 

goal of an actor of 
an organisational 
system 

equivalent 

task 
action that involves one actor 
in its pre-state and in its post-
state 

communicative 
event (CE) 

composite transi-
tion 

CE -> task 

task -> CE (1) 

resource 

input actand of an action (if it 
is physical) or data that is the 
input actand of an action (if it 
is informational) such that an 
actor desires its provision and 
there are no open issues about 
how it will be achieved 

message struc-
ture (MS) 

type of messages; it 
is an input actand of 
a composite transi-
tion (i.e. the “com-
municative event”) 

MS -> 
resource 

resource -> 
MS (2) 

Alignment conditions: (1) task satisfies unity criteria (2) resource is informational 
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The rationale is that the dependency indicates that the depender expects to receive 
an information from the dependee and, therefore, a communicative event is needed to 
allow the dependee communicate that information to the depender.  

The ca.interface actor, however, cannot be determined from the i* model. It may 
coincide with the primary actor or not. It may even be an actor that does not appear in 
the i* model at all because it is not strategically relevant. In the previous example the 
ca.interface actor Salesman does not appear in the i* model. 

Two istar.tasks i.e. one for the dependee and another for the depender may map 
into a single communicative event. The reason is that i* provides a separate SR dia-
gram for each actor and then the behaviour of a single communicative event with two 
involved actors appears distributed in two istar.tasks visualized into the boundary of 
the two actors. In our example, the task Place order in the Client SR maps into 
this new communicative event and a task of the Sales Manager SR (not shown in 
Fig. 2 for space reasons) also maps into it. 

A dependency may be connected to SR elements which are not tasks indicating 
that the task of communicating the resource information is implicit in the i* model. 

Guideline 1 is also applied to the dependencies for Order (from the Supplier to 
the Sales Manager), Order response (from the Sales Manager to the Sup-
plier) and Logistics Info (from Supplier and Client to the Transport 
Manager) to map to the communicative events SALE 2, SALE 3 and SALE 4 respec-
tively (see Fig. 2 and Fig. 3).  

The following group of guidelines deals with the rest of dependency types (i.e. 
where dependums are goals, tasks, softgoals or physical resources). Although these 
dependum types do not map directly into ca.message structures, they may indicate the 
existence of informational resources not explicit in the i* model. We define an  
abstract guideline that yields to four actual guidelines (from guideline 2 to 5) depend-
ing on the type of dependum. 

Abstract guideline. The dependum of a dependency D induces a message structure M 
if it is required that the dependee gives information to the depender about the inten-
tional satisfaction of such dependum. In that case, D induces a communicative event 
C such that: (1) C’s primary actor is D’s dependee actor, (2) C’s receiver actor is the 
D’s depender actor, (3) C’s ingoing and outgoing interactions specify M, (4) if any 
SR elements of D’s dependee and depender actors are tasks, those tasks map into C. 

We call this dependency an informationable dependency. The actual guidelines re-
fine the notion of intentional satisfaction according to the type of the dependum. 

Guideline 2. When the dependum is a goal, the notion of intentional satisfaction of 
the abstract guideline refines into attainment of this goal.  

The informational resource mapping into the new message structure is implicit in 
the i* model. In our example, the goal dependency for Insurance provided from 
the Client to the Insurance dept clerk is an informationable dependency be-
cause the client needs to receive the clauses of the insurance. The message structure 
Insurance info stands for this information. The communicative event Insur. 
Dept. clerk specifies clauses is obtained with communicative roles  
Insurance Dept Clerk and Client. The tasks Specify clauses (of the  
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Insurance Dept Clerk) and Obtain Insurance (of the Client) map into this 
event. 

Guideline 3. When the dependum is a task, the notion of intentional satisfaction of 
the abstract guideline refines into accomplishment of this task. 

Guideline 4. When the dependum is a softgoal, the notion of intentional satisfaction 
of the abstract guideline refines into level of satisfaction of this softgoal. 

In our example, the softgoal dependency for Products delivered timely by 
supplier from the Sales Manager to the Supplier is an informationable de-
pendency because the sales manager needs to be informed about the time when the 
products are shipped to supervise its timeliness. The message structure Supplier 
ship notif stands for this information. The communicative event Supplier no-
tifies the shipping of the goods is obtained with communicative roles 
Supplier and Sales Manager. There is another informationable softgoal depend-
ency for Products delivered timely by truck driver from the Trans-
port Manager to the Truck Driver. The event Truck Driver notifies the 
shipping of the goods is obtained with communicative roles Truck Driver 
and Transport Manager. 

Guideline 5. When the dependum is a physical resource, the notion of intentional 
satisfaction of the abstract guideline refines into the provision of this physical re-
source. 

The dependency for the physical resource Products from Truck Driver to 
Supplier leads to the creation of the communicative event Supplier notifies 
the shipping of the goods, which is merged with the notification that the 
Supplier gives to the Sales Manager (SALE 6). Thus, we add the receiver actor 
Truck Driver to SALE 6. Similarly, the dependency for Products from Client 
to Truck Driver leads to the addition of the receiver actor Client to SALE 7. 

Finally, we provide two additional guidelines. Guideline 6 describes the derivation 
of information to be registered in the information system from an istar.actor and 
guideline 7 deals with ordering events in the CA model. 

Guideline 6. An actor about which relevant information has to be registered in the 
information system indicates that a communicative event and its corresponding mes-
sage structure must be specified in order to register the actor information.  

This guideline is only applied if the information about the actor is necessary. In our 
example, a message structure is required for Client in order to keep a registry of 
clients. Some of the information to be kept is: VAT number, Client name, 
Telephone, Registration date, Client Addresses. The communicative 
event Clie 1 is also specified, it is not visible in Fig. 3 because it is part of another 
process, i.e. client registry. 

In general, an i* model does not provide information to deduce the ordering of the 
communicative events obtained from it, however if two chained dependencies with 
the same dependum appear in it then a precedence between the two mapped commu-
nicative events is implicitly induced. Guideline 7 stands for this case. 
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Guideline 7. Two dependencies, D1 and D2, mapping into two communicative events 
C1 and C2, indicate that C1 precedes C2 in the communicative event diagram if:  

(1) D1 and D2 have the same dependum 
(2) the depender of D1 is the dependee of D2 

In our example, there are two dependencies with the same dependum Order such 
that the Sales Manager is the depender in one and the dependee in the other. This 
indicates that the communicative event A client places an order where the 
Sales Manager receives the order must precede the event Sales Manager as-
signs supplier where the Sales Manager provides the order to the Supplier. 
Similarly, since there are two chained dependencies with the dependum Products, 
the event Supplier notifies the shipping of the goods must precede the 
event Truck driver notifies the shipping of the goods. 

The internal structure of ca.message structures is not obtained by applying the 
guidelines because i* models do not provide the details about the resources. It is nec-
essary to explore organisational documents to obtain it. 

6 Realising Goal and Process Integration: Prototype  

A technological support for the integration of i* and CA is necessary to carry out 
validations and future case studies. Although existing tools allow creating separate i* 
and CA models, we intend to support the combined modelling. 

We chose Eclipse (http://www.eclipse.org) as a technological platform. We used 
Eclipse Modelling Framework (http://www.eclipse.org/modeling/emf) and Graphical 
Modelling Framework (GMF, http://www.eclipse.org/modeling/gmp) to implement the 
metamodels and modelling tools for each method. We have followed a Model-Driven 
Architecture (MDA) [23] approach in order to develop a tool for both methods. This 
way, the handbooks of i* and CA correspond to the Computation-Independent Model 
layer of MDA. The abstract syntax of both methods are represented by means of Plat-
form-Independent Metamodels (PIMm), which correspond to Platform-Independent 
Model layer of MDA. According to these PIMm, we have specified the Platform-
Specific Metamodels (PSMm) that are compliant with Eclipse. These PSMm corre-
sponds to Platform-Specific Model layer of MDA. Finally, we defined the concrete 
syntax of both languages (graphical and textual appearance). The implemented tools 
correspond to the Code Model layer of MDA. 

Previous works present a PSMm for CA models compliant with GMF [24].We 
adapted it based on the result of the metamodel integration (Section 4). 

With respect to i*, there are several metamodels available. We analysed the PIMm 
presented in [22] and we opted to maintain the most of its concepts, although it re-
quired some adaptations to account for the metamodel integration and make it GMF-
compliant. To design the PSM metamodel for i*, we have analysed three tool-oriented 
metamodels: the OpenOme metamodel [25], the metamodel presented by Giachetti 
[26], and the unified metamodel for i* [27]. For further information and technical 
details about the prototype see [21]. 
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7 Conclusions and Further Work 

Given the existence of complementary perspectives in information system analysis, 
this work faces the challenge of integrating a goal-based and a business process-based 
modelling language. When attempting such task we had several criteria in mind: i) the 
languages should be described in a rigorous manner; ii) the integration should be 
theoretically underpinned; iii) the usage scenarios of the integrated language should 
be taken into consideration; and iv) tool support should be provided. We performed a 
review of related works, taking into account such criteria, to find out that there was 
indeed space for improvement. As a result, in this paper we undertake the integration 
of i* and Communication Analysis (CA). We have selected these languages for their 
expressiveness and their associated elicitation and specification techniques. 

Following a design-science methodology, we created three new artefacts: 1) the 
ontological alignment between i* and CA, 2) the integrated metamodel, and 3) the 
guidelines for integrated modelling. For this purpose, we reported the ontological 
analysis of both languages. This analysis provided a sound theoretical foundation for 
integrating both modelling languages. Beyond supporting a conceptual reasoning, the 
analysis also facilitated making concrete decisions regarding metamodel integration; 
e.g., we selected one metaclass from a single language (removing the other) or we 
kept both depending on whether their associated concepts were totally equivalent or 
their alignment assumed a specific condition. We then integrated their metamodels, 
providing rationale for the design decisions. Moreover, we identified usage scenarios. 
In this paper we provided guidelines for top-down scenarios. 

We have also developed an Eclipse-based tool to support the integrated modelling. 
We have taken into account the MDA layers and distinguished a platform-
independent metamodel and a platform-specific metamodel, which involves techno-
logical restrictions. This has facilitated clarifying the design rationale. 

As a next step, we plan to provide guidelines for naming the CA elements and i* 
elements in order facilitate the traceability among the elements of the integrated mod-
els. In addition, we plan to confront top-down scenario so as to validate it (trade-off 
and sensitivity), transfer the solution to some of our industrial partners, and assess 
stakeholders’ satisfaction. Also, we plan to provide guidelines to bottom-up, iterative 
and evolution scenarios. 
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Abstract. Much research work has been done on formalizing UML Ac-
tivity Diagrams for process modeling to verify different kinds of soundness
properties (deadlock, unreachable activities and so on) on process mod-
els. However, these works focus mainly on the control-flow aspects of the
process and have done some assumptions on the precise execution seman-
tics defined in natural language in the UML specification. In this paper, we
defineafirst-order logic formalization of fUML(Foundational Subset ofEx-
ecutable UML), the official and precise operational semantics of UML, in
order to apply model checking techniques and therefore verify the correct-
ness of fUML-based process models. Our formalization covers the control-
flow, data-flow, resources, and timing dimensions of processes in a unified
way. A working implementation based on the Alloy language has been de-
veloped. The implementation showed us that many kinds of behavioral
properties not commonly supported by other approaches and implying
multiple dimensions of the process can be efficiently checked.

Keywords: Formalization, Model-checking, fUML, Alloy.

1 Introduction

With the increasing complexity of processes, whatever their kind (i.e. business,
software, medical, military), process modelers need adequate tooling support to
simulate and to ensure their correctness before to use them in a real context.
Recent studies reported a significant rate of errors in industrial process mod-
els [1,2]. Typical errors are deadlocks, unreachable activities, inefficient use of
resources and timing problems.

UML Activity Diagrams (AD) are well-known for describing dynamic behav-
ior and have been extensively used as a process modeling language (PML) [3,4,5].
UML is a standard with a good tooling support and AD allow the expression of
most of the workflow patterns as identified by [6]. In order to verify UML-based
process models, current state-of-the-art has already proposed some formaliza-
tions of the way an AD operates [7,8,9]. These formalizations are mandatory
to apply model-checking techniques enabling an exhaustive and an automatic
verification of their models. However, in the current UML specification [10], the
operational semantics remains unclear, imprecise and ambiguous. This semantics
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is explained in natural language and dispersed through the specification. Due to
this fact, the authors of these formalizations have done some assumptions on
the precise operational semantics. As a consequence, the same process might
be executed and verified differently from one tool into another, implying a gap
between the semantics adopted respectively by each tool.

Recently, the OMG released fUML (Semantics of a Foundational Subset for
Executable UML Models) [11], a new standard that precisely defines the ex-
ecution semantics for a subset of UML 2.3 in a form of an Execution Model
implemented in a virtual machine. However, even if the semantics is now clear
and not subject to human interpretation, the semantics is not given in a for-
mal way but in the form of pseudo Java-code. Therefore, it is not possible to
straightforwardly apply model checking techniques.

In this paper, we define a formal model of fUML using first-order logic (FOL).
The formalization addresses a subset of fUML encompassing only the concepts
required for process modeling as identified in [3]. Current formalizations pro-
posed in the literature focus mainly on the control-flow aspects of the process
preventing to verify many kinds of properties related to data-flow, resources
and timing constraints [12]. Therefore, our formalization covers both control
and data-flow of the process through the use of the AD notations, and takes
into account the associated organizational data such as resources and timing
constraints. Then, we implement our formalization by using the Alloy modeling
language [13] and we build a graphical tool on top of the implementation. The
result of the verification is then graphically displayed on the process.

The rest of this paper is organized as follows. Section 2 presents the fUML
standard and its execution semantics. Section 3 presents our FOL formalization
of fUML. Section 4 gives an overview of interesting properties supported by
our formalism. The implementation of the formalization and a case study are
presented in Section 5. Finally, related work is addressed in Section 6 and Section
7 concludes by sketching some future perspectives of this work.

2 fUML

fUML is an OMG standard that precisely defines the execution semantics of a
subset of UML 2.3. The standard defines a virtual machine in the form of pseudo
Java-code, enabling compliant fUML models (i.e., UML models using only el-
ements comprised in the fUML subset) to be executed. It can be decomposed
in three main parts: (i) the abstract syntax represented by a subset of UML,
mainly composed by the Class Diagram and most of the Activity Diagram;
(ii) the Execution Model which defines the execution semantics of the abstract
syntax and (iii) the model library which defines primitive types and behaviors
(e.g. integer type and addition between two integers). In this section we give an
overview of the Execution Model.

2.1 Execution Model

The Execution Model is itself a model, written in fUML, that specifies how fUML
models are executed. The execution semantics adopted by fUML is quite similar
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Fig. 1. Call between the UML elements within the Execution Model

to Coloured Petri Nets (CPN) and is based on the principle of offering and
consuming object or control tokens between the different activity constituents.

To illustrate this concept, Figure 1 shows a simple process represented
with an AD composed of one InitialNode, two Action nodes and an
ActivityFinalNode. Each of these nodes are connected with a ControlFlow

edge. The sequence diagram shows the corresponding calls between the nodes
in the Execution Model. The diagram is a simplified version of what really hap-
pens during the execution and focuses on the interaction between elements.
ActionActivation and ActivityEdgeInstance are the instantiation of the cor-
responding abstract syntax.

When the fUML virtual machine invokes this activity, it starts by inserting a
token in each InitialNode. Then, the nodes with a token (i.e., the InitialNode
in our example) fire (i.e., execute their own behavior) and sendOffer on each of
their outputs ControlFlow. The ControlFlow is then able to call on its target
node A to receiveOffer. When the node “A” receives an offer, it first checks if the
prerequisites for its execution are satisfied, if yes, takes the offered tokens from
the input control flows and fires. At the end of the firing operation, the node
directly sendOffer on its outputs ControlFlow. The execution of an activity is
then an extended chain of sendOffer -receiveOffer -fire-sendOffer calls between
the activity constituents. When an ActivityFinalNode is reached or if there
are no nodes still able to execute, the activity is terminated. Each abstract
syntax element of an activity diagram has its own semantics. For example, a
DecisionNode will offer a token only on one of its output edges determined
during its fire execution.

Similarly to CPN, tokens positions and contents on the system represent the
actual execution state. Since the goal of this paper is mainly on the verification
of fUML-based process models, we focus on the formalization of the tokens game
between the semantics elements of an UML AD. Note that we call “tokens game”
the rules and conditions on which a token may pass through an edge to another
node to form a complete execution.

3 Formalization of the fUML Tokens Game

In the following, we present our formalization of the fUML tokens game by
defining the syntax of the langage and its semantics.



350 Y. Laurent et al.

Fig. 2.Excerpt of the fUMLActivity Diagrammeta-model handled by our formalization

3.1 Syntax

Figure 2 shows an excerpt of the UML class diagram handled by our formal-
ization. Here we concentrate only on those elements that are part of the fUML
standard and useful for the definition of a process as identified in [3].

An Activity is a graph with three kinds of ActivityNodes: ObjectNode,
ControlNode and ExecutableNode. An ObjectNode represents the data in a
process, a ControlNode coordinates the execution flow and an ExecutableNode

represents a node that can be executed, i.e. process action. There are two kinds
of ActivityEdge to link the nodes: ObjectFlow and ControlFlow. ObjectFlow
edges connect ObjectNodes and can have data passing along it. ControlFlow
edges constrains the desired order of execution of the ActivityNodes.
ControlNode can be used for parallel routing (ForkJoin), conditional routing
(DecisionNode), synchronization (JoinNode) and merging multiple alternate
flows (MergeNode). InitialNode and AcitivityFinalNode represent respec-
tively the beginning and the end of an Activity while FlowFinal terminates
a flow. InputPin and OutputPin are anchored to Actions to represent the
required input data and the output data produced by the action. Similarly,
an Activity can have multiple ActivityParameterNode to represent its data
input and output. Thus, an Activity can represent a process by defining a
coordinated sequencing set of actions using both control- and data-flow.

Formally, we consider three basic elements: Control, Executable, and Object.
– Control = {fork, join, decision,merge, initial, activityF inal, flowFinal}

represents the different ControlNode types,
– Executable = {action} represents the ExecutableNode type,
– Object = {activityParameter, outputP in, inputP in} represents the

ObjectNode type,
– Types = Control ∪ Executable∪Object represents the set of all types.
Thus, we introduce the notion of diagram as a vertex-labeled graph:

Definition 1. A Diagram is a tuple D = (V,E, Types, lab, lower, upper) such that:
– V is the set of vertices.
– E ⊆ V × V is the set of edges.
– lab : V 
→ Types is the labeling function associating to each vertice v ∈ V a Types.
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– lower/upper : V 
→ N ∪ {ε} are functions that return, respectively, the lower and
upper multiplicity of an object node.

lower(v)
def
=

{
n ∈ N if lab(v) ∈ Object

ε otherwise

The function upper has the same definition.

For a Diagram D = (V,E, T ypes, lab, lower, upper), we introduce the follow-
ing auxiliary functions that will help us to define formally an AD.
– V lab : Types �→ 2V is the function that returns all the vertices of a type:

V lab(t)
def
= {v ∈ V | lab(v) = t}

– incoming/outgoing : V �→ 2E are functions that return, respectively, the
incoming and outgoing edges of a node:

incoming(v)
def
= {(a, v) ∈ E | ∀a ∈ V }

outgoing(v)
def
= {(v, a) ∈ E | ∀a ∈ V }

– source/target : E �→ V are functions that return, respectively, the source
and target of an edge.

source(e)
def
= {s ∈ V | e = (s, t),∀t ∈ V }

target(e)
def
= {t ∈ V | e = (s, t),∀s ∈ V }

– input/output : V �→ 2V are functions that return, respectively, the input
and output pins of an action node.

input(v)
def
=

⎧⎨
⎩
in ⊆ V if lab(v) = action ∧ ∀v′ ∈ in, lab(v′) = inP in ∧

((v, v′) ∈ E ∨ (v′, v) ∈ E)

∅ otherwise

output(v)
def
=

⎧⎨
⎩
out ⊆ V if lab(v) = action ∧ ∀v′ ∈ out, lab(v′) = outP in ∧

((v, v′) ∈ E ∨ (v′, v) ∈ E)

∅ otherwise

Now, we can define the notion of Activity Diagram. Actually, it is a Dia-
gram with some additional structural constraints.

Definition 2. An Activity Diagram is a Diagram, AD = (V, E, Types, lab, lower,
upper), with the following additional constraints:
– No node is disconnected: ∀v ∈ V, incoming(v) �= ∅ ∨ outgoing(v) �= ∅.
– The source and target of an edge are different: ∀e ∈ E, source(e) �= target(e).
– Initial nodes have no incoming edge:

∀v ∈ V lab(initial) : incoming(v) = ∅
– All activity final and flow final nodes have no outgoing edge:

∀v ∈ (V lab(flowF inal) ∪ V lab(activityF inal)) : outgoing(v) = ∅
– Pin nodes are connected to a unique pin node:

∀v ∈ V lab(inP in) : |incoming(v) = {(a, v) ∈ E | ∀a ∈ V }| = 1 ∧
∀v ∈ V lab(inP in),∀e ∈ incoming(v),∀a ∈ source(e) : lab(a) = outP in ∧

∀v ∈ V lab(outP in) : |outgoing(v) = {(v, a) ∈ E | ∀a ∈ V }| = 1 ∧
∀v ∈ V lab(outP in),∀e ∈ outgoing(v),∀a ∈ target(e) : lab(a) = inP in

– The lower bound of an Object node is not greater than its upper bound:

∀v ∈ V lab(Object) : lower(v) ≤ upper(v)
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– The upper bound of an Object node is at least equal to one:

∀v ∈ V lab(Object) : upper(v) ≥ 1

Generally, a process is characterized by two main parts: the workflow and the
associated organizational information. Here, the workflow is represented using
UML AD. The organizational information is attached directly to the actions to
give insight about the execution. This information is domain dependent. For
instance, software processes might focus on the number of agents and their
skills, while medical processes require instrumentation and drugs. Therefore,
we define a process as an AD extended with most commonly used organizational
information: resources and time. Note that the definition can be easily extended
to take into account other domain dependent information.

Definition 3. A Process is a tuple P = (V, E, Types, lower, upper, lab, Resource,
Use, T iming) where:
– (V,E, Types, lab, lower, upper) forms an Activity Diagram s.t.:

• V contains at least one initial node: ∃n ∈ V, lab(v) = initial.
• V contains at least one activity final node: ∃n ∈ V, lab(v) = activityfinal.

– Resource is a finite set of resources,
– Use : V 
→ 2Resource is the function that maps each action to a set of resources:

Use(v)
def
=

{
r ⊆ Resource if lab(v) = action

∅ otherwise

– T iming : V 
→ N ∪ {ε} is the function that associates to each action a time to
perform it:

T iming(v)
def
=

{
v ∈ N if lab(v) = action

ε otherwise

3.2 Semantics

The semantics of our model follows the newly defined fUML standard [11]. We
formalize the way the tokens transit between the nodes and edges that compose
an fUML AD model. Moreover, to be able to reason about the timing constraints
of the process, we extend the formalization with discrete clocks representing the
time spent during the process execution.

The semantics of our formalism is based on the notions of states, enabling and
firing of transitions (similar to those used in CPN).

State. A state formalizes the configuration on which the process is at any time
of its execution.

Definition 4 (State). A state of a process P = (V, E, Types, lower, upper, lab,
Resource, Use, T iming) is a tuple s = (m,gc, lc) such that:
– m : V ∪ E 
→ N is the function, called marking, that associates to each node and

edge a natural number.
• for v ∈ V , m(v) is the number of tokens,
• for e ∈ E, m(e) is the number of offers.

– gc ∈ N is the global discrete clock representing the current time spent on the process,
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– lc : V 
→ N ∪ {ε} is the local discrete clock representing the current time spend on
a given action:

lc(v)
def
=

{
n ∈ N if lab(v) = action

ε otherwise

The set of all states of a process P is noted States.

Definition 5 (Initial State). An initial state s0 = (m0, gc0, lc0) of the system is
always defined as follows:
– All nodes own 0 token, except (i) the initial nodes which start with 1 token and (ii)

the input activity parameter node which start with a number of tokens that varies
between its lower and upper bounds:

m0(v) =

⎧⎪⎪⎨
⎪⎪⎩
1 if lab(v) = initial

n ∈ {lower(v), ..., upper(v)} if lab(v) = activityParameter ∧
incoming(v) = ∅

0 otherwise

– The global clock is initialized to zero: gc0 = 0.
– Local clocks are initialized to zero:

lc0(v) =

{
0 if lab(v) = action

ε otherwise

Transition. The dynamic of a process, i.e. its execution, is defined through
the notion of transition. To move from a state to another one, a transition is
first enabled then fired. Therefore, the enabling notion corresponds to a pre-
condition while the firing notion corresponds to a post-condition. We first define
the enabling notion, and then formalize the firing concept.

Transition enabling. A transition is said to be enabled when some preconditions
are met (to allow the firing of the transition). By abstracting the way the fUML
Execution Model executes an AD, two cases can be distinguished: (i) a node is
ready to execute; (ii) a node is ready to terminate. In our framework, these are
represented by predicates eStart and eFinish, respectively. Also, note that the
system can progress through time elapsing using the eTime predicate.

Let us consider a process P = (V, E, T ypes, lower, upper, lab, Resource,
Use, T iming) and a state s = (m, gc, lc). To simplify our notation, we assume
that s is implicitly available in the following enabling predicates.

1. eStart is the predicate that determines if a node v is ready to be executed.
Its formal definition relies on the following auxiliary predicates.
– The first condition corresponds to check if the node is not already exe-

cuting (not owning tokens) and have incoming edges:

pAll(v)
def
= (m(v) = 0) ∧ incoming(v) �= ∅

– An activity node needs an offer on all of its incoming edges:

pNode(v)
def
= pAll(v) ∧

∧
e∈incoming(v)

(m(e) > 0)
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– An action node extends the behavior with input and output pins, so the
number of offers on its incoming pins are also checked:

pAction(v)
def
= pNode(v) ∧

∧
e∈incoming(input(v))

(m(e) ≥ lower(v))

– Unlike other activity nodes, a merge node needs at least one of its in-
coming edge to have an offer:

pMerge(v)
def
= pAll(v) ∧

∨
e∈incoming(v)

(m(e) > 0)

Then, the enabling test corresponds to:

eStart(v)
def
=

⎧⎪⎨
⎪⎩
pAction(v) if lab(v) = action

pMerge(v) if lab(v) = merge

pNode(v) otherwise

2. eFinish is the predicate that determines if a node is ready to terminate and
relies on the following auxiliary predicates.
– The node must own tokens:

haveTokens(v)
def
= (m(v) > 0)

– An action must have its local clock incremented at least until its defined
timing:

pT iming(v)
def
= (lc(v) ≥ T iming(v))

Then, the enabling test to terminate a node corresponds to:

eF inish(v)
def
=

{
haveTokens(v) ∧ pT iming(v) if lab(v) = action

haveTokens(v) otherwise

3. eTime determinates if the clocks can be increased. The clocks can be in-
creased only during working time, i.e. when there is at least one action that
is executing:

eT ime()
def
=

∨
v∈V,lab(v)=action

((m(v) > 0) ∧ (lc(v) < Timing(v)))

Transition firing. The firing of a transition and the effect it has on a state can
be defined as follows. Also here, two cases have to be distinguished: (i) firing a
transition on a node that can start; (ii) firing a transition on a node that can
terminate and (iii) firing a transition to represent the elapsing time.

Let us consider a second state s′ = (m′, gc′, lc′). fStart, fFinish and fTime
express the constraints that must be satisfied to ensure that s′ is a successor
of s. fStart is a constraint related to a staring node (a node that satisfies the
enabling predicate eStart), fFinish is a constraint related to a finishing node (a
node that satisfies the enabling predicate eFinish), and fTime is a constraint
related to the increasing of the clocks (if the current state satisfies the enabling
predicate eTime). For simplification, we assume that s and s′ are implicitly
available in the following firing predicates.

We first introduce the predicate fz that constrains to equality the marking
of all the vertices and edges of s and s′, except the one given as parameter p:

fz(p ∈ (V ∪E))
def
=

∨
v∈{(V∪E)\p}

(m′(v) = m(v))
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1. fStart is based on the following auxiliary predicates.
– An activity node is executed by adding a token on it and removing the

offers from its incoming edges:

sNode(v)
def
= (m′(v) = m(v) + 1) ∧

∧
e∈incoming(v)

(m′(e) = m(e)−m′(v))

∧fz(v ∪ incoming(v))

– An action node requires some additional conditions due to the presence
of input and output pins. Offers from the incoming edge of its input pin
are consumed up to the maximum bound allowed by the multiplicity.
Then, tokens are produced on the output pin between the lower and
upper multiplicity bound:

sActionIP in(v)
def
=

∧
i ∈ input(v),

inc ∈ incoming(i)

((¬(upper(i) ≥ m(inc)) ∧m′(i) = m(inc))

∨ ((upper(i) ≥ m(inc)) ∧m′(i) = upper(i)))

sActionOPin(v)
def
=

∧
o∈output(v)

(m′(o) ≥ lower(o) ∧m′(o) < upper(o))

sActionEdge(v)
def
=

∧
e ∈ incoming(v)

∪incoming(input(v))

(m′(e) = m(e)−m′(v))

sAction(v)
def
= (m′(v) = m(v) + 1) ∧ sActionIP in(v)

∧ sActionOpin(v) ∧ sActionEdge(v)
∧ fz(v ∪ input(v) ∪ output(v)

∪ incoming(v) ∪ incoming(input(v))

– Unlike the other nodes, a merge node is executed by removing offers
from only one of its incoming edges:

sMerge(v)
def
= (m′(v) = m(v) + 1) ∧ (

∨
e ∈ incoming(v),

m(e) > 0

(m′(e) = m(e)−m′(v))

∧ fz(e ∪ v))

Then, the transition firing, for a starting node, is characterized by:

fStart(v)
def
=

⎧⎪⎨
⎪⎩
sAction(v) if lab(v) = action

sMerge(v) if lab(v) = merge

sNode(v) otherwise

2. fFinish is based of the following auxiliary predicates.
– An activity node remove its owning tokens and offers it on all its outgoing

edges:

fNode(v)
def
= (m′(v) = m(v)− 1) ∧

∧
e∈outgoing(v)

(m′(e) = m(e) +m(v))

∧ fz(v ∪ outgoing(v))

– A flowFinal node removes its token but do not offer it:

fF lowFinal(v)
def
= (m′(v) = m(v)− 1) ∧ fz(v)
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– A decision node only offers its token only on one of its outgoing edges:

fDecision(v)
def
= (m′(v) = m(v)− 1)

∧
∨

e∈outgoing(v)

(m′(e) = m(e) +m(v) ∧ fz(v ∪ e))

– An action node requires to reset its tokens on both its input and output
pins, and offers its tokens on its outgoing edges and outgoing edges of
its output pins. Moreover, its local clock is reinitialized to 0:

fActionP in(v)
def
=

∧
p∈(output(v)∪input(v))

(m′(p) = 0)

fActionEdge(v)
def
=

∧
e ∈ (outgoing(v)

∪outgoing(output(v)))

(m′(e) = m(e) +m′(v))

fAction(v)
def
= (m′(v) = m(v)− 1) ∧ fActionP in(v) ∧ fActionEdge(v)

∧ (lc′(v) = 0) ∧ fz(v ∪ input(v) ∪ output(v)
∪ outgoing(v) ∪ outgoing(output(v))

Then, the transition firing, for a finishing node, is defined by:

fF inish(v)
def
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
fF lowFinal(v) if lab(v) = flowF inal

fDecision(v) if lab(v) = decision

fAction(v) if lab(v) = action

fNode(v) otherwise

3. fTime increases the local clock of each action currently executing and in-
creases the global clock as well:

fT ime()
def
= (gc′ = gc+ 1) ∧

∧
v ∈ V lab(action)

∧(m(v) > 0)

(lc′ = lc+ 1) ∧ fz(∅)

At this point we are able to define the complete transition (successor relation
between states). Basically, when an activity final node is executed, or when there
is no other node that can either start or terminate, the execution is over.

Definition 6 (Successor Relation). Let P = (V, E, Types, lower, upper, lab,
Resource, Use, T iming) be a process. Let s = (m, gc, lc) and s′ = (m′, gc′, lc′) be
two states of P . s′ is a successor of s, iff the predicate transition(s, s′) holds:

step(v)
def
= (eStart(v) ∧ fStart(v))

∨ (eF inish(v) ∧ fF inish(v))
∨ (eT ime()∧ fT ime())

transition(s, s′)
def
=

∧
v∈V lab(activityF inal)

(m(v) = 0) ∧
∨
v∈V

(step(v))

Thus, to represent a process execution, we define the notion of trace:

Definition 7 (Trace). Let P = (V, E, Types, lower, upper, lab, Resource, Use,
T iming) be a process. A Trace is an ordered set of states denoted σ = 〈s0, s1, ..., sn〉 ∈
States∗ s.t.: ∀i ∈ N, transition(σ[i], σ[i+ 1]) holds, where σ[i] denotes the i-th state of
the trace and s0 is the initial state. The set of all trace is noted Traces.



Formalization of fUML: An Application to Process Verification 357

4 Properties for Process Verification

To study the properties of the modelled process using our formalization we need
a formal logic. Many logics exist and can express different kind of properties:
Computation Tree Logic (CTL), Linear Temporal Logic (LTL), etc. In our case,
almost all our properties can be handled using LTL.

LTL formulae are constructed from atomic propositions, logical operators ∨,
∧, ¬, and temporal operators X (meaning “next”), G (“globally”), U (“until”)
and F (“eventually”) [14]. In our formalism, atomic propositions are statical
(related to the structure of the process) or dynamical, of the form m(n) op v or
gc op v where n ∈ V ∪ E, op ∈ {=, 	=, <,≤, >,≥} and v ∈ N.

Given a process P = (V, E, T ypes, lower, upper, lab, Resource, Use, T iming)
and an LTL property φ, we say that P |= φ, iff ∀σ ∈ Traces, σ |= φ. It is worth
noting that LTL semantics is defined over infinite traces. To treat the case of
finite traces, we just used the so-called stuttering principle to extend a trace to
an infinite one.

In the following, we give an overview of interesting properties that can be
verified on a process and give some examples. Due to space restriction, we choose
only some relevant constraints from each aspect of the process dimension. The
goal here is to show the ability of our formalism to deal with a wide variety of
process constraints rather than presenting them exhaustively.

Control-Flow. Control-flow analysis deals with questions like “does the pro-
cess terminate?”, “Is there any deadlock?”, “Does TaskA ever happen?”, etc.
These properties are often referred as soundness properties [12] in the litera-
ture. Soundness tends to check some desirable properties such that a started
process can always complete (option to complete).
– Option to complete can be checked by verifying that at least one

ActivityFinalNode of the process is always executed:

F (
∨

v∈V lab(activityF inal)

(m(v) > 0)) (1)

Data-Flow. The goal of data flow analysis [15] is to validate the process against
different data problems such as missing data, i.e. when a data element needs to
be accessed, but either it has never been created or it has been deleted without
having been created again.
– Missing data can be checked by ensuring that when a node has offers on its

control edges, it will finally have offers on its input pin:

G (
∧

v∈V lab(action)

(pNode(v) =⇒ F(pAction(v))) (2)

Resources. Resources properties deal with resource problems like missing re-
source, i.e., when an activity requires a resource which may not be available.
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– Missing resource can be checked by verifying that when an action is ready to
start, there is no other action currently executing utilizing the same resource:

∧
v ∈ V lab(action),
r ∈ Resource,
r ∈ Use(v)

G (eStart(v) =⇒ (
∧

o ∈ V lab(action),
o �= v

(r ∈ Use(o) =⇒ m(o) = 0))) (3)

Time. The goal of timing properties is to answer questions like “Is it possible
to finish the process on time whatever the path taken?”.
– To check that the process can terminate before max time unit can be ex-

pressed by the following LTL property:

F(
∨

v∈V lab(activityF inal)

(m(v) > 0) ∧ (gc > max)) (4)

A counter-example to this formula means that at least one execution can
terminate before max time unit. This answers the original property.

Business. While the other categories specify properties that must hold for
all processes, business properties represent specific properties tailored to a
given process. They play an important role since a process could be syntac-
tically correct and valid against the precedent properties but still violates some
business constraints. Business properties deal with questions like “does the
ImportantAction is executed whatever the choice made during the execution?”
or “Is ImportantArtefact (i.e., the goal of the process) always available at the
end of the process?”.
– Let P = (V, E, T ypes, lower, upper, lab, Resource, Use, T iming) be

a process. Let actionA, actionB ∈ V, lab(ationA) = lab(actionB) = action
be two action nodes and letmax ∈ N be a natural representing the maximum
time between the execution of two actions. To verify that when actionA is
executed, actionB is always executed afterwards before max time units the
property is expressed as follows:

∀i ∈ N : G((m(actionA) > 0 ∧ (gc = i)) =⇒
F((m(actionB) > 0) ∧ (gc ≤ max+ i))) (5)

Note that this constraint use infinite domain of integer which makes it not
a standard LTL formula. However, we can turn it back to classical LTL
formula by a simple modification of the treated model. For a sake of clarity,
we do not burden the model and stick to our expression.

5 Implementation

We implement our formalization using the Alloy language [13]. It is is a declara-
tive modeling language based on FOL and relational calculus for expressing com-
plex structural and behavioral constraints. It is associated to a tool, called Alloy

Analyzer: a constraint solver that provides fully automatic simulation and check-
ing based on model-finding through SAT-solving (Satisfiability-solving).

On top of the formal framework implemented using Alloy, we have developed
a prototype currently provided as an Eclipse EMF plugin. The main intent of
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Fig. 3. Process Analyzer integrated inside our process environment, displaying a
counter-example for the option-to-complete property

Fig. 4. ProcessOrder process represented as an fUML Activity Diagram

this prototype is to assist the modeler by automatically verifying fUML-based
processes in the form of XMI Instances. It comes with a library of predefined
properties ready to be checked, but also allows to add some common business
properties through a graphical interface. The user only has to check in the in-
terface the desired properties, and fill the parameter if required (e.g., maximum
time to terminate the process). The business properties can be added through
pre-defined templates, e.g. select the ActionA which must always be executed
before ActionB. Figure 3 shows a screenshot of our tooling for process model-
ing and enactment emphasizing the process view and its analyzer. When the
verification is performed, the path leading to the counter-example (if any) is
highlighted in green for reachability properties, and in red otherwise.

5.1 Case Study

This section presents a case study on the Alloy implementation by checking the
properties presented in section 4 on the ProcessOrder process from the UML
specification [10]. This process simply proceeds the arrival of a new order and is
visible on Figure 4.

To perform the verification, the process and the properties are translated into
an Alloy specification. Then, this specification is given as input to the Alloy

Analyzer which reduces the verification to a SAT problem. It is presented to a
SAT solver (MiniSat among others) in a Conjunctive Normal Form (CNF) for-
mat. A CNF is a conjunction of clauses. Each clause represents a disjunction of
variables. A satisfying assignement to a SAT problem consists of a boolean affec-
tation to the variables such that all clauses are satisfied. Usually, the complexity
of a SAT problem is measured by the number of clauses and variables.
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Table 1. Metrics from the Alloy Analyzer executed on the ProcessOrder from
Figure 4

Property T. Semantics Vars Clauses CNF Gen. SAT Solving C.E.

(1) Control-flow 410k 1239k 31s 5s no
(2) Data-flow 427k 1286k 27s 5s no
(3) Resources 419k 1261k 33s 0.3s no
(4) Time � 2361k 8716k 185s 3s yes
(5) Business � 2385k 8716k 201s 199s no

Let P = (V, E, T ypes, lower, upper, lab, Resource, Use, T iming) be
the process from Figure 4 where (V,E, T ypes, lab) are displayed on the figure,
Resource = {BankConnector}, Use = {AcceptPayment �→ {BankConnector}}
and T iming = {ReceiveOrder �→ 1, FillOrder �→ 2, SendInvoice �→ 1,
MakePayment �→ 1, AcceptPayment �→ 2, ShipOrder �→ 3, CloseOrder �→ 1 }.
Generally, these pieces of information are available with the model through UML
Profiling [10] or as direct extension of the UML AD metamodel [3]. For sake of
clarity, we do not propose some graphical representation of these data (Resource,
Use and T iming) but directly give their formal representation.

Table 1 summarizes the obtained results. Column 1 represents the analyzed
property from Section 4. For the “(4) time” property, we are using max = 4.
Concerning the “(5) business” property, we choose the two actions FillOrder

and SendInvoice, and max = 6. Columns 2 specifies if we are using the timed
semantics for the verification. Due to the presence of the global and local clock
ticks, a lot of extra states are introduced to support the properties related to
the time. For efficiency reason, we also implemented a version of the semantics
without these clocks on each state for the properties which are not relying on it.
Columns 3 and 4 represent, respectively, the number of generated variables and
clauses. Columns 5 and 6 represent, respectively, the time to generate the CNF
and to solve the SAT problem. Columns 7 specifies the result of the verification,
if there is any counter-example. All analyses were performed on a MacBook Air
2011 with Intel Core i5 processor and 4GB of RAM with Mavericks as OS.

These results highlight the effectiveness of our tool w.r.t. a concrete example.
Actually, even if the whole generated SAT problems present a relatively high
complexity (over 1 million clauses and over 410 thousand variables), the solv-
ing time is less than 1 minute for the untimed properties. The timed-related
properties have a similar ratio in terms of clauses and variables but require few
minutes due to the presence of extra states. Interested readers can download the
complete Alloy formalization with the case study from our website1.

6 Related Work

There is an extensive literature on verifying process models. A complete overview
of the related work would be beyond the scope of this paper (see [12]). Therefore,

1 http://pagesperso-systeme.lip6.fr/Yoann.Laurent/

http://pagesperso-systeme.lip6.fr/Yoann.Laurent/
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we focus on the work directly relevant to this paper, namely formal verification
approaches of UML AD.

Generally, the verification is based on mapping the process model into math-
ematical formalisms used to model systems such as automata, Petri Nets or
process algebra. All of these formalisms have been investigated for the verifica-
tion of UML AD. Jung et al. [16] propose a transformation from UML AD to
Colored Petri Nets. Dong et al. [7] presents an approach for formalizing UML
AD using π-calculus, a kind of computing models for representing concurrent
systems and express the interactions between evolving processes. Eshuis et al.
[8] check UML AD in the context of workflow modeling by translating the ac-
tivity into the input language of NuSMV, a symbolic model checker. Guelfi et
al. [9] propose a translation of UML AD extended with timing constraints into
Promela (Process or Protocol Meta Language) in order to check behavioral prop-
erties with the model-checker SPIN. However, these works are not based on the
new fUML standard and have done some assumptions on the precise operational
semantics which creates tool-interoperability problems. Moreover, the semantics
richness of these approaches are less complete than fUML, many simplifications
have been carried out. While all of these approaches propose to check control-
flow related properties, data-flow are not always considered and only [9] supports
the timing constraints. Properties related to the resources are never supported.

Montogna et al. [17] propose an approach allowing the definition of a virtual
machine for fUML in the K-Framework, enabling the execution of models on a
more formal definition than the current Java-based implementation. To the best
of our knowledge, there is no temporal logic verification proposed.

Abdelhalim et al. [18] present an approach to manually map an fUML
models into the process algebraic specification language CSP (Communicat-
ing Sequential Processes) and use the FDR (Failures-Divergences Refinement)
model-checker to check if the model is deadlock free. When a deadlock is found,
a counter-example trace which led to the deadlock is generated. Their formal-
ization focuses only on the asynchronous communication between objects within
fUML which has been guided by their case study.

To the best of our knowledge, our work is the first attempt to formalize the
tokens game of the fUML standard to verify process models. If a comparison
is made between the above-mentioned work, our approach is not relying on the
semantics and concepts of the targeted formal language in terms of expressive-
ness, e.g. Petri Nets, instead of the modeling language. In these approaches, the
assumption is made that the semantics choices made in these formal techniques
are valid as well for UML AD.

7 Conclusion and Future Work

This paper proposes a first-order logic formalization of the newly defined fUML
specification to verify fUML-based process models. The formalization is able to
deal with the control- and data-flow, resources, and timing aspects of the process
in a unified way. A tool implementation based on the Alloy modeling language
has been successfully integrated in an Eclipse-based process environment. The
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tool is able to verify automatically a wide range of properties without the user’s
intervention and allows one to verify some business properties. Currently, the
tool is under evaluation within the European MERgE project, which main goal
is to develop and demonstrate innovative concepts and design tools addressing
both “safety” and “security” concerns in development processes.

The case study and the tool proved the feasibility of our approach, how-
ever some improvements are already under realization. The first one consists
in covering the formalization of more UML AD concepts that can be of in-
terest for the modeling of more complex processes. Examples of such concepts
are DataStoreNode (a buffer for non-transient data), AcceptEventAction and
SendSignalAction (for dealing with events) and StructuredActivity (expan-
sion, loop, conditional nodes). Moreover, we are working on extending the for-
malization to be data-aware. Currently, the contents of the tokens within the
ObjectNodes are not taken into account. This prevents, for example, to ex-
press guard on edge to determine if the edge can be traversed. Some formal-
izations have taken some of these concepts into accounts [8]. However, much
simplification has been done in comparison of the way fUML operates and only
integers are considered. In fUML, each tokens can have a simple value type (in-
teger, string, natural, boolean) or more complex Classifier type defined in
a Class Diagram. Then, tokens are manipulated using the action nodes from
the IntermediateActions package. This package defines the classical actions to
create, read, suppress and modify tokens at runtime within the AD and formal-
izing such concepts is a non-trivial task. Finally, we are exploring optimizations
techniques to treat the properties related to time in a more efficient way based
on the expertise of well-known approaches such as timed automata.

Acknowledgments. This work was funded by the MERgE project (ITEA 2
Call 6 11011).
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Abstract. Advances in human computation bring the feasibility of utiliz-
ing human capabilities as services. On the other hand, we have witnessed
emerging collective adaptive systemswhich are formed fromheterogeneous
types of compute units to solve complex problems. The recently introduced
Social Compute Units (SCUs) present one type of these systems, which
have human-based services as their core fundamental compute units.
While, there is related work on forming SCUs and optimizing their
performance with adaptation techniques, most of it is focused on static
structures of SCUs. To provide better runtime performance and flexibility
management for SCUs, we present an elasticity model for SCUs andmech-
anisms for their elastic management which allow for certain fluctuations in
size, structure, performance and quality. We model states of elastic SCUs,
present APIs for managing SCUs as well as metrics for controlling their
elasticity with which it is possible to tailor their performance parameters
at runtime within the customer-set constraints. We illustrate our contri-
bution with an example algorithm.

Keywords: Social Compute Units, Elasticity, Adaptation, Collective
Adaptive Systems.

1 Introduction

In recent years, new forms of collective adaptive systems(CASs) that consider
heterogeneous types of compute units/resources(e.g., software services, human
based services and smart-devices) have emerged [20]. These systems allow com-
pute units to be flexibly added and/or removed from them, and different collec-
tives can overlap with each other by utilizing each other’s resources. Compute
units within collectives are collaborative, manageable and may be given decision
making responsibilities. With the advance of human computation [17] there is
a possibility of forming CASs that include human-based services [21] as com-
pute units. Social Compute Units(SCUs), introduced in [6], can be considered as
one type of these collective adaptive systems. They are virtual compositions of
individual human compute units, performing human computation tasks with a
cloud-like behavior. SCUs are possible today because of the human resource pools
that are provided by human computation platforms (e.g., crowdsourcing plat-
forms, social networking platforms and expert networks), which have brought
the possibility to investigate ways of utilizing human computation under the
service oriented computing paradigm. However, due to the unpredictability of

M. Jarke et al. (Eds.): CAiSE 2014, LNCS 8484, pp. 364–378, 2014.
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human behavior, human-based services bring considerable challenges in their
management. This is especially the case with collective adaptive systems such
as SCUs, where the ways to manage resources are obviously different and more
complex than the management of crowd workers that work individually, and that
of collaborations with fixed number of resources. In this context, traditional plat-
forms that support virtual fixed-sized collaborations might not be as efficient as
those that support SCUs with elastic capabilities that offer opportunities for
variable resource numbers with variable scalable capabilities. There are several
reasons for this. First, unexpected tasks might be generated at run-time which
may require new type of elements with new type of capabilities. In fixed-resource
collaborations, usually existing members need to learn these tasks and thus the
work might be delayed and/or executed with lower quality. Next, there might
be a human-compute unit that is temporarily misbehaving or its performance
is degraded. Its exclusion would bring degradation of the collaboration and the
performance of the collective, if another appropriate one is not employed in its
place. Furthermore, due to badly planned delegations, it is often the case that
some resources are overloaded while others are underutilized. The latter comes
as a consequence of the problem of the reliance on human resource availability as
one of the fundamental ones in social computing. In this context, the willingness
of a human resource to execute a particular task at a specific time point is often
overlooked. However, this is crucial for platforms supporting work that includes
human computation because even if we assume that human resources can use
”unlimited” software-based resources, e.g., using the cloud, human behavior is
dynamic and highly unpredictable.

The aforementioned problems show that there is a need for management mech-
anisms to support elasticity by scaling in size and computing capabilities of
SCUs in an elastic way. Authors in [8],[21] identify the underlying challenge in
provisioning SCU elasticity to be the lack of techniques that enable proactive
provisioning of human capabilities in a uniform way in large scale. Nevertheless,
assuming the possibility of utilizing human-based services in a cloud-like way,
systems should support runtime elastic coordination of collectives. To address
the aforementioned issues, in this paper, we investigate and provide runtime
mechanisms with the elasticity notion in mind, so that platforms would be able
to provide elastic capabilities of human-based compute units/SCUs, that can be
managed flexibly in terms of the number of resources, as well as their parameters
such as cost, quality and performance time. Hence, our key contributions are:

– conceptualizing and modeling the SCU execution phase and states,
– defining SCU-elasticity properties and APIs,
– designing an SCU provisioning platform model with elastic capabilities.

The rest of this paper is organized as follows. In Section 2 we present a motivation
example and discuss challenges in elasticity provisioning. In Section 3 we describe
the SCU concept, model the execution mode of an SCU and present our platform
for managing elastic SCUs. Section 4 illustrates the feasibility of our approach.
We present related work in Section 5 and conclude the paper in Section 6.
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2 Motivation, Background and Research Statement

Scenario. Let us consider a concrete scenario of a software development project
e.g., for a health-care specific system, and assume that a software start-up com-
pany is engaged for its execution and completion. To deliver the end-artifact,
these type of projects require diverse set of skills. Hence, in addition to the com-
pany employees, some specific parts of the project might need to be outsourced,
e.g., to experts with experience in health-care but also to IT professionals with
skills that the start-up is lacking. Hence, to solve the problem of skill deficiency,
an SCU including human-based resources/services both from the software devel-
oping company but also ”outside” experts is formed. The SCU utilizes software
services for collaboration and task execution. On the other hand, the human-
based services and the software services that they utilize are supported by an
SCU provisioning and management platform that coordinates their performance.

The challenges that arise in this scenario come from the importance of perfor-
mance and quality of results in paid expert units. A software solution needs to
be delivered on time and in accordance with customer requirements and budget
limitations. Fixed composite units with a known number of resources, includ-
ing outsourced ones, often have problems with overloaded resources and may
result in project delays with good quality or on time delivery of solutions with
a lower quality than the desired ones. Problems such as those mentioned in the
introduction also appear. However, with the availability of online resource-pools
from human clouds [10], human-based services can be acquired and released
from SCUs on demand, so as to best meet the customer performance and qual-
ity requirements. Hence, we assume that the ”outside” experts for our software
development SCU can be recruited from human clouds on demand. Under these
assumptions and if the SCU supporting platform incorporates mechanisms that
allow elasticity, an initial SCU will be able to adapt at runtime with respect to
certain parameters, such as the number of its compute units, unit types, structure
and performance. This can be particularly important in agile software develop-
ment, where both the customer requirements and the development process evolve
in an iterative way, and teams have high collaboration with the customer and are
more responsive to change. Our hypothesis is that in consequence of these elas-
tic capabilities, SCUs will provide higher efficiency at runtime. Thus, platforms
that include mechanisms and techniques for runtime support of coordination of
SCUs with elastic capabilities are crucial.

Background and Challenges. As aforementioned, our approach is based on
the concept of Social Compute Units [6], which fundamentally represent virtual
collective systems with human-based resources as compute units that are brought
together to work on a common goal with a deadline. These compute units, can
belong to an enterprise, they can be invoked from a crowdsourcing platform, an
expert network or any platform that hosts pools of available resources for human
(including social) computation. In relation to the work of the coauthors in [21], in
this paper, we use the term Individual Compute Units (ICUs) for SCU members,
which represent human-based services that can be programmed in a manner that
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they can execute tasks on-demand. Thus, an SCU is composed on request from
a customer who defines requirements and sets constraints(e.g.,budget,deadline).
It has its compute (performance) power, it can be programmed (managed) and
is intended to work utilizing a collaboration platform hosted on the cloud. The
behavior of an SCU is cloud-like, in the sense that its duration and performance
depends on its goal, customer constraints as well as events generated during its
execution.

Considerable related research focus has been put on formation algorithms
[1],[13] and performance optimization within fixed teams. However, SCUs have
a different nature than teams, as the SCU structures and capabilities can be
programmed and SCU members can be elastically managed at runtime. Thus,
even if some work for teams can be utilized, there is a research gap concerning
SCU elasticity during the execution phase, in terms of resource numbers but
also in terms of non-functional parameters(NFPs) such as cost, reliability, per-
formance time etc. There has been a classification of human cloud platforms,
where one category of platforms is said to be focused on project governance and
complex coordination between resources [10], as opposed to crowdsourcing ones
where the responsibility of project governance is not entirely on the platform.
Examples of these type of platforms are TopCoder1 and workio2. Even though
these type of platforms can manage the lifecycle of collaborations, we argue that
they lack the adaptation techniques and flexibility of resource management in
terms of elasticity at runtime. For example, the pricing in these cases is not set
by the customer like in crowdsourcing, rather the human-based services set their
own prices. Thus, there is a possibility that with these models a collective of
human resources can be automatically ”programmed” so that if the number and
type of resources changes the cost does not exceed the customer’s total budget.
This is one example of NFP elasticity in terms of cost. Consequently, identifying
possible elastic operations that can be triggered at critical time points present
important challenges for optimizing an SCUs performance. In the context of
the aforementioned scenario and what lacks in current platforms, some of the
research questions that we confront are:
– Given an initial formed SCU and a set of monitored team performance met-

rics, what are the set of actions that can enable SCU elastic capabilities, in
situations when performance is degraded and violates a threshold value for
a customer set constraint?

– When is optimization(e.g, load balancing) within an SCU not enough and
a reorganization needed? Which tasks need to be reassigned, when and to
whom(to a resource within/out of the SCU?

To sum up, this paper investigates the following fundamental challenge:What
are the mechanisms that a human computation system needs to deploy so as to
provision SCUs with elastic capabilities, both in terms of resource scaling and in
terms of variable properties?

1 http://www.topcoder.com/
2 https://www.workio.com/
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3 Social Compute Units and Elasticity

3.1 Elastic Social Compute Units

Elastic SCUs have elastic capabilities that can be triggered at runtime to tailor
their performance to best fit client requirements at runtime. With human based
resources being unpredictable and dynamic, their skills, price, interest and avail-
ability can change with time and within a specific context. However as stated
in [6] the concept of SCU does not have a notion of elasticity in itself, thus an
SCU provisioning platform which creates, deploys and supports the execution of
SCUs needs to include mechanisms for scaling it up or down as needed, and as
aforementioned, with this scale an SCUs performance parameters vary as well.
These mechanisms should ensure that at each time point these parameters are
within desired levels and comply with customer constraints. For our purposes,
we conceptually define the elasticity of SCUs as follows:

Definition 1. The Elasticity of Social Compute Units is the ability of
SCUs to adapt at runtime in an automatic or semi-automatic manner, by scaling
in size and/or reorganizing and rescheduling, such that the variations in the
overall performance indicators such as capability, availability, effort, productivity
and cost, at each point in time are optimal within the boundaries of the customer-
set constraints.

To support elasticity for SCUs, we identify as a prerequisite to have an execu-
tion model for an SCU, as previous work identifies SCU phases but do not go
into details into its execution phase. An SCU lifecycle consists of the following
stages: request, create, assimilate, virtualize, deploy and dissolve [6]. The elastic-
ity mechanisms are needed after the virtualization stage, in the execution phase,
which we model next.

3.2 SCU Execution Model

We denote a cloud of ICUs (e.g.,from online platforms and/or enterprise inter-
nal pool) as the universal set R = {r1, r2, r3...rn}, and the set of ICUs that
are members of a particular SCU as S = {s1, s2, s3...sn}, where S ⊂ R. Let
the set of tasks to be executed from a specific SCU be T = {t1, t2, t3...tn}. For
each task ti ∈ T , we denote the set of matching, appropriate and possible ICUs
that can perform the task ti as P = {p1, p2, p3...pn}, where P ⊂ R. Depend-
ing on constraints the following can be valid in different situations: P ⊂ Sc,
P ⊂ S or P = S. To provide elasticity, ICUs from S can be released and new
ICUs from P can be added to S, therefore, |S| might change at runtime. We
model an ICU belonging to the cloud of ICUs R, with the following set of global
properties, ICUgl

prop = {Idicu, skillset, reputation, price, stateglobal}. Moreover,
an ICU from the perspective of the specific SCU of which it is a member, is
modeled with its local properties, as ICU lscu

prop = {Idscu, ICUgl
prop, statelocal,

productivity, trust}, where reputation, state productivity, and trust are aggre-
gate metrics that we discuss further in this section.
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States. An SCU in execution mode, at a specific time point τ , can be in one of
the following action-states, SCUstate(τ) = {running, suspending, resuming,
expanding, reducing, substituting, stopped}. These states are listed in Table 1.
The mentioned states are basic/atomic ones and a combination of them makes a
complex SCU execution state. For example, an SCU might be running but due to
an adaptation action, at the same time multiple ICUs (a cluster of ICUs) within
an SCU might be suspended, while a new ICU is being added in expanding
state. In this case because running, suspending and expanding are all execution
states of an SCU, then running∧ suspending∧ expanding is also an SCU state.
However, some states are mutually exclusive if they refer to the whole SCU and
cannot be aggregated, i.e., an SCU cannot be in running ∧ stopping state. If
one of the atomic states refers to (a change in) individual or a cluster of ICUs,
an SCU can be in running∧ extending state or for example an SCU can be in a
running ∧ reducing state. Thus, the aggregate states are valid in the context of
the scope that a state-changing action takes place. Table 1 also shows the scope
for which the state-changing actions are valid, in terms of the whole SCU, a
cluster of ICUs, or ICUs only. The importance of the state of an SCU as a whole
is tightly coupled with ICU states and is crucial when applying elastic strategies
in two ways: 1) the state of the SCU can be a trigger for elastic operations on
the SCU, and 2) it can be a desired result after applying these operations.

Table 1. Fundamental state alternatives of the SCU Execution phase

Trigger action State Scope
Triggering Role

Platform Customer ICU

Run Running SCU
√ √

Suspend Suspending SCU/ICUcluster/ICU
√ √ √

Activate Resuming SCU/ICUcluster/ICU
√ √ √

Add Expanding ICUcluster/ICU
√ √ √

Exclude Reducing ICUcluster/ICU
√ √ √

Stop/Exclude/Add Substituting ICUcluster/ICU
√ √ √

Stop Stopping SCU
√ √

SCU Elasticity Management. Table 1 shows ways of adaptation triggering:
platform based, customer based and ICU based. To clarify, a platform that sup-
ports an SCU should have the mechanisms to support all of its execution states
elastically. Thus all state-changing actions can be triggered in an automated
way as shown in Table 1. Referring to our motivational scenario, in rare cases
the customer could suspend the whole SCU of software development until he
has consulted and decided for crucial changes. There are other triggering state-
changing actions that the customer can also make(shown with light gray check
signs). Table 1 also shows which state-changing actions can be most affected by
communication and ICU feedback, which we illustrate in Section 4. We show an
example for a software developing SCU in execution mode in Fig. 1. At a specific
time point ICUs with developer skills are in running state while designers are sus-
pended. Next, due to an event when expert information is needed(e.g.,health-care
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Fig. 1. An illustrative example of an SCU in execution: expanding and reducing states

information in our scenario), the SCU is expanded by including ICU with spe-
cific expertise and consultancy skills while a designer-ICU is resumed. At another
time point each ICU is running, while before dissolving, the SCU is reduced as
ICUs with designer and consultancy skills have finished their tasks. Adaptation
actions on an SCU can change its execution model not only in terms of the state
but also in terms of its execution structure. These changes are interdependent
with task structure changes and ICU state changes.

Basic ICU and SCU Metrics. The decision to apply an elastic adaptation
action depends on events that are triggered by two level monitoring of global and
local metrics, namely to detect: 1) a violation of preset threshold values for over-
all SCU performance, and 2) which ICUs have affected the SCU’s performance
degradation. The focus of this paper is not to investigate extensive metrics, as
many are context dependent. Thus, in this section we list and define some basic
ones that we identify to be useful for SCUs at runtime.

Project Effort and Productivity have been listed as performance measures
for software projects [12]. Modified versions of these metrics can be reused for
SCUs on software and other goals. Thus, we define the SCU Effort as the sum
of the average time spent by each ICU on each assigned task. The SCU task
completion ratio, gives the fraction of completed tasks within those assigned.
However this does not always mean that the results of all completed tasks are also

Table 2. Notation and description of basic ICU metrics and parameters

Metrics Description

nreq Number of willingness requests sent from the scheduler to an ICU

nack Number of willingness acknowledgments sent to the scheduler by an ICU

nreasgn Number of tasks reassigned to an ICU

nsucreasgn Number of successfully executed reassigned tasks by an ICU

napproved(si) Total number of successfully executed/approved tasks for an ICU

τ (si, tx) Processing time for task x executed by an ICU

c(si, tx) Cost for task x when executed by an ICU

c(s
nw
i , tx) Cost for task x when reassigned to a new ICU
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approved. Thus, we also consider the number of valid or approved tasks, which
we use for calculating the productivity of an SCU. We define SCU Productivity
as the ratio of approved tasks to SCU Effort, giving an average number of tasks-
per-time-unit value. The SCU Reputation is a weighted sum of the reputation
score of each ICU regarding its expertise for the skill for which is included in the
SCU. We model the SCU Reputation in this way because some ICUs in a specific
SCU are more crucial than others by executing more critical tasks. We define
the, reputation(si) as a function of (Success Rate, Approved Tasks, Timeliness,
Reliability, SocialTrust). The SCU Cost is an aggregate sum of the cost of each
ICU for each task according to its type and skill-type requirements. The metrics
are given in Table 3, where si ∈ S and tx ∈ T . See Table 2 for notation on
individual metrics, some of which we use in calculating those in Table 3. The
described metrics are dynamic and a platform supporting elastic SCUs should
be able to monitor and utilize them in runtime adaptation strategies.

From all that was discussed, we can now characterize the elastic profile of an
SCUwithin time τ , asSCUexec(τ) = {SCUsize(τ), SCUstructure(τ), SCUstate(τ),
SCUeffort(τ), SCUproductivity(τ), SCUcost(τ), SCUreputation(τ)}.

Table 3. Example metrics of SCU performance

SCU Metrics Definition

SCU Total Completed Tasks CT (scui) =

|S|∑
i=1

ncompleted(si)

SCU Approved Tasks AT (scui) =

|S|∑
i=1

napproved(si)

SCU Success Rate ST (scui) = AT (scui)/CT (scui)

SCU Effort Effort(scui) =
1

CT (scui)

|S|∑
s=1

m∑
x=1

τ (si, tx)

SCU Productivity Productivity(scui) = AT (scui)/Effort(scui)

SCU Reputation Reputation(scui) =

|S|∑
i=1

wexpertise ∗ reputation(si)

SCU Cost Cost(scui) =

|S|∑
i=1

m∑
x=1

c(si, tx)

Elasticity APIs. To be able to provide SCU elasticity capabilities, which in-
clude ICUs having the aforementioned (and other domain-dependent) properties,
we need to have common APIs for their description and management. Currently
we develop APIs which we categorize in ICU-description APIs for manipulating
ICU profiles, ICU-scheduling APIs for ICU management and elastic operations,
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Table 4. Example API, abstract methods for ICU manipulation

Scheduling methods Description

abstract AddICU() adds an ICU to the SCU

abstract void SuspendICU(SCU scu) brings an ICU to idle state, still included
in the SCU

abstract void ExcludeICU(SCU scu) excludes an ICU form the SCU

abstract void ResumeICU(SCU scu) restart an ICU and its associated tasks

abstract void ReserveICU(Task t) reserves an alternative ICU for an already
assigned task

abstract void SubstituteICU() substitutes an ICU with a reserved one

public List <ICU> getAllICUinSCU(SCU
scu)

returns ICUs within the SCU

public List<ICU>getSuspendedICUs(SCU
scu)

returns suspended ICUs within an SCU

public List<ICU>getIdleICUs(SCU scu) returns idle ICUs in an SCU

public List<ICU>getReservedICUs(Task
t)

maintains an ordered list of top appropri-
ate ICUs for a certain task (ICUs might be
in/out of the specific SCU)

and communication operations. Table 4 describes some specific methods that we
develop to be utilized in strategies providing SCU elastic capabilities.

3.3 Elastic SCU Provisioning Platform

Figure 2 shows a model of our concept of an elastic SCU provisioning platform,
that utilizing our SCU execution model, metrics and API is able to support
elastic SCU management. Thus, the platform supports the following behavior:
a customer/SCU consumer submits a project/request with multiple tasks to
it. When submitting tasks and request for SCU formation, the client specifies
functional and non-functional ICU requirements such as: skill, reputation and
cost. In addition he specifies overall SCU constraints, such as total budget and
deadline. The platform integrates an SCU formation component with ICU se-
lection/ranking algorithms. The resource selection and initial task assignment is
not in our focus. The SCU creation/formation component’s output is an initial
SCU created by selecting ICUs from human cloud providers. This SCU is ”fed”
to a controller -a component that hosts monitoring and adaptation algorithms
utilizing APIs for elasticity control, which provide SCU runtime management.
The challenge of this component, is to monitor and adapt the SCU in accordance
to customer set constraints, such that the SCU gives the maximum performance
and quality within the preset boundaries for time related, cost and quality re-
lated indicators. Different scheduling and ICU management algorithms can be
plugged into the platform, which would support the SCU during its lifecycle.
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Fig. 2. Conceptual platform model supporting elastic SCUs

4 Illustrating Example

In this section we show the benefit of having explicit state management, metrics
and elasticity for supporting elastic SCU. We present the way our framework
can simplify the complexity of the development of elasticity strategies for SCUs.
Typically, an elasticity strategy for an SCU is a domain-specific problem. In the
following, we illustrate how an ICU Feedback-based elastic SCU management
strategy can be implemented.

As ICUs within an SCU are inherently dynamic and unpredictable, we cannot
always fully rely on the system-based availability information concerning an ICU
and fully automated task assignment and scheduling might not always be the
most suitable approach, especially when there is a possibility of unexpected
generation of tasks at runtime. Hence, we propose an SCU adaptation strategy
that uses ICU acknowledgments for their willingness to work on specific tasks.
More specifically, these acknowledgments are sent in response to system requests
for availability guarantees for the execution of tasks that need reassignment.
This strategy supports elasticity in the sense that it departs from the idea that
a customer knows in advance which and how many ICUs will contribute and
the final cost for his ”project”. However, the customer budget is kept within its
limits as the cost may vary within these limits, just as the size and structure of
the assembled SCU may vary with time until the final result is returned.

Our example of elastic SCU mechanism is a semi-automatic task scheduling
strategy where part of the coordination for task re-assignment is delegated to
ICUs. With this approach a task is being re-assigned to a more available ICU,
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on an ICUs own approval and when certain conditions apply (e.g, when a thresh-
old is reached). Thus, the task reassignment decisions are partly based on feedback
from ICUs and in this way the elastic SCU management is influenced from “hu-
man in the loop” decentralized coordination.With this example, we show how new
SCU metrics can be derived and how APIs for elastic capabilities can be used.

Deriving New SCU Metrics. By utilizing APIs for obtaining SCU metrics
at runtime, one can calculate the willingness of an ICU and the willingness
confidence score as: (See Table I for notations):

Willingness =
nack

nreq
, Successreasgn =

nsucreasgn

nreasgn
,WCnf =

nack

nreq
× nsucreasgn

nreasgn
.

We derive the willingness confidence value from the basic indicators, ICU will-
ingness, and the rate of success in executing the reassigned tasks. The willingness
confidence score WCnf, is computed from the number of acknowledgments that
an ICU has sent to the scheduler in response to its Requests for Willingness, and
the number of successfully completed tasks that are assigned to it as responses
to these acknowledgments. Thus, it is an indicator about the reliability of the
alternative ICUs guarantee about its willingness to work.

Programming an Elasticity Strategy Using Elasticity APIs. Consider-
ing worker willingness, provides a way to measure and control the unpredictabil-
ity/reliability of ICUs by asking them for task-execution guarantees because it
provides a way to compare their ”statements” with their actual behavior. This
is what the value of Willingness Confidentiality indicates. In this strat-
egy we assume that each incoming task is assigned to the ICU at the top of a
ranked list which is returned by a ranking algorithm, and references to the first
x most appropriate ICUs from the ranked list are stored as reserves/alternatives
for each task. The algorithm can be summarized with the following steps:
1. When a preset threshold, related to a task which is already assigned to

the most appropriate ICU matching the requirements is reached, e.g.,the
tasks waiting-time in an ICUs task-queue, the scheduler sends a request for
execution willingness to the next top x number of ICUs that it has references
to (reserves from the initial ranked list), which at the same time are idle,
or their task queues are smaller than that of the ICU to which the task
was initially assigned. With this request for willingness, it notifies them that
there is a task that they can work on. This request is a resource availability-
check; it is a request for a resource’s willingness to work on a specific task
as a form of a worker-side commitment or guarantee that the task will be
executed by it.

2. Each ICU that receives this request and is ready and wishes to work on the
task then sends the scheduler a willingness acknowledgment(Ack)/feedback
to this request.

3. The scheduling component reassigns the task on threshold to the alternative
resource that has sent a willingness acknowledgment and that is idle or has
the smallest task queue. Priority is given to less loaded ICUs that are already
members of the SCU.
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Algorithm 1. Task-reassignment with ICU-side assurance

Require: scuTasks for SCU
Require: customer constraints on NFP
1: for all tasks in T do

rank matching ICUs and return the first 10 appropriate
2: P ← getReservedICUList(Taskt) � store reserve ICUs
3: assign task t to top ranked ICUs r
4: if r is not an element in SCU then do
5: SCU ← addICU() � add ICU r to SCU x and update its profile

6: if task.taskQueueT ime == task.timeThreshold then do
7: if r == idle then do
8: SCU ← removeICU() � reduction: remove ICU r from SCU

9: for all ICU in P do
10: getICUState(ICUICUid)
11: if ICU STATE==idle AND icuReserve.tQueue() <r.tQueueSize()/2

then do
12: willingnessReqMessage()

13: for all icuReserve.sentAck == true in ascending order of
icuResource.taskQueue do

14: if resource belongs in SCU then do
15: substituteICU() � re-assign task to SCU member and update its

profile
16: break
17: substituteICU() � re-assign task to external ICU and update its

profile

18: SCU ← addICU() � expansion: include resource y in SCU

When multiple reserve ICUs send acknowledgments that they are ready to exe-
cute the task, the reassignment decision is made based on the information from
the Acks combined with monitoring information about their task queues and
logged information about the WCnf score. This type of scheduling combines the
freedom of choosing tasks that workers have in crowdsourcing environments,
with policy based assignment of tasks. It is these ICU-side guarantees that are
combined with task queue analysis, that can avoid problems such as delegation
sinks. We outline the steps of this strategy in Alg 1. Alternatively, the request
for willingness can be sent immediately after the task’s initial assignment so that
when a threshold is reached the scheduler only checks the task queues of ICUs.

Executing an Elasticity Strategy. We implemented the algorithm using
methods described in the API section. We created tasks with different skill re-
quirements and modeled an ICU with a single skill for simplicity, and assigned
each of them different costs. When a decision is made about which tasks are go-
ing to be reassigned to which ICU, the new cost calculation includes the prices
of each of the new ICUs, as follows:

Costadapt(scui) = Costprevious(scui)−
m∑
i=1

j∑
x=1

c(si, tx) +

m∑
i=1

j∑
x=1

c(s
nw
i , tx),
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where Costadapt(scui) ≤ Allowed Budget. Due to space limitations and to the
fact that it is not our goal to show how good this strategy is, we provide a
supplement material3.

Generally, the results show that SCU productivity raises with the number of
ICUs and the same effort, while it declines if the effort is high for a low number
of tasks and a small number of ICUs.

5 Related Work

Resource Management and Adaptation. Work on a retainer model for
crowdsourcing environments and examples of its application are presented in
[4],[3]. The model is designed for recruiting guaranteed workers by paying them
a small additional amount, and in this way keeping them in reserve and in ready
state for handling real-time tasks. The similarity of our ICU-feedback based
strategy is in that our scheduler keeps references to the top x number of re-
sources that are previously ranked as most suitable for a specific task. Hence,
these resources are the reserve resources in our approach. However, the differ-
ence in our approach is that no prior payment is made for reservation of these
resources, rather the scheduler sends them a notification asking for feedback for
their willingness to execute a task that is already assigned to another resource
but for which a threshold is reached. Our model is not concerned with initial task
assignment and it is not intended for crowdsourcing tasks, although ICUs may be
invoked from a crowdsourcing platform. Authors of [15] present a programming
language and framework called CrowdLang for systems that incorporate human
computation, and what is of interest to us is that they provide cross-platform
integration of resources, in this way making a human cloud possible. There is a
considerable amount of work conducted on adaptation and more interestingly on
self-adaptation strategies. For example, authors in [16] have presented an archi-
tecture that includes a self-adaptation framework for service-oriented collabora-
tion systems. The part that this work relates to, is their approach on identifying
worker misbehavior patterns (e.g., as a result of uncontrolled task delegations)
and providing a solution of reassigning tasks to other alternative resources by
taking into account their task-queue size. Our strategy differs from theirs in that
tasks are not delegated if ICUs are not willing to accept tasks. Rather, the task
reassignment is managed with consent from alternative ICUs. [9] describes a
delegation model and related algorithms that concern trust updates. The au-
thors mention adoption as a process where the delegation is initiated by the
”delegatee”. Our algorithm stands in between delegation and adoption.

Collaborative Communities and Teams. The concept of the SCU that we
utilize in our work is presented by one of the coauthors in [6]. However, while this
is the fundamental work introducing the SCU, it describes its life-cycle and does
not go into details into the SCU execution phase as this was not its aim. This is
tackled in [19], where researchers have looked into a specific case of incident man-
agement to investigate how SCUs and their evolution(adaptation) perform better

3 dsg.tuwien.ac.at/research/viecom/prototypes/viecas

dsg.tuwien.ac.at/research/viecom/prototypes/viecas
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over traditional process management. Resource discovery in crowdsourcing and
team formation strategies and algorithms have been the subject of investigation
in many works, such as [1], [2], [14], [13],[5]. The algorithms in these works can be
utilized for SCU formation and some also for ICU selection when an SCU needs
to be extended. Task executing collaboration models and runtime collaborations
are also investigated in works such as [18]. However, the mentioned works focus
on fixed teams without elasticity assumptions.

Elasticity. The notion of elasticity is treated in several domains and contexts
and has especially gained importance with the advance of cloud computing. In
[8] authors discuss the reasons, challenges and their approach toward virtualizing
humans and software under the same service-based model that will enable elastic
computing in terms of scaling both software and human resources. The concept
of elasticity in Cloud computing, is being extended to concepts like application
[22] and process [7] elasticity, e.g., in [7], the authors identify resource, cost
and quality elasticity as being crucial in modeling processes in service oriented
computing. Mechanisms and a middleware to support scaling services in and out
from applications utilizing SaaS are presented in [11].

6 Conclusion

Our research focus in this work was to provide mechanisms for effective provi-
sioning of SCUs with elastic capabilities and their efficient runtime management.
We have modeled an SCU at runtime and provided exemplary algorithm that
utilizes operations for provisioning of elastic capabilities. We have shown that
platforms supporting human computation in collective collaborations are more
reliable by working based on the elasticity concept of scalability in terms of both
resources and their parameters. Our future work includes further development of
an SCU execution framework, which will include the presented model, metrics,
API and algorithms so as to be able to deploy our approach in real environments.
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Abstract. Lehman’s laws of software evolution is a well-established set
of observations (matured during the last forty years) on how the typi-
cal software systems evolve. However, the applicability of these laws on
databases has not been studied so far. To this end, we have performed a
thorough, large-scale study on the evolution of databases that are part
of larger open source projects, publicly available through open source
repositories, and report on the validity of the laws on the grounds of
properties like size, growth, and amount of change per version.

Keywords: Schema evolution, software evolution, Lehman’s laws.

1 Introduction

Software evolution is the change of a software system over time, typically
performed via a remarkably difficult, complicated and time consuming process,
software maintenance. In an attempt to understand the mechanics behind the
evolution of software and facilitate a smoother, lest disruptive maintenance pro-
cess, Meir Lehman and his colleagues introduced a set of rules in mid seventies
[1], also known as the Laws on Software Evolution (Sec. 2). Their findings, that
were reviewed and enhanced for nearly 40 years [2], [3], have, since then, given
an insight to managers, software developers and researchers, as to what evolves
in the lifetime of a software system, and why it does so. Other studies ([4], [5], [6]
to name a few significant ones) have complemented these insights in this field,
typically with particular focus to open-source software projects.

In sharp distinction to traditional software systems, database evolution has
been hardly studied throughout the entire lifetime of the data management dis-
cipline. This deficit in our knowledge is disproportional to the severity of the
implications of database evolution, and in particular, of database schema evolu-
tion. A change in the schema of a database may immediately drive surrounding
applications to crash (in case of deletions or renamings) or be semantically defec-
tive or inaccurate (in the case of information addition, or restructuring). Overall,
schema evolution threatens the syntactic and semantic validity of the surround-
ing applications and severely affects both developers and end-users. Given this
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importance, it is only amazing to find out that in the past 40 years of database
research, only three(!) studies [7], [8] and [9] have attempted a first step towards
understanding the mechanics of schema evolution. Those studies, however, focus
on the statistical properties of the evolution and do not provide details on the
actual events, or the mechanism that governs the evolution of database schemata.

In this paper, we perform the first large-scale study of schema evolution in the
related literature. Specifically, we study the evolution of the logical schema of eight
databases, that are parts of publicly available, open-source software projects. To
achieve the above goal, we have collected, cleansed and processed the available
versions of the database schemata for the eight case studies. Moreover, we have
extracted the changes that have been performed in these versions and, finally,
we have come up with the respective datasets that can serve as a foundation for
future analysis by the research community (Sec. 3). Concerning the applicability
of Lehman’s laws to open-source databases, our results show that the essence
of Lehman’s laws holds : evolution is not about uncontrolled growth; on the con-
trary, there appears to be a stabilization mechanism that employs perfective
maintenance to control the otherwise growing trend of increase in information
capacity of the database (Sec. 4). Having said that, we also observe that the
growth mechanisms and the change patterns are quite different between open
source databases and typical software systems.

2 Lehman Laws of Software Evolution in a Nutshell

Meir M. Lehman and his colleagues, have introduced, and subsequently amended,
enriched and corrected a set of rules on the behavior of software as it evolves
over time [1], [2], [3]. Lehman’s laws focus on E-type systems, that concern “soft-
ware solving a problem or addressing an application in the real-world” [2]. The
main idea behind the laws of evolution for E-type software systems is that their
evolution is a process that follows the behavior of a feedback-based system. Be-
ing a feedback-based system, the evolution process has to balance (a) positive
feedback, or else the need to adapt to a changing environment and grow to ad-
dress the need for more functionality, and, (b) negative feedback, or else the need
to control, constrain and direct change in ways that prevent the deterioration
of the maintainability and manageability of the software. In the sequel we list
the definitions of the laws as they are presented in [3], in a more abstract form
than previous versions and with the benefit of retrospect, after thirty years of
maturity and research findings.

(I) Law of Continuing Change. An E-type system must be continually
adapted or else it becomes progressively less satisfactory in use.

(II) Law of Increasing Complexity. As an E-type system is changed its com-
plexity increases and becomes more difficult to evolve unless work is done to
maintain or reduce the complexity.

(III) Law of Self Regulation. Global E-type system evolution is feedback
regulated.



Within, Outside, Beyond Lehman’s Laws of Software Evolution? 381

(IV) Law of Conservation of Organisational Stability. The work rate of
an organisation evolving an E-type software system tends to be constant
over the operational lifetime of that system or phases of that lifetime.

(V) Law of Conservation of Familiarity. In general, the incremental
growth (growth ratio trend) of E-type systems is constrained by the need to
maintain familiarity.

(VI) Law of Continuing Growth. The functional capability of E-type sys-
tems must be continually enhanced to maintain user satisfaction over system
lifetime.

(VII) Law of Declining Quality. Unless rigorously adapted and evolved to
take into account changes in the operational environment, the quality of an
E-type system will appear to be declining.

(VIII) Law of Feedback System. E-type evolution processes are multi-level,
multi-loop, multi-agent feedback systems.

Before proceeding with our study, we present a first apodosis of the laws, taking
into consideration both the wording of the laws, but most importantly their
accompanying explanations [3].

An E-Type software system continuously changes over time (I) obeying a com-
plex feedback-based evolution process (VIII). On the one hand, due to the need
for growth and adaptation that acts as positive feedback, this process results in
an increasing functional capacity of the system (VI), produced by a growth ra-
tio that is slowly declining in the long term (V). The process is typically guided
by a pattern of growth that demonstrates its self-regulating nature: growth ad-
vances smoothly; still, whenever there are excessive deviations from the typical,
baseline rate of growth (either in a single release, or accumulated over time),
the evolution process obeys the need for calibrating releases of perfective main-
tenance (expressed via minor growth and demonstrating negative feedback) to
stop the unordered growth of the system’s complexity (III). On the other hand,
to regulate the ever-increasing growth, there is negative feedback in the system
controlling both the overall quality of the system (VII), with particular emphasis
to its internal quality (II). The effort consumed for the above process is typically
constant over phases, with the phases disrupted with bursts of effort from time
to time (IV).

3 Experimental Setup of the Study

Datasets. We have studied eight database schemata from open-source software
projects. ATLAS 1 is a particle physics experiment at CERN, with the goal of
learning about the basic forces that have shaped our universe – famously known
for the attempt on the Higgs boson. BioSQL2 is a generic relational model cover-
ing sequences, features, sequence and feature annotation, a reference taxonomy,
and ontologies from various sources such as GenBank or Swissport. Ensembl is

1 http://atlas.web.cern.ch/Atlas/Collaboration/
2 http://www.biosql.org/wiki/Main Page
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a joint scientific project between the European Bioinformatics Institute (EBI)3

and the Wellcome Trust Sanger Institute (WTSI)4 which was launched in 1999
in response to the imminent completion of the Human Genome Project. The
goal of Ensembl was to automatically annotate the three billion base pairs of
sequences of the genome, integrate this annotation with other available biologi-
cal data and make all this publicly available via the web. MediaWiki5 was first
introduced in early 2002 by the Wikimedia Foundation along with Wikipedia,
and hosts Wikipedia’s content since then. Coppermine6 is a photo gallery web
application. OpenCart7 is an open source shopping cart system. PhpBB8 is an
Internet forum package. TYPO3 9 is a free and open source web content man-
agement framework.

Dataset Collection and Processing. A first collection of links to available
datasets was made by the authors of [9], [10]10; for this, these authors deserve
honorable credit. We isolated eight databases that appeared to be alive and
used (as already mentioned, some of them are actually quite prominent). For
each dataset we gathered as many schema versions (DDL files) as we could from
their public source code repositories (cvs, svn, git). We have targeted main devel-
opment branches and trunks to maximize the validity of the gathered resources.
We are interested only on changes of the database part of the project as they
are integrated in the trunk of the project. Hence, we collected all the versions of
the database, committed at the trunk or master branch, and ignored all other
branches of the project.

We collected the files during June 2013. For all of the projects, we focused on
their release for MySQL (except ATLAS Trigger, available only for Oracle). The
files were then processed by sequential pairs from our tool, Hecate, that allows
the detection of (a) changes at the attribute level, and specifically, attributes
inserted, deleted, having a changed data type, or participation in a changed
primary key, and (b) changes at the relation level, with relations inserted and
deleted, in a fully automated way. Hecate, was then used to give us (a) the
differences between two subsequent committed versions, and (b) the measures
we needed to conduct this study – for example, the size of the schema (in number
of tables and attributes), the total number of changes for each transition from
a version to the next, which we also call heartbeat, or the growth assessed as
the difference in the size of the schema between subsequent versions. Hecate,
along with all the data sets and our results are available at our group’s public
repository https://github.com/DAINTINESS-Group.

3 https://www.ebi.ac.uk/
4 https://www.sanger.ac.uk/
5 https://www.mediawiki.org/wiki/MediaWiki
6 http://coppermine-gallery.net/
7 http://www.opencart.com
8 https://www.phpbb.com/
9 http://typo3.org/

10 http://data.schemaevolution.org
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Fig. 1. Combined demonstration of heartbeat (number of changes per version) and
schema size (no. of tables) for Coppermine and Ensemble. The left axis signifies the
amount of change and the right axis the number of tables.

4 Assessing the Laws for Schema Evolution

The laws of software evolution where developed and reshaped over forty years.
Explaining each law in isolation from the others is precarious as it risks losing
the deeper essence and inter-dependencies of the laws [3]. To this end, in this
section, we organize the laws in three thematic areas of the overall evolution
management mechanism that they reveal. The first group of laws discusses the
existence of a feedback mechanism that constrains the uncontrolled evolution of
software. The second group discusses the properties of the growth of the system,



384 I. Skoulis, P. Vassiliadis, and A. Zarras

Fig. 2. Combined demonstration of heartbeat (number of changes per version) and
schema size (no. of tables) for Atlas and BioSQL. The left axis signifies the amount of
change and the right axis the number of tables.

i.e., the part of the evolution mechanism that accounts for positive feedback.
The third group of laws discusses the properties of perfective maintenance that
constrains the uncontrolled growth, i.e., the part of the evolution mechanism
that accounts for negative feedback.

4.1 Is There a Feedback-Based System for Schema Evolution?

Law of Continuing Change (Law I). The main argument of the first law is
that the schema continuously changes over time. To validate the hypothesis that
the law of continuing change holds, we study the heartbeat of the schema’s life
(see Fig. 1 and 2 for a combined demonstration of heartbeat and schema size).

With the exception of BioSQL that appeared to be “sleeping” for some years
and was later re-activated, in all other cases, we have changes (sometimes mod-
erate, sometimes even excessive) over the entire lifetime of the database schema.
An important observation stemming from the visual inspection of our change-
over-time data, is that the term continually in the law’s definition is challenged:
we observe that database schema evolution happens in bursts, in grouped periods
of evolutionary activity, and not as a continuous process ! Take into account that
the versions with zero changes are versions where either commenting and beauti-
fication takes place, or the changes do not refer to the information capacity of the
schema (relations attributes and constraints) but rather, they concern the phys-
ical level properties (indexes, storage engines, etc) that pertain to performance
aspects of the database.

Can we state that this stillness makes the schema “unsatisfactory” (referring
back to the wording of the first law by Lehman)? We believe that the answer
to the question is negative: since the system hosting the database continues
to be in use, user dissatisfaction would actually call for continuous growth of
the database, or eventual rejection of the system. This does not happen. On
the other hand, our explanation relies on the reference nature of the database
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in terms of software architecture: if the database evolves, the rest of the code,
which is basically using the database (and not vice versa), breaks!

Overall, if we account for the exact wording of the law, we conclude that the
law partially holds.

Law of Feedback System (Law VIII). The wording of Law VIII refers to
the existence of a self-stabilizing feedback mechanism that governs evolution. Its
experimental evaluation typically refers to the possibility of demonstrating ad-
herence to a basic formula of feedback, by estimating the size of the system (here:
in terms of number of relations) accurately – i.e., with small error compared to

the actual values. The formula typically used [2] is: Ŝi = Ŝi−1 + E

Ŝ2
i−1

, where Ŝ

refers to the estimated system size and E is a model parameter approximating
effort (actually obtained as the average value of a set of past assessments of E).

Related literature [2] suggests computing E as the average value of individual
Ei, one per transition. Then, we need to estimate these individual effort ap-
proximations. [2] suggests two formulae that we generalize here as follows: Ei =
si−sα∑i−1
j=α

1

s2
j

, where si refers to the actual size of the schema at version i and α refers

to the version from which counting starts. Specifically, [2] suggests two values
for α, specifically (i) 1 (the first version) and (ii) si−1 (the previous version).

We now move on to discuss what seems to work and what not for the case
of schema evolution. We will use the OpenCart data set as a reference example;
however, all datasets demonstrate exactly the same behavior.

First, we assessed the formulae of [2]. In this case, we compute the average E
of the individual Ei over the entire dataset. We employ four different values for
α, specifically 1, 5, 10, and n, with n being the entire data set size, and depict
the result in Fig. 3, where the actual size is represented by the blue solid line.
The results indicate that the approximation modestly succeeds in predicting an
overall increasing trend for all four cases, and, in fact, all four approximations
targeted towards predicting an increasing tendency that the actual schema does
not demonstrate. At the same time, all four approximations fail to capture the
individual fluctuations within the schema lifetime.

A better estimation occurred when we realized that back in 1997 people con-
sidered that the parameter E was constant over the entire lifetime of the project;
however, later observations (see [3]) led to the revelation that the project was
split in phases. So, for every version i, we compute E as an average over the last
τ Ej values, with small values for τ (1/5/10).

As we can see in Fig. 3, the idea of computing the average E with a short
memory of 5 or 10 versions produced extremely accurate results. This holds for
all data sets. This observation also suggests that, if the phases that [3] mentioned
actually exist for the case of database schema, they are really small and a memory
of 5-10 versions is enough to produce very accurate results.

Overall, the evolution of the database schema appears to obey the behavior
of a feedback-based mechanism, as the schema size of a certain version of the
database can be accurately estimated via a regressive formula that exploits the
amount of changes in recent, previous versions.
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Fig. 3. Actual and estimated schema size via a total (left) and a bounded (right)
average of individual Ei for OpenCart; the x-axis shows the version id

Law of Self-Regulation (Law III). Whereas the law simply states that the
evolution of software is feedback regulated, its experimental validation in the
area of software systems is typically supported by the observation of a recurring
pattern of smooth expansion of the system’s size(a.k.a. “baseline” growth), that
is interrupted with releases of perfective maintenance with size reductions or
with releases of growth. Moreover, due to a previous wording of the law (e.g.,
see [2]) that described change to follow a normal distribution, the experimental
assessment included the validation of whether growth demonstrates oscillations
around the average value [1,2,3].

Size. The evolution of size can be observed in Fig. 1 and 2. We have to say
that we simply do not detect the same behaviour that Lehman did (contrast
Fig. 1, 2 to the respective figures of articles [1] and [2]): in sharp contrast to the
smooth baseline growth that Lehman has highlighted, the evolution of the size
of the studied database schemata provides a landscape with a large variety of
sequences of the following three fundamental behaviors.

– In all schemata, we can see periods of increase, especially at the beginning
of their lifetime or after a large drop in the schema size. This is an indica-
tion of positive feedback, i.e., the need to expand the schema to cover the
information needs of the users.

– In all schemata, there are versions with drops in schema size. Those drops
are typically sudden and steep and usually take place in short periods of
time. Sometimes, in fact, these drops are of significantly larger size than
the typical change. We can safely say that the existence of these drops in
the schema size indicate perfective maintenance and thus, the existence of a
negative feedback mechanism in the evolution process.

– In all schemata, there are periods of stability (i.e., size stays still, or –near-
still).
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Fig. 4. Growth for Coppermine and Ensembl (over version id, concealed for fig. clarity);
the slowly dropping solid line shows the linear interpolation of the values

Growth. Growth (i.e., the difference in the size between two subsequent ver-
sions) in all datasets has the following broad characteristics (Fig. 4, 6). In terms
of tables, in most cases, growth is small (typically ranging within 0 and 1), and
moderately small when it comes to attributes. We have too many occurrences of
zero growth, typically iterating between small non-zero growth and zero growth.
Due to perfective maintenance, we also have negative values of growth (less than
the positive ones). We do not have a constant flow of versions where the schema
size is continuously changing; rather, we have small spikes between one and zero.
Thus, we have to state that the growth comes with a pattern of spikes. Due to
this characteristic, the average value is typically very close to zero (on the pos-
itive side) in all datasets, both for tables and attributes. There are few cases
of large change too; we forward the reader to Law V for a discussion of their
characteristics.

We would like to put special emphasis to the observation that change is small .
In terms of tables, growth is mostly bounded in small values. This is not directly
obvious in the charts, because they show the ripples; however, almost all numbers
are in the range of [-2..2] – in fact, mostly in the range [0..2]. Few abrupt changes
occur. In terms of attributes, the numbers are higher, of course, and depend on
the dataset. Typically those values are bounded within [-20,20]. However, the
deviations from this range are not many.

In the course of our deliberations, we have observed a pattern common in
all datasets: there is a Zipfian model in the distribution of frequencies. Observe
Fig. 5 that comes with two parts, both depicting how often a growth value
appears in the attributes of Ensemble. The x-axis keeps the delta size and the
y-axis the number of occurrences of this delta. In the left part we include zeros
in the counting (343 occurrences out of 528 data points) and in the right part
we exclude them (to show that the power law does not hold only for the most
popular value). We observe that there is a small range of deltas, between -2 and
4 that takes up 450 changes out of the 528. This means that, despite the large
outliers, change is strongly biased towards small values close to zero.
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Fig. 5. Frequency of change values for Ensembl attributes

Despite the fact that change does not follow the pattern of baseline smooth
growth of Lehman and the fact that change obeys a Zipfian distribution with a
peak at zero, we have to say that the presence of feedback in the evolution process
is evident; thus the law holds.

4.2 Properties of Growth for Schema Evolution

Law of Continuing Growth (Law VI). The sixth law of continuing growth
requires us to verify whether the information capacity of the system (schema
size) continuously grows. In all occasions, the schema size increases in the long
run (Fig. 1, 2). We frequently observe some shrinking events in the timeline
of schema growth in all data sets. However, all data sets demonstrate the ten-
dency to grow over time. However, we also have differences from the traditional
software systems that the law studies: as with Law I, the term ”continually”
is questionable. As already mentioned (refer to Law III and Fig. 1, 2), change
comes with frequent (and sometimes long) periods of stability, where the size of
the schema does not change (or changes very little).

Therefore we can conclude that the law holds, albeit modified to accommodate
the particularities of database schemata.

Law of Conservation of Familiarity (Law V). A first question, of central
interest for the fifth law’s intuition is: “What happens after excessive changes?
Do we observe small ripples of change, showing the absorbing of the change’s
impact in terms of corrective maintenance and developer acquaintance with the
new version of the schema?” An accompanying question, typically encountered
in the literature, is: “What is the effect of age over the growth and the growth
ratio of the schema?” Is it slowly declining, constant or oblivious to age? Again,
we would like to remind the reader on the properties of growth, discussed in Law
III of self-regulation: the changes are small, come with spike patterns between
zero and non-zero deltas and the average value of growth is very close to zero.

Concerning the ripples after large changes, we can detect several patterns.
Observe Fig. 6, depicting attribute growth for the MediaWiki dataset. Due to
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Fig. 6. Different patterns of change in attribute growth of Mediawiki (over version-id,
concealed for fig. clarity)

the fact that this involves the growth of attributes, the phenomena are amplified
compared to the case of tables. Reading from right to left, we can see that there
are indeed cases where a large spike is followed by small or no changes (case
1). However, within the small pool of large changes that exist overall, it is quite
frequent to see sequences of large oscillations one after the other, and quite
frequently being performed around zero too (case 2). In some occurrences, we
see both (case 3).

Concerning the effect of age, we do not see a diminishing trend in the values
of growth; however, age results to a reduction in the density of changes and the
frequency of non-zero values in the spikes. This explains the drop of the average
value in almost all the studied data sets (Fig. 4): the linear interpolation drops;
however, this is not due to the decrease of the height of the spikes, but due to
the decrease of their density.

The heartbeat of the systems tells a similar story: typically, change is quite
more frequent in the beginning, despite the fact that existence of large changes
and dense periods of activities can occur in any period of the lifetime. Fig. 1 and
2 clearly demonstrate this by combining schema size and activity. This trend
is typical for almost all of the studied databases (with phpBB being the only
exception, demonstrating increased activity in its latest versions with the schema
size oscillating between 60 and 63 tables).

Concerning the validity of the law, we believe that the law is possible but
not confirmed. The law states that the growth is constrained by the need to
maintain familiarity. However, the peculiarity of databases, compared to typical
software systems, is that there are other good reasons to constrain growth: (a)
a high degree of dependence of other modules from the database, and, (b) an
intense effort to make the database clean and organized. Therefore, conservation
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of familiarity, although important cannot solely justify the limited growth. The
extent of the contribution of each reason is unclear.

Law of Conservation of Organizational Stability (Law IV). To validate
the hypothesis that the law of conservation of organizational stability holds, we
need to establish that the project’s lifetime is divided in phases, each of which
(a) demonstrates a constant growth, and, (b) is connected to the next phase
with an abrupt change. Moreover, abrupt changes should occur from time to
time and not all the time (resulting in extremely short phases).

If we focus on the essence of the law, we can safely say that it does not
hold. The heartbeats of Fig. 1 and 2 and the arbitrary sequencing of spikes and
stability (Fig. 4, 6) make it impossible to speak about constant growth, even in
phases. The open-source nature of our cases plays a role to that too.

4.3 Perfective Maintenance for Schema Evolution

Law of Increasing Complexity (Law II). The law states that complex-
ity increases with age, unless effort is taken to prevent this – nevertheless, the
law does not prescribe a clear assessment method for its validity. The rationale
behind verifying the law dictates the observation of (a) an increasing trend in
complexity of a software system, battled by (b) a perfective maintenance activity
that attempts to reduce it and demonstrated by drops in the system size and
rate of expansion. As there is no precise definition and measurement of com-
plexity in the law, different metrics have been employed (coupling, cyclomatic
complexity, etc. – see [6] for a review). Unfortunately, as most of these metrics
are non-applicable to the case of databases, we take a definition already found
in Lehman [1]: complexity is defined as the number of modules handled (in our
case tables added or modified) over the absolute value of growth per transition.
This formula approximates how much effort has been invested in expanding the
system over the actual difference achieved (large values demonstrate too much
effort for too small change).

Fig. 7. Complexity for Coppermine and Ensembl (over version-id, concealed for clarity)
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Related literature typically speaks for increasing complexity [1], [2], [3], [6],
although there have been counterarguments for the case of open source soft-
ware [5]. In our case, in all the datasets but Biosql, complexity, as defined in the
previous paragraph, does not increase (Fig. 7). The phenomenon must be cou-
pled with the drop in change density (Law V) and although we cannot provide
undisputable explanation, we offer the synergy of two causes: (a) the increasing
dependence of the surrounding code to the database that makes developers more
cautious to perform schema changes as they incur higher maintenance costs, and,
(b) the success of the perfective maintenance, which results in a clean schema,
requiring less corrective maintenance in the future.

Although we cannot confirm or disprove the law based on undisputed objective
measurements, we have indications that the second law partially holds, albeit with
completely different connotations than the ones reported by Lehman for typical
software systems: in the case of database schemata, complexity, when measured
as the fraction of expansion effort over actual growth, drops.

Law of Declining Quality (Law VII). The seventh law postulates that
quality declines with age unless the system is rigorously adapted to its exter-
nal environment. Lehman and Fernandez-Ramil [3] avoid both (a) a definition
of quality ”the definition, measurement, modelling and monitoring of software
quality-related characteristics are very dependent on application, organisation,
product and process characteristics and goals”, and, (b) giving any other support
to the law than a logical proof: as the system expands over time, its complexity
rises and thus the addressing of user requirements and removal of defects becomes
more and more difficult, unless work is done to confront the phenomenon (”the
decline in software quality with age, appears to relate to a growth in complexity
that must be associated with ageing”).

We have already demonstrated that the rationale behind complexity increase
is not supported by our observations. At the same time, we cannot assess schema
quality with undisputed means. Therefore, we cannot confirm or disprove the law
based on undisputed objective measurements.

5 Discussion

In this section, we summarize fundamental observations and patterns that have
been detected in our study. We intentionally avoid the term law, as we do
not have unshakeable evidence for their explanation. Apart from the empiri-
cal grounding, due a very large amount of datasets that obey the same patterns
(which we believe we have fairly attained), we would require an undisputed ratio-
nalized grounding, that can be obtained via a clear explanation of the underlying
mechanism that guides them, also established on measured, undisputed data.

Feedback-Based Behavior for Schema Evolution. As an overall trend, the
information capacity of the database schema is enhanced – i.e., the size grows
in the long term (VI). The existence of perfective maintenance is evident in
almost all datasets with the existence of relation and attributes removals, as well
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as observable drops in growth and size of the schema (sometimes large ones).
In fact, growth frequently oscillates between positive and negative values (III).
The schema size of a certain version of the database can be accurately estimated
via a regressive formula that exploits the amount of changes in recent, previous
versions (VIII). Based on the above, we can state that the essence of Lehman’s
laws applies to open-source databases too: Schema evolution demonstrates the
behavior of a feedback-regulated system, as it obeys the antagonism between the
need for expanding its information capacity to address user needs and the need
to control the unordered expansion, with perfective maintenance.

Observations Concerning the Heartbeat of Change. The database is not
continuously adapted, but rather, alterations occur from time to time, both in
terms of versions and in terms of time (I). Change does not follow patterns of
constant behaviour (IV). Age results in a reduction of the density of changes to
the database schema in most cases (V).

Schema Growth Is Small (Observations): Growth is typically small in the
evolution of database schemata, compared to traditional software systems (III).
The distribution of occurrences of the amount of schema change follows a Zipfian
distribution, with a predominant amount of zero growth in all data sets. Plainly
put, there is a very large amount of versions with zero growth, both in the case of
attributes and in the case of tables. The rest of the frequently occurring values are
close to zero, too. The average value of growth is typically close to zero (although
positive) (III) and drops with time, mainly due to the drop in change density (V).

Threats to Validity. We start with a fundamental inquiry: are databases E-
type systems, so that this research is meaningful in the first place? Despite
a fundamental difference (as databases involve information and not functional
capacity), databases, closely resemble E-type systems as they address the real
problem of query answering, come with their own user community (developers,
DBA’s), and act as fairly independent modules in information systems. Con-
cerning the external validity of our study, its context concerns the study of the
evolution of the logical schema of databases in open-source software. We avoid
generalizing our findings to databases operating in closed environments and we
stress that our study has focused only on the logical structure of databases,
avoiding physical properties (let alone instance-level observations). Overall, we
believe we have provided a safe, representative experiment with a significant
number of schemata, having different purposes in the real world and time span
(from rather few (40) to numerous (500+) versions). Our findings are generally
consistent (with few exceptions that we mentioned). Concerning internal validity
and cause-effect relationships, we avoid directly relating age with phenomena like
the dropping density of changes or the size growth; on the contrary, we attribute
the phenomena to a confounding variable, perfective maintenance actions, which
we anticipate to be causing the observed behavior. When it comes to construct
validity, all the measures we have employed are accurate, consistent with the
metrics used in the related literature and appropriate for assessing the law to
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which they are employed. The only exceptions to this statement are Laws II and
VII dealing with the complexity and the quality of the schemata. Both terms are
very general and the related database literature does not really provide adequate
metrics other than size-related (which we deem too simple for our purpose); our
own measurement of complexity requires deeper investigation. Therefore, the
undisputed assessment of these laws remains open.

Future Work. The extension of the study to more datasets, possibly non-
relational too, and the study of databases in closed environments for large periods
of time, are possible roads for future research. Concerning the current findings
of our study, the detailed understanding of the feedback mechanism, especially
when it comes to ageing and complexity (Law II) as well as patterns of growth
(Laws III and V), or patterns in the heartbeat of the evolution, are open issues
worth investigating.
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Abstract. Large software systems comprise of different and tightly in-
terconnected components. Such systems utilize heterogeneous monitoring
infrastructures which produce log data at high rates from various sources
and in diverse formats. The sheer volume of this data makes almost im-
possible the real- or near real-time processing of these system logs. In
this paper, we present a log schema independent approach that allows for
the real time reduction of logged data based on a set of filtering criteria.
The approach utilizes a similarity measure between features of the in-
coming events and a set of filtering features we refer to as beacons. The
similarity measure is based on information theory principles and uses
caching techniques so that infinite log data streams and log data schema
alterations can be handled. The approach has been applied successfully
on the KDD-99 intrusion detection benchmark data set.

Keywords: software engineering, log analysis, log filtering, information
theory.

1 Introduction

Large software systems consist of many interconnected components. The opera-
tion of such systems is usually monitored by specialized applications that emit a
wealth of information in the form of event logs. In this context, a challenging task
is to understand in a tractable manner what operations are performed by the
system at any given time, in order not only to understand how the system oper-
ates, but also to identify situations where the system is performing unscheduled
or unexpected tasks. To date, most dynamic analysis approaches are applied off-
line, but for most practical applications a real-time on-line analysis is preferred.
However, the sheer volume of the emitted logged data makes such an on-line
analysis non tractable. The objective is thus to devise log filtering techniques
that allow for the selective reduction of logged data according to specific filter-
ing criteria. The filtering criteria can be set by the administrators and relate to
specific hypotheses or analyses that need to be tested or performed.

In this paper we propose an on-line, schema independent approach that is
based on information theory principles to calculate log event similarity with
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the purpose of analyzing and appropriately grouping streaming events that are
emitted by a system’s monitoring infrastructure. The technique consists of three
main steps. In the first step, which can be performed off-line, a collection of
significant log features or ”beacons” are selected by the user or by an automated
process (e.g. a data mining process), as being significant to a use case or to a
possible type of system incident. Such beacon features may be unsuccessful login
attempts to a particular server, a warning for a failed transaction, transaction
requests arriving at a high frequency from a group of servers, or a performance
degradation alert. Beacon features are then used to generate user defined beacon
events. In the second step of the process, event similarity values are computed
between the beacon events and the incoming events in the log data set. The
similarity scores are computed by comparing attribute values that are weighted
by an information content coefficient. For example, if an attribute value is con-
stant across all logged events, then this attribute value should not be considered
as important for the computation of an overall similarity between two events.
The result of the second step is an overall similarity value for each event with
the beacon event set as a whole. In the third step of the process, a threshold is
selected and events that exhibit an aggregated similarity value with the beacon
set that is above the threshold value, are considered as a cohesive collection of
events that correspond to a use case or an incident.

The proposed approach has three notable advantages over existing dynamic
analysis approaches. First, it is schema independent and it is, therefore, readily
available for collections of logged data that are emitted by different monitoring
components and not conforming to the same schema or format. This eliminates
the need for event schema merging or mapping, a process that is often too com-
putationally expensive to be performed for on-line analysis. Second, the proposed
approach does not require a training data set, a requirement for most approaches
that are based on machine-learning techniques. Rather, the proposed approach is
based on the on-line adaptive re-calculation of an information content coefficient
for each attribute value, allowing thus the similarity score to be automatically
adapted as the system evolves or its operational profile changes. Finally, it can be
applied to streaming log data, permitting real time analysis, in contrast to most
log analysis techniques that analyze stored logged data in an off-line manner.

This paper is organized as follows: Section 2 presents related work. Section 3
presents the event model. Section 4 discusses the event similarity measure and
the selection of the filtered output. Section 5 presents implementation consider-
ations, Section 6 presents experimental results, while Sections 7 and 8 provide
related discussion and conclude the paper.

2 Related Work

Dynamic program analysis has been extensively used to understand the behavior
of software systems. Bruegge et al. [1] proposed a framework to support dynamic
analysis by source code instrumentation of systems written in C/C++. Männistö
et al. [2] proposed the tool SCED, for modeling dynamic properties of object
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oriented systems. Both tools require access to the source code, which might not
always be the case.

In the area of data set filtering, in [3] two different data filtering and noise
reduction techniques are discussed. The first is based on multiple-partitioning
filtering while the second is based on iterative partitioning filtering. In [4] a
technique that allows for the discovery of processes by analyzing event logs is
proposed, while in [5] a log analysis technique has been used to evaluate the
evolution of business models by comparing known model templates to actual
models. In [6] a domain independent approach is proposed for log reduction. The
main difference between the proposed approach and the one presented in [6] is
that the approach discussed here uses information theory for event similarity
calculation and that it can be applied in streaming log data.

In the field of log analysis by event feature reduction, [7] discusses a technique
using Latent Semantic Indexing for log reduction and filtering so that root cause
analysis can be tractable for systems emitting large volumes of log data. In [8]
a technique to identify event features important for dynamic analysis and, in
particular, intrusion detection is presented. The reduced feature sets allow for
more tractable analysis to be performed. Compared to our approach, the work
in [8] is fine tuned for intrusion detection and aims to reduce features as opposed
to events. In [9] the Enhanced Support Vector Decision Function technique is
used for selecting important features in log entries to support intrusion detection
analysis. In [10] a technique based on the maximization of conditional informa-
tion and weak dependence is proposed for the selection of important features in
data collections. In [11] an information theoretic approach that selects an opti-
mal set of attributes by removing irrelevant and redundant features is presented.
Similarly, in [12] a hybrid approach for feature selection based on information
theory as well as filter and wrapper models is presented. In [13] a two phase
approach for network intrusion detection that is based on feature reduction and
reasoning using fuzzy clustering and the Dempster-Shafer theory is proposed.

Overall, the main differences of our work with the related work presented in
this section are that our approach is domain and schema independent and it
does not require training data sets. Furthermore, it can be applied on real-time
streaming data, thus allowing for on-line analysis.

3 Event Modelling

3.1 Static Event Model

Each event ei of the input stream E = {e1, e2, . . . eNE} is defined as a set of pairs
that consist of an attribute aj ∈ A and its associated value vj,i. More specifically,
each event ei in the input stream is defined as:

ei = {< aj , vj,i >: 1 ≤ i ≤ |E|, 1 ≤ j ≤ |A|} (1)

where A = {a1, a2, . . . aNA} is the set of all attributes aj appearing in the events
of the input stream. If an event ei does not have an attribute aj we simply
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consider the value for this particular attribute to be NULL. This notation can
be used to represent any acyclic tree-like structure, such as those commonly
generated by system utilities (e.g. XML, JSON), while it can be easily stored in
a database, such as MongoDB.

It should be noted that this approach is particularly effective when used with
structured data, with its precision increasing as the detail of the representation
increases. While free-form attribute string values can still be used as input to
the low-level primitive value distance metric calculation, several approaches have
been proposed (e.g [14], [15]) to extract schema information from log files.

3.2 Stream Model

The implicit insertion of NULL values allows each attribute aj to be defined as
a stream Saj of its values vj,i: Saj = {vj,1, vj,2, . . . vj,NE}. Therefore the event
stream can be viewed as a collection of discrete time series, one for each attribute,
that are evolving in parallel.

The proposed approach is most effective when each attribute is an independent
variable with no correlation to other attributes. Redundant information in the
input stream may skew the results of the process by incorrectly emphasizing
certain values, while reducing the perceived importance of others. The problem
of normalizing redundant information streams has been studied extensively. For
example, several feature selection techniques have been proposed (e.g. [10], [8])
and can be used as a pre-processing stage to remove redundant features.

4 Event Analysis and Filtering

4.1 Beacon Event Set Compilation

The first phase of the proposed process involves the compilation of a cohesive
beacon event set B = {b1, b2, . . . bNB} that serves as the filtering criterion. These
events can be selected directly from the input stream or can be drafted by the
operator, as a collection of pseudo-events, by combining features and values
that the operator considers important or of interest. The system requires no
information on the actual selection process, which allows the use of opaque third-
party utilities.

4.2 Similarity Computation

In order to compute a similarity measure of each event in the input stream with
the beacon set, we propose a three stage process. The results of each stage are
fed to the next one, creating a hierarchical process that is described bellow.

Stage 1. The first stage involves the dynamic determination of the importance
that an attribute or a value carries in the evaluation of a final overall similarity
measure. For example, an attribute for which its value is constant throughout



398 T. Kalamatianos and K. Kontogiannis

the input stream does not carry any significant information content for the com-
putation, while attribute values that vary may carry higher information content.
This allows a low-level similarity metric for primitive values (e.g. strings), typi-
cally described as dist : E ×E ×A → R, to be used as the basis of an event-level
similarity measure.

More specifically, the proposed approach attempts to determine which at-
tributes and attribute values offer the best event selectivity with regard to a
specific beacon set. For this purpose, a statistical similarity measure based on
information theory is introduced. Each attribute aj is considered an independent
discrete random variable with an alphabet Vj of NVj possible symbols (values).

According to information theory, the entropy H of an independent variable X
is a measure of the average information content of each sample of X . Likewise,
the information content I is a metric of the importance of a variable as a whole.
If X is a discrete time series of N samples with an alphabet of n symbols and a
probability mass function of p(X), we have:

H(X) = E(−logrp(X)) = −
n∑

i=1

p(xi)logrp(xi) (2)

I(X) = −
N∑
i=1

logrp(xi) = N ·H (3)

The probability p(xi) of a symbol is equal to its relative frequency within
the time series. Specializing formula 3 using the individual attribute value fre-
quencies, it is therefore possible to compute the information content of a specific
attribute value vj,i, as well as that of a discrete attribute aj as a whole:

I(vj,i) = −nj,i · logr
nj,i

NE
(4)

I(aj) = −
NVj∑
i=1

(nj,i · logr
nj,i

NE
) (5)

The selectivity offered by each event attribute is in direct relation to the in-
formation content of the equivalent time series. Conceptually, highly repetitive
attributes, such as domain-specific constants, have a limited use as distinguish-
ing features between events, but they also exhibit a relatively low entropy that
can be used to reduce their participation in the event comparison process. Fur-
thermore, attributes with extreme diversity, e.g. unique identifiers, tend to skew
the similarity metric, since they have a high information content despite being
of limited value for determining similarity. To offset this issue, the information
content I(vj,i) contributed by each specific attribute value is taken into account
in relation to the information content I(aj) of that particular attribute as a
whole. This leads to the following definition of the information content fractions
IF (aj) and IF (vj,i) for an attribute and an attribute value respectively:

IF (aj) =
I(aj)∑NA

j I(aj)
(6)
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IF (vj,i) =
I(vj,i)

I(aj)
(7)

The information content fraction is a dimensionless quantity in the [0, 1] range.
Using it as a coefficient lessens the impact of attribute values with low overall
contribution. This is especially effective for attributes with high diversity: a large
number of discrete values means that each specific value has a minuscule contri-
bution to the overall information content on its own. The resulting IF fraction
will be relatively low, reducing the skew normally caused by high-diversity at-
tributes. Using this principle, a similarity metric SVi,b,j can be defined for the
attribute aj values of input event ei and beacon event b as follows:

SVi,b,j = IF (vj,b) · IF (vj,i) · dist(i, b, j) (8)

Stage 2. At the second stage we compute a weight Waj for each attribute aj in
the input stream E . This attribute-specific weight is affected by the information
content of the attribute and the particular contribution of its specific values in
the beacon event set. This enhances the effect of less frequent values that are
common within the beacon event set and may, therefore, be a distinguishing
feature for the selection process.

Waj = I(aj) ·
∏
b∈B

IF (vj,b) (9)

Stage 3. The final stage contains the evaluation of a similarity measure between
two events and leverages that measure to compare each input stream event with
the beacon set as a whole.

Lin [16] offers a formal definition of the concept of similarity, based on three
basic intuitive tenets: (a) the more commonality two objects share, the more
similar they are; (b) the more differences two objects have, the less similar they
are and; (c) two identical objects should always reach the maximum similarity.

Using a weighted mean to leverage the per-attribute similarity values from the
previous stages to an event-level metric SEi,b satisfies all three basic conditions.
Additionally, it allows the attribute-level weights which are not bounded to form
a bounded metric with the same range as the primitive correlation metrics:

SEi,b =

∑NA

j=1(Waj · SVi,b,j)∑NA

j=1 Waj

(10)

The final computation involves the determination of an overall similarity SBi of
an input event with the beacon set as a whole. To procure a similarity metric
between a single event and an event set using a metric defined between single
events, it becomes necessary to reexamine the three basic principles mentioned
above. More specifically, the requirement for a maximum similarity result on
identical inputs is no longer satisfiable since sets and single items are not directly
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comparable. Our prototype implementation uses an arithmetic mean, averaging
the similarities calculated for the input event with each beacon event:

SBi = E(SEi,b) =

∑
b∈B SEi,b

NB
(11)

4.3 Filtered Event Group Selection

Conceptually, for the reduced event set we aim to select those events with the
highest similarity values. Providing a threshold for that selection, however, is
not trivial. Real-time streams are unbounded with regard to space and impose
certain latency constraints, while the amount of information that is known a
priori is limited. Therefore an adaptive threshold selection method should be
used for the last phase of the process.

In our approach, the resulting event group is computed using a dynamic thresh-
old, which is determined by detecting significant gaps in the distribution of simi-
larity values. More specifically, a sketch of the cumulative distribution function
(CDF) of the similarity values is formed in constant space and time, and is up-
dated and examined periodically as the input stream is processed. Using a rough
derivative computation it is possible to detect plateaus in the CDF, which typi-
cally separate similarity value clusters. A heuristic algorithm is then used to select
an appropriate threshold, by taking into account the distances between the high-
est valued clusters, their size and their position within the similarity value range.
Similar techniques based on sub-linear data sketches have been used for approxi-
mate percentile determination on real time streams ([17], [18]).

5 Design and Implementation Considerations

5.1 Adaptivity of the Proposed Approach

Adaptivity to Schema Changes. The prototype implementation is com-
pletely domain agnostic, with no a priory knowledge of the domain or the event
schema. As such, it operates on the inherent assumption that only part of the
actual schema has been considered at any given time. An incoming event may
contain a number of previously unseen attributes that expand the existing view
of the schema of the monitored domain. Each new attribute is essentially treated
as a time series that only contained null values until its time of emergence.

However, for most event domains and monitoring systems it is reasonable to
assume a fixed number of attributes. Therefore, the set of attributes that are
known to the system at runtime will gradually converge towards a constant set,
with few or no new additions after a sufficient amount of time.

Information Content Aging. Typical statistical algorithms are generally tar-
geted at data sets and not well suited for streaming input:
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1. Common set-basedmetrics exhibit a form of inertia as the number of recorded
data points increases. New data has a decreasing effect as time passes, grad-
ually reducing the adaptability of the system to zero.

2. Cumulative metrics, e.g. the mean and standard deviation, suffer from nu-
merical range and precision issues when implemented trivially on a computer.

To avoid these issues, the proposed system makes use of algorithms that devalue
older data points with the passage of time. Daneshgaran et al. [19] provide an
information theoretic definition of aging, while Cormode et al. ([20]) describe a
generic exponential decay model for aggregate metrics.

Our prototype implementation synchronizes using input events as a time ref-
erence and ignores any other perception of time. As a result, the decay model
used for the aging process, is a simple step-wise decay model. For each cycle, the
information content currently recorded for all attributes and attribute values is
multiplied by a positive decay coefficient no greater than 1:

Iaged,t+1 = decay · It + (It+1 − It) (12)

The decay coefficient should be selected with regard to the monitored system,
most notably its event rate and other temporal characteristics. Typical values
for the decay coefficient during experimentation were in the [0.95, 1) range.

5.2 Space Complexity and Object Replacement Algorithms

Since real-time systems have no known limit for the length of the input stream,
their space complexity should be constant, or at most sub-linear, with respect to
the size of the input. For this reason, it is necessary to approximate the operation
of the similarity determination algorithm in a space-efficient manner. From the
mathematical formulas at its foundation it is clear that the values with the least
impact are those with the lowest contribution of information content. Therefore,
a potential approximation involves limiting the volume of retained metadata by
eliminating the entries that correspond to low-impact values.

Taking the effects of the aging process into account, one can intuitively identify
the low-impact values as those that (a) are infrequent or (b) have not appeared
recently in the input stream. Selecting items based on frequency and recency is
essentially the purpose of object replacement algorithms, more commonly known
as caching algorithms. The main intent of a caching subsystem is to use a pre-
determined amount of space to store results of past requests, replacing old or
infrequent entries when necessary. Therefore, we can use such replacement algo-
rithms to provide a hard limit for the space usage of the proposed system.

For our prototype implementation, we selected the Adaptive Replacement
Cache [21] algorithm, due to its simplicity and overall performance. It provides
a good balance between recency and frequency, while also being resistant to
pathological behaviors and able to adapt to its input. Moreover, it has excel-
lent runtime performance and does not need external tuning that would require
domain-specific knowledge.
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5.3 Runtime Performance

In order to ensure the scalability of the system for monitoring large infrastruc-
tures, several approaches to parallelization are available:

– Attribute-level parallelization, where each processor handles a subset of the
attributes within each event, based on the assumption that each attribute is
a completely independent time series.

– Beacon-level parallelization, where the comparison of an input event with
each beacon event is handled by a separate processor.

– Event level parallelization, where the input events are distributed to a large
number of processing nodes using an appropriate load-balancing scheduler.

These methods are generally orthogonal and can therefore be employed si-
multaneously if necessary. The prototype implementation, supports the first two
methods and is able to achieve a sustainable throughput of several thousand
events per second, when making full use of a 4-processor personal computer.

6 System Evaluation

For the evaluation of the proposed algorithm we used a data set generated within
the scope of a competition that was held in conjunction with KDD99, the Fifth
International Conference on Knowledge Discovery and Data Mining. The KDD99
data set [22] is a derivative of the DARPA Intrusion Detection Evaluation 1999
data set. As such, KDD99 events represent traffic within a computer network,
while specific security breaches are attempted. The data set features about 4.8
million events and 41 distinct attributes, of both continuous and discrete types.
In addition, the KDD99 data set contains embedded classification data for each
event, which can serve as a reference for the evaluation of the quality metrics
of any selection method. This alleviates the need for domain-specific tools or
manual intervention for the creation of the golden standard against which our
system will be evaluated.

The prototype implementation was written in the Java programming language
and tested extensively in streaming mode. For each experiment, the used beacon
events were selected randomly from a specific attack type, with the rest of the
events that belong to the same attack type being the expected result.

6.1 Similarity Metric Evaluation

To evaluate the quality of the similarity metric, it is necessary to examine its
selectivity between matching and non-matching events. Intuitively, an acceptable
metric would provide results with clear separation between potential matches
and the rest of the input, allowing the selection of the matching results by
means of a simple similarity threshold. Ideally, the separating space would also
not contain any noise in the form of infrequent errant values, although their
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Fig. 1. Similarity values for a part of the input stream with two clusters of potential
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Fig. 2. Cumulative distribution function for the produced similarity values

effect on the overall accuracy of the system would be negligible and they could
be filtered-out relatively easily using a variety of methods.

Fig.1 illustrates the aforementioned similarity gap for the events from a small
range of the input stream. The plotted values were produced using a beacon set
of 20 events that match the neptune attack type from the KDD99 data set. The
input set contains two event clusters of the same type in this particular range, in
the subranges [4810961− 4817099] and [4827760− 4827959]. The corresponding
similarity values rise from a baseline of about 5− 10% to values in the 40− 60%
range, with virtually no noise in the range from approximately 20% to 40%, thus
being in complete accordance with the golden standard.
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Table 1. Experiment results - Beacon set size effect

Test # of # of correct # of retrieved Precision Recall Reduction

beacons events events (%) (%) (%)

neptune 5 203941 203941 100.000 99.573 79.606

neptune 10 203947 203941 99.997 99.573 79.605

neptune 20 205087 204023 99.481 99.613 79.491

back 5 1999 1941 97.099 96.953 99.800

back 10 2070 1941 93.768 96.953 99.793

back 20 2045 1941 94.914 96.953 99.796

teardrop 5 993 198 19.940 99.497 99.900

teardrop 10 196 196 100.000 98.492 99.980

teardrop 20 203 196 96.552 98.492 99.980

Fig.2 depicts a plot of the cumulative distribution function (CDF) of the
similarity for the same scenario, calculated over a range of 1, 000, 000 events.
The CDF of the similarity essentially provides the ratio of rejected events for
each possible selection threshold. Sharp rises in the CDF indicate the existence of
a tight cluster around the same value, while a plateau is caused by the lack of any
data points in the corresponding range. In Fig.2 a gap in the similarity values,
indicated by a plateau in the CDF plot for similarities in the approximate range
of 31− 63%, separates the matching events from the rest of the input stream. A
rather conservative threshold selection of e.g. 35% would preserve roughly 20%
of the input stream, which is congruent with the ratio of neptune-type events in
the same range.

Both figures illustrate the potential usability of the proposed similarity metric
as a distinguishing criterion for event selection purposes. In addition, the sig-
nificant similarity value difference between matching and non-matching events
allows the use of simpler algorithms in the final selection stage, by limiting the
need for complex noise-reduction techniques.

6.2 Quality of Results

An accepted technique of assessing an information retrieval process is the mea-
surement of precision and recall values. For our system, recall is more important
than precision, since recall is critical for ensuring that the technique does not
discard matching events, especially in a streaming environment where the re-
covery of such events might not be possible. However, precision still remains an
important quality, since it relates to the reduction effected upon the size of the
input, which is the final purpose of the proposed system.

For the evaluation process, the prototype implementation was subjected to
a series of experiments, a subset of which is presented in table 1. Table 1 con-
tains results from experiments performed over a range of 1, 000, 000 events for
three different event types and for a variable beacon event set size. The selected
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Table 2. Experimental results - Effect of noise in the beacon set

Test Beacon # of retrieved # of correct Precision Recall Reduction

noise (%) events events (%) (%) (%)

neptune 10 204027 204021 99.997 99.612 79.597

neptune 20 204810 204021 99.615 99.612 79.519

neptune 30 204027 204021 99.997 99.612 79.597

neptune 40 205260 204798 99.775 99.992 79.474

neptune 50 206266 204733 99.257 99.960 79.373

back 10 2070 1941 93.768 96.953 99.793

back 20 5433 1941 35.726 96.953 99.457

back 30 44540 1929 4.331 96.354 95.546

back 40 77757 1904 2.449 95.105 92.224

back 50 497826 1985 0.399 99.151 50.217

teardrop 10 389445 199 0.051 100.000 61.056

teardrop 20 497395 199 0.040 100.000 50.261

teardrop 30 497395 199 0.040 100.000 50.261

teardrop 40 497395 199 0.040 100.000 50.261

teardrop 50 497395 199 0.040 100.000 50.261

scenarios cover a significant event frequency range, with neptune-type events
comprising about 20% of the input, while back and teardrop events correspond
to 0.2% and 0.02% respectively. Despite this variation, the system reliably man-
ages to retrieve over 95% of the requested events, with a precision that typically
lies in the range of 90 − 95%. The system is able to produce acceptable results
with as low as 5 beacon events, which makes it usable by human operators with-
out the aid of additional tools. Varying the size of the beacon event set, does not
generally appear to have a consistently significant effect, although in most cases
we observed that larger sets resulted in a slightly higher amount of noise. The
teardrop event type, however, is a notable exception, due to the relatively lim-
ited cohesion and higher diversity that characterizes its members. As a result,
a larger beacon event set is required to allow the system to reliably establish
which features characterize the teardrop events, as evidenced by the low pre-
cision calculated for the 5-event beacon set. In addition the small size of the
teardrop event set aggravates the effects of any factor that negatively affects the
precision of the system.

6.3 Stability Assessment

To assess the stability of the system we considered its behavior with respect to
the presence of random noise in the beacon event set. The evaluation is particu-
larly important, since in real-life cases it is not always possible to define a beacon
event set with absolute precision. Table 2 illustrates the experimental results of
randomly selected noisy events in the beacon set. Low amounts (e.g. 10%) of
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Fig. 3. Processing time versus input size for a variable number of worker threads

noise do not generally have a significant impact, while higher amounts may have
a negative effect on precision with the recall being mostly unaffected. On the
other hand, event types with limited cohesion, such as the teardrop type, are far
more susceptible to the negative effects of noise, since the beacon events feature
a certain amount of noise themselves. It should be noted that these comments
are only valid in the case of random noise. The effects of cohesive erroneous
events in the beacon set are more severe, with the system generally selecting
events that match either the requested or the erroneous event set.

6.4 Runtime Performance

The runtime performance of the prototype implementation was evaluated from
several aspects, in order to assess the feasibility of its deployment in production
environments. On a mid-range personal computer with four processor cores, the
throughput of the system was macroscopically stable and typically well in excess
of 5, 000 events/second, with 10, 000 events/second being attainable for smaller
beacon event sets. The use of multiple worker threads provided a notable perfor-
mance increase, as seen in Fig.3, although the prototype had not been adequately
optimized for multiple processors. Last, the system had quite reasonable mem-
ory requirements, being able to process the KDD99 data set with less than 96
MB of heap memory available to the Java VM.

7 Discussion

The proposed approach is mainly intended as an efficient schema-independent
initial-approach analysis tool. As such, several assumptions were made which
can potentially create situations where the system will misbehave:
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Each attribute is examined in isolation: The potential usefulness of combi-
nations of attribute values is not examined. Addressing this issue in a domain-
agnostic manner requires the use of adaptive methods to avoid the introduction
of operations with exponential complexity in relation to the combination size.

The system examines each event independently: No temporal relationships
are established between events or attribute values. In general the detection of
systematic transitions is considered to be beyond the scope of this system, for
complexity and performance reasons.

The information content determination algorithm does not take value proxim-
ity into account: In some cases it makes sense to consider as equivalent attribute
values which happen to be in close numerical or lexicographical proximity.

However, the event selection approach presented in this paper is more flexible
than rule-based filters, as it does not require any domain knowledge and can
adapt to the input stream.

8 Conclusion

In order for on-line tractable analysis of log data streams to be performed, we
should first devise techniques that allow for the selective reduction of the volume
of the data that needs to be considered for each analysis. In this paper, we have
presented an approach that allows for the on-line selection of logged events that
are highly cohesive with respect to a particular feature set. The feature set is
used to compile a set of user defined events we refer to as beacon event set.
The proposed approach is based on information theory to compute a similarity
measure between incoming events and the beacon set, and is schema indepen-
dent. The result is a highly reduced collection of incoming events that are highly
related to specific system behavior. Results obtained from the KDD99 bench-
mark data set indicate that the approach can tractably reduce the size of events
that need be considered with respect to some important system activity such
as intrusion attempts, while maintaining high recall and precision levels. Possi-
ble future work includes the extension of the approach to handle combinations
of attributes for computing event similarity, the incorporation of an attribute
reduction pre-processing phase so that further performance enhancements can
be possible, and the investigation of techniques for adaptive threshold selection.
This work has been supported by CA Labs and CA Technologies UK.

References

1. Bruegge, B., Gottschalk, T., Luo, B.: A framework for dynamic program analyzers.
SIGPLAN Notices 28(10), 65–82 (1993)
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Abstract. The problem this paper addresses is related to Data Stream
Mining and its automatization within Information Systems. Our aim is
to show that the expertise which is usually provided by data and data
mining experts and is crucial for problems of this kind can be successfully
captured and computerized. To this end we observed data mining experts
at work and in discussion with them coded their knowledge in a form of
an expert system. The evaluation over four different datasets confirms
the automatization of the stream mining process is possible and can
produce results comparable to those achieved by data mining experts.

Keywords: data mining, stream mining, expert system.

1 Introduction

With emergence of pervasive distributed computing environments, such as cell
phones and sensor networks, the data production has enormously increased [8].
In such environments, data are frequently seen as continuous infinite streams,
which cannot be stored for later use. The storage and processing characteris-
tics of streams do not allow for the application of conventional techniques for
data analysis and mining; instead, specialized approaches are required that are
capable of timely analysis and efficient memory usage. Data stream mining re-
ceived a lot of attention among researchers and a lot of aspects have already
been investigated and resolved [2,13].

The approaches that are available today offer a reasonable trade-off between
predictive accuracy and timely responsiveness and can be efficiently used to
handle various practical situations [8]. However, data mining requires a deep
understanding of the problem domain and data (provided by domain experts)
and processing techniques (algorithms, their usage and optimization) that can be
employed to perform the analysis (provided by data mining experts). This neces-
sity to employ data and domain experts is recognized as an important obstacle
which limits the usage of the data stream mining approaches in practice [9].

In this paper we focus on automatization of the data stream mining process.
We do this by capturing and storing the knowledge that the experts employ in
various steps of the stream mining process. The main steps of our approach in-
clude: (1) the acquisition of the client’s requirements and main data properties,
(2) the selection of methods that best match the given problem, (3) the setting
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and trimming methods’ parameters, and (4) learning from the method applica-
tion on the given problem. We carefully analyzed and discussed the above steps
over four case studies with two selected experts. As a result we developed an
expert system that fully automatizes the stream mining process. We show that
the stream mining of a reasonable quality can be performed using only a min-
imal domain knowledge and without involvement of data mining experts. This
is an important finding which reveals that the stream mining can become more
widely used within information systems dealing with streams of data.

The paper is structured as follows: Section 2 briefly explains the related work,
Section 3 the expert system, and Section 4 the evaluation. The conclusion is
given in Section 5.

2 Related Work

We relate our work to the two relevant sub-fields of machine learning: (1) the
field of incremental learning, which deals with the complexity of this task, and
(2) the field of meta-learning, which focuses on automatically relating algorithm
performance to the characteristics of the data and prior domain knowledge. In
the following we review the important works in the both fields.

2.1 Data Stream Processing and Its Complexity

A data stream consists of an ordered sequence of examples, which arrive on-
line. Examples of such applications include sensor measurements, financial ap-
plications, telecommunication and network transactions, and others. To achieve
processing in real time, the examples are read only once, processed and then
discarded or archived. If the example is archived, it has to be stored in memory,
which is relatively small compared with the potentially unbounded size of the
whole data stream. Several works [2,8] discuss characteristics of data streams
and emphasize the following:

– stream mining is performed by sliding window techniques which maintain
only the most recent examples in the stream;

– batch processing approaches are inadequate due to the fast processing re-
quirements and the inability to store all past data. They have to be replaced
with incremental approaches;

– adaptivity to changes in data is important due to potentially changing data
distributions. Since the sequence of examples is not independent and the
examples are generated by non-stationary distributions, the target concept
may gradually change over time (concept drift) [5];

– summarization, sampling and synopsis techniques are required to compress
data and store their statistics; and

– queries over streams cannot be evaluated precisely and are approximated.

Different research directions stem from the listed set of challenges, e.g., propos-
ing learning algorithms for supervised and unsupervised learning [4], improving
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Fig. 1. Main activities in the stream mining process

their accuracy [13], performing queries over transient examples in a stream [2],
sampling over data streams, dealing with concept drift [8], and others. The di-
versity of the former challenges illustrates the complexity of the decisions that
need to be taken by users.

2.2 Meta-modeling of Algorithm Performance

Meta-learning focuses on modeling relationship between characteristics of a prob-
lem domain and the learning algorithm performance [6]. To predict the perfor-
mance, the meta-learning algorithm records the past empirical performance of
different learning algorithms along with the attributes that describe the prob-
lem domain. Choosing these meta-attributes appropriately is a challenge in this
field; they can be based either on the data parameters (e.g., data set size, num-
ber of attributes, class distributions etc.) or the parameters of the particular
underlying learning algorithm [1]. An alternative to automatic construction of
meta-learning knowledge is to construct them manually.

Related meta-learning based approaches include stacked generalization [16],
which is considered a form of meta-learning because the transformation of the
training set conveys information about the predictions of the base-learners; se-
lecting a learning algorithm for each individual test example based on the algo-
rithm’s performance exhibited in the example’s neighborhood [11]; and inductive
transfer of learned knowledge across domains or tasks [12].

Both mentioned fields of the related work motivate us to develop an ex-
perimental automated stream mining system that addresses the challenges of
the incremental learning and uses meta-modeling to facilitate automation of
parameter-setting tasks. Our wishful goal is to enable the non-data mining ex-
perts to use the proposed system and achieve comparable performance to the
performance of algorithms used by field experts.

3 Expert System

3.1 Stream Mining Process

As emphasized in the introduction, the goal of our research was (a) to capture the
expert knowledge of stream mining experts and (b) to formalize this knowledge
within an expert system for the automatization of the stream mining process.
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In a typical stream mining scenario, there are two kinds of experts involved,
both having important roles: data mining experts and domain experts. Whereas
the former provide expertise on stream mining techniques, the latter help the
stream mining experts to faster identify crucial data properties which would oth-
erwise remain hidden. It is important to note here that in our work we assumed
that only a minimal knowledge on the domain is available; by avoiding require-
ment for domain expertise we therefore aimed to make the system as general as
possible. Based on the above limitation and discussion with two stream mining
experts we constructed a simplified stream mining process, shown in Figure 1
(explanation in the following). In this process we identified three main areas
where the expert knowledge is most important, which are:

– the construction, aggregation and selection of relevant attributes (Figure 1,
Activity 2);

– the selection of most appropriate stream mining methods based on problem
and data description (Figure 1, Activity 3); and

– setting and re-setting of stream mining methods’ parameters (Figure 1, Ac-
tivities 4 and 6).

In the following sections we first explain the minimal domain knowledge that is
required in order to mine streams (with or without experts). Then we describe
the activities within the stream mining process where the mining expertise is
the most beneficial and explain how these activities were implemented within
our expert system.

3.2 Minimal Required Knowledge

For an expert or an expert system some minimal required prior knowledge (RK)
is beneficial to make reasonably informed decisions and recommendations:

RK1. Client’s subjective preferences: requirements such as transparency, visu-
alization possibilities, ability to explain and evaluate results in terms of
confidence or reliability. Fulfilling these requirements dictates the choice
of stream mining methods;

RK2. Client’s objective preferences: requirements for data stream predictors.
How will performance be measured? What is a required response time?
Should responses be available at any time, even if they are not perfect?
What are the time spans of interest? What is the frequency of predictions?
For example, the client might request that every day at 6:00 AM we
produce predictions of certain parameters for the next 6, 12 and 24 hours;

RK3. Known data stream properties: number of attributes, attribute types, at-
tribute values, distribution of values, frequency of data generation, sparse
(e.g., unstructured text) or dense (e.g., sensor) data; and

RK4. Known data stream mining problem properties: also based on client’s
preferences and determines the necessary stream mining paradigm, i.e.,
prediction of parameter values (both discrete-classification and continuous-
regression), anomaly detection, detection of recurrent and/or irregular
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patterns, and concept drift detection (fundamental changes in data stream
generation process).

Initial recommendations of the stream mining experts are produced by consider-
ation of RK1–RK4 without looking into the data stream, which is assumed not
to be available at this point. This activity (requirements acquisition) is not yet
implemented in our expert system and thus has to be performed manualy in dis-
cussion with the client. In future, we intend to develop wizard-based interfaces
that will allow clients to provide requirements and domain knowledge directly
to the system, i.e., without any involvement of the experts.

3.3 Choosing Appropriate Stream Mining Methods

After acquiring the main client preferences (RK1 and RK2) and data proper-
ties (RK3), a stream mining expert selects a set of methods that best match
the given problem. This is typically done by considering the importance of dif-
ferent methods’ characteristics for the client. The following characteristics are
considered as the most important and included in the discussion:

– Transparency reflects experts’ opinion on how readable and transparent will
be the generated model for end-users;

– Visualization describes possibilities for visual representation of the model;
– Explanation refers to model’s abilities to automatically explain its predic-

tions and allow users to assess them;
– Reliability describes model’s abilities to automatically estimate reliability of

its predictions, as well as to allow users to assess them;
– Response is an estimate of model’s expected response time, both in terms of

model updates (training) and model predictions. Normally, shorter response
times go hand in hand with lower performance; and

– Performance is an estimate of model’s performance (in terms of established
performance measures, such as mean squared error, classification accuracy,
κ statistic etc.).

In our expert system, we first filter the available stream mining methods and
select only a subset that best matches client’s requirements and domain descrip-
tion. Later, during stream mining we on-line evaluate the selected methods on
real data and further refine their selection, if necessary. The knowledge that we
acquired from the experts and used to filter out the methods that best match the
client’s requirements, is summarized in the Table 1 (for classification methods
only, due to lack of space).

Our system supports 12 classifiers (methods for predicting a discrete class at-
tribute), 9 regressors (methods for predicting a continuous class attribute) and 5
clustering algorithms from WEKA, MOA and IBLStreams toolkits [7,3,15]. For
classification we use: bayes: a simple Naive Bayesian classifier; rules: decision
rules with Naive Bayes classifiers; tree: a Hoeffding tree with information gain
split criterion; ensmb: a weighted ensemble with Hoeffding trees; boost: Ad-
aBoost boosting approach based; knn: simple nearest neighbors; and meta: a
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Table 1. Descriptive properties of data stream mining methods for classification meth-
ods. The symbols in the table denote: high importance (+), medium importance (◦),
low importance (−).

Transparency Visualization Explanation Reliability Response Performance

bayes ◦ ◦ + + + +
tree + + + + ◦ ◦
knn ◦ ◦ ◦ ◦ − ◦
rules ◦ ◦ + ◦ ◦ ◦
ensmb − − ◦ ◦ − +
boost − − ◦ ◦ − +

meta approach with all above based on κ statistic. For regression we use: knn:
nearest neighbors with linear regression; rules: adaptive model rules regres-
sion; tree: a Hoeffding regression tree with options; addit: stochastic gradient
boosting; disct: discretization based approach; svm: support vector machines
based; and meta: meta approach with all above based on MSE.

3.4 Setting and Trimming Stream Mining Methods’ Parameters

In a stream mining experiment the stream mining experts start by setting some
reasonable parameter values. When data arrives, the experts observe methods’
performance and experiment with their parameters. The choice and magnitude
of parameter changes is based on experts’ experience and intuition and is difficult
to formalize.

For our initial experiments, the experts provided parameter values that were
expected to provide reasonable performance of the selected methods. Some pa-
rameters (e.g., initial window size) were set according to expected frequency of
data generation (RK3), required timespans and frequency of predictions (RK3),
thus, to include all possible natural and human cycles. For each of the chosen
data stream mining methods, experts also identified a small number of parame-
ters that were sensible to further tune to increase methods’ performance.

For the automatization of this activity (Figure 1, Activities 4–6), we initially
set the parameters to their default values and then tune them based on the
methods’ performance. While the first step is rather trivial (the default values
are typically suggested by the methods’ authors), the second one is much more
complicated, as it requires a learning system. We implemented such a system
that executes data mining methods in a batch and tunes their parameters on
recent subsets of data in order to optimize performance indicators (κ statistic or
mean squared error). When the improvement of tuned performance compared
with the online performance is statistically significant, the parameter values are
applied also within the production (online) stream mining methods. In contrast
to the manual parameter setting, where stream mining experts work only with a
subset of parameters, the expert system deals with all the parameters in parallel.
In addition, if some of the initially selected methods significantly decline in their
expected performance, they are terminated and possibly replaced with others.
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Please note that the herein described online parameter tuning feedback loop is
still a work in progress, and its results are not included in this paper.

3.5 Construction, Aggregation and Selection of Relevant Attributes

Data preprocessing, cleaning and filtering, attribute construction, aggregation,
and subset selection, are very important for successful data mining. Many meth-
ods are prone to perform poorly when using irrelevant and noisy attributes.
While some data mining methods implement constructive induction of attributes
[10], they are very complex and time consuming and therefore inappropriate for
stream mining. Data expert knowledge (if available) can be used to construct
more relevant general attributes; however, for data streams, temporal aggrega-
tions are relatively straightforward.

In the observed experiments the stream mining experts started with the ap-
plication of some basic data preprocessing techniques, such as imputation of
missing values detection and imputation of outliers, and adaptive normalization
of continuous values. For the supervised stream mining problems, they extended
the data with a class attribute lagged by one time step and by the size of the
prediction window. They proceeded with attribute aggregation, mostly based on
prior data knowledge and their experience.

In our system, we include all basic data preprocessing techniques that are
described above. We also provide lagged class attributes, and descriptive statis-
tics, such as the average, mode and others. Temporal attribute aggregation is
based on online implementations of discrete and continuous distributions that
allow on-the-fly construction of different attributes (e.g., lagged, minimum, av-
erage, mode, median, randomly sampled etc.). Stream mining experts defined
several periods, based upon natural and human cycles (e.g., hourly, daily, weekly,
monthly, yearly). In conjunction with expected frequency of data generation
(RK3) we automatically generate aggregate and lagged attributes, such as (for
an hourly cycle) data reading an hour ago and hourly cyclic attributes (i.e., sine
and cosine with an hourly period).

3.6 Architecture of the Stream Mining Expert System

Figure 2 illustrates the high-level architecture of our proposed system. The sys-
tem in the figure has two inputs: (1) domain description and user requirements
(denoted with 2 ) and (2) a data stream itself (denoted with 1 ). Knowledge
base consists of decision rules and tables that were elicited from data min-
ing experts. We use it for initial method and parameter selection, selection of
evaluation protocol with respect to the stream properties, and on-line parame-
ter trimming (denoted with 3 and 4 ). These entries are continuously refined
during stream mining by including better parameter settings produced by meta
learner (denoted with 6 and 7 ).

A selected subset of appropriate stream mining methods (utilizing WEKA,
MOA, and IBLStreams toolkits) is run in parallel for a given data stream (de-
noted with 9 ). The induced stream models are evaluated in the model evaluator
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Fig. 2. Expert system high-level architecture

(denoted with 5 ). Its function is twofold: (1) to assist meta learner’s feedback
loop in order to select better methods and their parameters, and (2) to provide
the best current model’s results (usually a prediction) to GUI (denoted with 8 ).

3.7 Meta Learner

In our stream mining expert system, as depicted in Figure 2, the meta learner
component plays a crucial part. It is used for both initial selection of applicable
stream mining methods and their parameter setting and optimization of stream
mining methods’ parameters during execution.

Initially, a subset of methods is selected, based upon client’s requirements and
domain description. For this purpose, expert knowledge encoded in the knowl-
edge base is used. An example of encoded knowledge used for method selection
is shown in Table 1. When a subset of methods M = {M1,M2, . . . ,Mn} is se-
lected, they are also assigned a set of default parameters (part of the knowledge
base), and a set of tunable1 parameters with their tuning range (both default
parameters and sensible tuning range are also parts of the knowledge base).

For the purpose of parameter optimization, for each method Mi we run several
instancesMij in parallel with slightly (randomly) perturbed tunable parameters.
All method instances Mij are run in parallel on the same data stream. Fur-
ther parameter optimization is performed with fairly standard genetic algorithm
approach [14]. The interval for production of fitness values is determined from
client’s required timespans and frequency of predictions (RK3).

1 Note that not all parameters can be tuned during method’s execution. An example
is changing neural network’s topology.
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For the purpose of genetic operators parameter values are Gray-encoded
within the tuning range with resolution of 10 bits. Standard crossover and mu-
tation operators are used in conjunction with tournament selection. Besides this
we also use twofold elitist approach. For the next generation we always save the
currently best instance Mimax j and the instance with default parameter settings
Mi0. When performance of the currently best instance is significantly (p < 0.01)
better than the performance of the instance Mi0 with default parameters, the
new set of parameters is forwarded (see 4 in Figure 2) from the method pro-
cessor into the knowledge base alongside with the domain description.

Our current approach assumes that we have enough resources available to run
several method instances in parallel (in total possibly hundreds of instances). We
intend to explore also a resource-scarce scenario when for each method Mi we
will have only a single instance for parameter tuning. It will work on windowed
samples and serially optimize parameter values.

3.8 Integration within an Information System

From the information system engineering point of view, such an expert system,
once developed, can be reused in various contexts and information systems.
Its integration within an information system that deals with data streams and
requires the stream prediction, is straightforward due to a very clear interface -
the data stream is routed to the expert system for the mining and the predicted
stream with the measure of confidence is sent back.

4 Empirical Analysis

4.1 Experimental Framework

We adopt standard statistics for measuring the performance of classifiers: the
classification accuracy (CA), Cohen’s κ (Kappa) statistic, geometric mean of
recall and precision denoted F-score, and Rand index. We evaluate regression
algorithms with the mean absolute error (MAE), mean absolute percentage error
(MAPE), root mean squared error (RMSE) and Pearson correlation coefficient.
All statistics are computed using a sliding window of the most recent examples.

Additionally, for comparing the performance of two particular classifiers A
and B, we use the Q-statistic:

QA,B = log2
CAA + 1

CAB + 1
.

When QA,B > 0, classifier A performs better that B (and vice-versa).

4.2 Experimental Datasets

The stream mining tool was analyzed on four datasets from real-world problems
(Table 2). First two datasets were used to test the system’s classification perfor-
mance and the remaining two were used to test the regression prediction perfor-
mance. The datasets were fed to the stream mining methods in temporal order of
learning examples. Short description of these datasets is as follows:
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Table 2. Temporal datasets used in the analysis. (Hz/3600 is the frequency of the data
in examples per hour, while Δ is the size of the prediction window.)

Dataset Attributes Examples Hz/3600 Δ

Classification
Airline flight delays (2008) 8 + 1 21600 ≈ 10 0
Electricity market price (∼1996) 6 + 1 17520 2 0

Regression
Electric energy consumption 1 + 1 16200 1 24
Solar energy forecast (1994-2007) 16 + 1 5113 24−1 0

– Flight delay prediction within the USA. The dataset2 was published at
the Data Expo Competition in 2009 and represents an actual non-stationary
streaming real-world problem. It contains flight arrival and departure de-
tails for all the commercial flights within the USA between 1987 and 2008.
The goal is to predict a flight delay based on the available attributes that
include date and time, carrier id, flight number, actual elapsed time, origin,
estination, distance, and diverted;

– Electricity market price in New South Wales. The dataset was col-
lected from the Australian New South Wales Electricity Market. In this
market, prices are affected by demand and supply of the market; they are
set every five minutes. The dataset contains 45,312 instances. The attribute
set consists of one temporal and five other attributes (price, demand, trans-
fer, day, period), and a binary class that specifies whether the price is higher
than the moving average of the last day. We supplemented the dataset with
attributes that describe daily and weekly periodic cycles;

– Electric energy consumption of Portugal. The prediction goal is to con-
tinuously predict the electricity load demand for a certain region of Portugal
for the next day, based on a stream of measurements that arrive in one hour
intervals. Examples contain only one temporal attribute. We constructed ad-
ditional attributes that describe daily, weekly and yearly periodic cycles; and

– Solar energy forecast for Oklahoma. The “Solar energy forecast for
Oklahoma” dataset deals with predicting the average daily incoming solar
energy at 98 Oklahoma Mesonet sites based on data between 1997 and 2004.
The solar energy was directly measured by a pyranometer at each Mesonet
site every 5 minutes and summed from the sunrise to 23:55 UTC of the date
listed in each column. Numerical prediction data include predictions of 11
ensemble members for various time steps.

4.3 Results and Discussion

To objectively evaluate our approach, we performed the experiments in the fol-
lowing three iterations:

2 http://stat-computing.org/dataexpo/
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Table 3. Classification performance for prediction of the airline flight delays within
the USA: classification accuracy (CA), (Kappa) statistic, F-score, and Rand index.
Statistics are computed with a sliding window of 10000 examples.

Algorithm κ CA F Rand

System meta 0.1562 57.81% 0.5781 0.5781
rules 0.1526 57.71% 0.5755 0.5771

Expert bayes 0.1455 57.28% 0.5728 0.5728
ensmb 0.1449 57.25% 0.5725 0.5725

Best on raw data 0.1381 56.91% 0.5691 0.5691

1. As a baseline approach, we utilized our stream mining system without any
expert system support and measured the results. Only raw streaming data
without any preprocessing and attribute aggregation were used. We selected
the results of the best performing stream mining algorithm (selected from
those described in Section 3.3) as the reference point for the following iter-
ations. These results are denoted with “Best on raw data” in Tables 3–6.

2. In the next step we executed tests by fully involving the stream mining
experts in method selection, attribute aggregation, parameter setting and
trimming. The obtained results are denoted with “Expert” in Tables 3–6;
we consider them as the golden standard of what our expert system can
optimally achieve.

3. In the last iteration, we repeated the experiments using a support of the
proposed expert system. Expert system’s results are denoted with “System”
in Tables 3–6.

The results for each of four used datasets are shown in tables, which show
the results of our expert system (System) with respect to the baseline approach

0 5000 10000 15000 20000

Instance

-0.1

-0.05

0

0.05

0.1

Q

System—Expert
System—Raw
Expert—Raw

Fig. 3. Q-statistic for comparing three prediction systems for the airline flight delays
within the USA. Positive values of the curve denote better performance of algorithm
A in pair A–B.
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Table 4. Classification performance for prediction of the electricity market price
in New South Wales: classification accuracy (CA), (Kappa) statistic, F-score, and
Rand index. Statistics are computed with a sliding window of 10000 examples.

Algorithm κ CA F Rand

System meta 0.5271 76.49% 0.7650 0.7649
boost 0.5287 76.61% 0.7660 0.7661

Expert ensmb 0.4540 72.81% 0.7283 0.7281
tree 0.4333 71.70% 0.7174 0.7170

Best on raw data 0.2494 62.80% 0.6273 0.6280

Table 5. Regression performance for prediction of the electricity consumption of
Portugal: mean absolute error (MAE), mean absolute percentage error (MAPE), root
mean squared error (RMSE) and Pearson correlation coefficient. Statistics are com-
puted with a sliding window of 8760 examples.

Algorithm MAE MAPE RMSE Pearson

System meta 82.79 8.73% 122.96 0.9339
knn 81.54 8.58% 121.27 0.9357

Expert disct 111.17 12.01% 148.39 0.9044
addit 167.78 19.68% 206.66 0.8023

Best on raw data 326.75 38.49% 388.90 −0.0124

Table 6. Regression performance for prediction of the solar energy forecast for
Oklahoma: mean absolute error (MAE), mean absolute percentage error (MAPE),
root mean squared error (RMSE) and Pearson correlation coefficient. Statistics are
computed with a sliding window of 1000 examples, while MAE and RMSE are in 106.

Algorithm MAE MAPE RMSE Pearson

System meta 1.8949 17.19% 2.5072 0.9326
knn 1.8949 17.19% 2.5072 0.9326

Expert rules 3.4086 32.51% 4.6129 0.7362
tree 5.8087 57.19% 6.8556 −0.1006

Best on raw data 1.9261 17.87% 2.6390 0.9240

(Raw) and stream mining experts (Expert), and figures, which display evolutions
of the Q-statistic or MAPE over time. The detailed results are as follows:

– Flight delay prediction within the USA. The results are shown in
Table 3 and Figure 3. We can observe that the results for System outperform
the Expert (green curve), while in the long run the Expert slightly prevails.
Both System and Expert perform better than Raw.
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Fig. 4. Predictions of three systems on the electricity consumption of Portugal.
Note that the results for System and Expert overlap.
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Fig. 5. Predictions of three systems on the solar energy forecast for Oklahoma
(the values are in 106). Note that the results for System and Expert overlap.

– Electricity market price in New South Wales. The results are shown
in Table 4. We can observe that in this case System performs slightly worse
than Expert, while both perform considerably better than Raw.

– Electric energy consumption of Portugal. The results are shown in
Table 5 and Figure 4. As with the previous dataset, we can observe that
System performs slightly worse than Expert, while both perform consider-
ably better than Raw. We can also notice weekly periods in Figure 4, which
reflect different electricity demands on weekends.

– Solar energy forecast for Oklahoma. The results are shown in Table 6
and Figure 5. We can observe that System initially performs slightly worse
than Expert, while in the long run the difference is negligible. However,
neither performs considerably better than Raw. We can also notice yearly
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periods in Figure 5, which reflect seasonal solar radiation levels. In compari-
son with Kaggle competition results (http://www.kaggle.com), performance
of both System and Expert (and Raw) is comparable (the same order of
MAPE magnitude).

The results show that our expert system often performs similarly to stream
mining experts. In the “Airline flight delay prediction” and the “Electricity mar-
ket price in New South Wales” datasets, expert system performed almost the
same as the stream mining experts, in the former it initially even outperformed
them. We can attribute this to use of the knowledge base, using which the expert
system was able to quickly select a well-performing mining method, opposed to
the approach of experts that included extensive initial testing of various param-
eters. Nevertheless, in the long run, the experts’ predictions performed better.

The expert system performed better that the baseline approach (best stream-
ing method on raw data), as we expected, in three out of four datasets. It
achieved poor performance only on the “Solar energy forecast for Oklahoma”
dataset, which turned out to be a difficult prediction problem even for the stream
mining experts who achieved poor performance as well. The reason for this is
that due to weather factors which cause that the last year’s data on the same
day may be considerably different from this year’s.

5 Conclusion

In this paper, we focus on data that comes in streams. Mining streams has
additional challenges as data is only available limited amount of time and —
as a whole — cannot be stored for later use. We show that the stream mining
process which normally depends on both the streaming data and data mining
experts, can be fully automatized within an information system encoding the
experts’ knowledge. Although implemented expert knowledge is limited both in
expressiveness and functionality, abundance of data in data streams seems to
largely compensate this gap, as in the long run, experts’ and expert system’s
performance is (at least in our experiments) quite similar.

In our work we wished to emphasize that solving data mining problems typ-
ically requires involvement of individuals with expertise in data mining tech-
niques and approaches. This alone puts some limitations on the application of
data mining in business practice as such knowledge is rarely available among
employees and needs to be outsourced. Besides the obvious financial limitations
(such expertise is costly), and, especially in stream mining, there is an ongoing
need for experts’ involvement due to data streams’ dynamic nature. Therefore,
each data mining problem needs to be tackled independently as there seems to
be no general solution. The above indicates that the data mining is not fully
exploited in business environments and computerized within their supporting
information systems. This is a pity, since many information systems today have
access to immense amounts of current and historical data.

The results of our study show that the stream mining expertise has become
routinized enough to be captured in a form of explicit knowledge and thus
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computerized. We believe that this represents an important finding which might
impact the level of possible automatization of problems known from the Big
Data, Internet of Things and similar domains.
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Abstract. Social Networking Sites, such as Facebook and LinkedIn, are
clear examples of the impact that the Web 2.0 has on people around the
world, because they target an aspect of life that is extremely important
to anyone: social relationships. The key to building a social network is the
ability of finding people that we know in real life, which, in turn, requires
those people to make publicly available some personal information, such
as their names, family names, locations and birth dates, just to name a
few. However, it is not uncommon that individuals create multiple pro-
files in several social networks, each containing partially overlapping sets
of personal information. Matching those different profiles allows to cre-
ate a global profile that gives a holistic view of the information of an
individual. In this paper, we present an algorithm that uses the network
topology and the publicly available personal information to iteratively
match profiles across n social networks, based on those individuals who
disclose the links to their multiple profiles. The evaluation results, ob-
tained on a real dataset composed of around 2 million profiles, show that
our algorithm achieves a high accuracy.

1 Introduction

A social network is a set of individuals and their relationships. In a broader sense,
the term social network also refers to a website, such as Facebook and LinkedIn,
which enables individuals to create a personal page, or profile, and to stay in
contact with their acquaintances. The key to building a social network is the
ability of finding people that we know in real life, which in turn requires those
people to make publicly available on their profiles some personal information,
such as their names, family names, locations and birth dates, just to name a
few. Several surveys showed that Social Networking Services (SNSs) users tend
to share many of their personal data, including sensitive information, such as
home addresses and phone numbers [1–3].

However, it is not uncommon that an individual creates multiple profiles in
different SNSs, each disclosing sets of personal information that are unlikely to
be identical, though they might overlap. Indeed, profile information might not be
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updated regularly and are not necessarily created at the same time. Moreover,
the differences between two profiles of an individual might reflect the fact that
they are created in SNSs that target different aspects of the individual life. For
instance, information on the career of individuals are more likely to be found on
their LinkedIn profiles than Facebook’s, as LinkedIn is mainly used for profes-
sional networking. As a result, finding a person based on a limited knowledge
of her personal information might require several manual searches across social
networks, which is obviously annoying and time-consuming. It would be useful
to create a global profile that provides a holistic view of the personal informa-
tion of an individual by automatically integrating all her profiles. This calls for
efficient methods for automatically determining the profiles that an individual
owns across different SNSs, which is the focus of our paper. We say that two
profiles match if they are owned by the same individual.

In this paper, we present an algorithm that matches profiles across n distinct
social networks by using the network topology and the personal information that
are publicly available in the profiles. The algorithm first selects a candidate set
of profile pairs that are likely to match; this selection exploits the fact that some
links between profiles referring to the same individual already exist, as explicitly
disclosed in the profiles themselves. Next, the algorithm applies a set of rules
that compare the values of the profile attributes (such as names, family names,
usernames) to determine the pairs that match. Finally, the algorithm uses the
newly found matches to retrieve more candidates and further determine other
matches in an iterative way. The key contributions of our paper are the following:

– We define sets of rules that use the values of a limited set of attributes to
determine whether two profiles match. Unlike the existing rule-based ap-
proaches (i) we consider that all attributes are equally important, which
relieves us from assigning each attribute an empirical and, inevitably, arbi-
trary weight and (ii) we study the combined contribution of the different
attributes, when used in the same rule.

– Our algorithm matches new profiles in a iterative way, which means that
the new found matches are used to discover new matches. Moreover, the
discovered matches are propagated by transitive closure across all considered
social networks. To the best of our knowledge, no existing method is iterative
in this sense.

– We evaluate our algorithm on four real social networks, namely Flickr, Live-
Journal, Twitter and YouTube, which combined form a graph composed of
around 2 million nodes and more than 17 million links. On this dataset, our
algorithm achieves a precision of 94%. No existing approach is evaluated on
such a big dataset.

The remainder of the paper is organized as follows. We survey the research
work that is related to ours in Section 2 and we introduce basic concepts and
notation in Section 3. Section 4 is the central part of the paper, in which we
detail our algorithm, which is then thoroughly evaluated in Section 5. Section 6
concludes the presentation.
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2 Related Work

Numerous solutions have been proposed to the problem that we study in this
paper. Interestingly, two of them focus only on the username of an individual
as a way to match different profiles, based on the observation that individuals
tend to use the same or a similar username across distinct social networks [4, 5].
Although in our evaluation we confirm this observation, we also consider other
attributes, in order to match profiles of individuals who choose to use unrelated
usernames.

The use of the attributes to match profiles across distinct social networks
has been largely investigated [6–12]. Two approaches describe each pair of pro-
files as a vector of scores, which represent the similarity between the values of
the attributes, and use machine learning techniques to determine whether they
match [9, 10]. While the results are promising, both approaches need a training
set, which is not easy to determine. In fact, a careful analysis of the available data
is necessary to create a training set that is representative of all possible situa-
tions where profile pairs match or not. Moreover, a model trained on a given pair
of social networks might not be generalizable to other networks, which implies
that a training set should be created for each network pair. Some social networks
allow the exportation of profiles that are described with the Friend of a Friend
ontology (FOAF); the advantage is that standard Semantic Web techniques,
such as OWL reasoning, can be used to match profiles [8, 12]. However, these
techniques are applied to a limited set of attributes, and in particular to those,
such as the email, that are likely to identify uniquely an individual. Similarly
to us, Carmagnola et al. determine the profile attributes that are more likely to
identify uniquely an individual, by assigning them an importance factor [6]. The
importance factor is used to weight the similarity score that is computed be-
tween two profiles that have similar attributes. Our approach goes a step further
and uses the pairs of profiles that are found to match to iteratively discover new
matches. Moreover, our evaluation is based on a real large social internetwork,
while theirs uses different closed user-adaptive systems. The key difference is
that in Web social networks often individuals are reluctant to disclose their real
identities, while in closed user-adaptive systems they feel that their privacy is
less threatened; as a result, data in social networks are likely to be erroneous
and messy, which constitutes a real challenge. Some researchers also propose the
computation of semantic similarity between profile attributes [7, 11]. Although
these approaches are original, they provide little (50 user profiles [11]) or no
evaluation.

Some authors proposed to go beyond the profile attributes and investigated
the possibility of using the network properties [13–16]. The approach proposed
by Buccafurri et al. considers that two nodes are similar, and therefore likely to
refer to the same individual, if they have similar usernames and the nodes to
which they are connected are recursively similar [14]. This approach presents two
major drawbacks. First, profiles associated with dissimilar nicknames are ignored
and discarded with no further analysis, although they might very well refer to the
same person; second, the discovered associations between profiles are not used to
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re-iterate the algorithm and discover new associations. Our approach overcomes
these two limitations. Besides considering the network structure, Jain et al. also
propose to use of the content that an individual publishes in the form of short
texts [15]. This approach has the merit of exploring the use of the content and the
shared connections to match profiles. However, the experiments reveal that this
information is not very effective alone, as only 4 out of 543 profiles are matched
correctly. We found an elegant approach that combines profile attributes and
network by using conditional random fields [13]. The key advantage is that it
is robust to the absence of profile and/or network information and therefore
can also be applied to cases where no profile information is available except the
network, although with a significant drop in recall. The disadvantage is that
the proposed model needs training data, which, as recalled before, might not be
easy to find. Finally, Narayanan et al. consider the case of anonymized networks
where little or no profile attributes are available and only the network structure
can be exploited [16]. They propose a method that first selects a small set of seed
profiles in both networks that are highly likely to belong to the same individual.
Then, new matchings are propagated iteratively by using the seed. This is similar
in spirit to our approach. However, since they only use the network structure
the accuracy of their approach is quite low compared to ours.

Finally, social aggregators, such as FriendFeed [17] or Plaxo [18], provide a
platform for people to manage their own profiles but they make no attempt at
automatically discovering profiles linked to an individual across social networks.
Spokeo [19] seems to be quite accurate in finding personal information from
different sources (not necessarily social networks), but it shows its limits when
it comes to aggregating them. To the best of our knowledge, there is no existing
tool that is able to automatically match profiles across social networks.

3 Background

We define a social internetwork as a collection of n distinct social networks
and we model it as a directed graph. Its nodes correspond to the profiles of the
individuals or, with an abuse of language, to the individuals themselves. A profile
consists of a set of attributes (such as username, name, email address), which are
usually described in a Web page created by an individual, and a uri, identifying
that page on the Web. A link in a social internetwork connects either two profiles
within the same social network, in which case we call it a friendship link, or two
profiles that refer to the same individual in two different social networks, and
we call it a cross-link.

Formally, a social internetwork with n social networks is a directed labelled
graph defined as follows:

G =<

n⋃
i=1

Vi ,

n⋃
i=1

Ei ,

n⋃
1,i
=j

Ei,j >

where:
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– Vi is the node set of the social network i. Since the social networks are
distinct, Vi ∩ Vj = ∅, ∀i, j, i 	= j. Each node vi is the profile of an individual
in the social network i. A is the set of the attributes defined in a profile,
while Pa(vi) denotes the value(s) of the attribute a ∈ A in the profile vi.

– Ei is the set of friendship links, which are identified by the label friend.
Each link (v1i , friend, v

2
i ) represents a friendship link from the individual v1i

to the individual v2i within the social network i.
– Ei,j is the set of cross-links, which are identified by the label me. Each link

(vi,me, vj) represents a cross-link between two profiles vi and vj owned by
the same individual in the social networks i and j, i 	= j. By definition, this
type of link is symmetrical and transitive. For instance, Bob might indicate
in his Flickr profile, represented by the node vf , the uri of the page of his
profile LiveJournal, represented by the node vl, and in this page he declares
the uri of the page of his profile Twitter, represented by the node vt. In this
case, Ef,l = {(vf ,me, vl), (vl,me, vf)}, Et,l = {(vt,me, vl), (vl,me, vt)} and
Et,f = {(vt,me, vf ), (vf ,me, vt)}.

The problem of matching the profiles that are owned by the same individual
across social networks is the problem of discovering the missing cross-links in a
social internetwork and is formalized as follows:

Input: G =<
n⋃

i=1

Vi ,
n⋃

i=1

Ei ,
n⋃

1,i
=j

Ei,j >

Output: G′ =<
n⋃

i=1

Vi ,
n⋃

i=1

Ei ,
n⋃

1,i
=j

Ei,j

n⋃
1,i
=j

Di,j > with

Di,j = {(vi,me, vj)|vi ∈ Vi, vj ∈ Vj , 1 ≤ i 	= j ≤ n, (vi,me, vj) /∈ Ei,j}
Di,j is the set of the discovered cross-links between the social networks i and j.

4 Our Approach

A first intuitive solution to our problem is to compare each pair of profiles
(vi, vj), which are not connected via a cross-link, for each pair of networks (i, j),
1 ≤ i 	= j ≤ n. However, this amounts to analyse

∑
i,j |Vi| × |Vj | − |Ei,j | pairs

of nodes, which is not feasible when social networks are large, as it is usual the
case. Based on this observation, our matching approach goes through two steps:

– Candidate selection. A subset of profile pairs is selected which are likely
to represent the same individual and are therefore candidate profiles for
the matching approach. The candidates are identified based solely on the
topology of the graph.

– Cross-links determination. The pairs of profiles that are deemed to cor-
respond to the same individual are identified among the selected candidates.
The determination is based on a set of rules which compare the attribute
values of the candidate pairs.

The two steps are iterated until no new cross-links can be determined. The
remainder of this section describes both steps in greater detail.
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4.1 Candidate Selection

The selection of the candidates is based on the observation that a small percent-
age of individuals own multiple accounts, but they tend to be connected with
friends who also have multiple profiles; moreover, when two friends have both
multiple profiles, they are frequently friends in multiple networks [8]. Therefore,
we consider as candidates the friends of the same individual across different
social networks. More specifically, if ∃(vi,me, vj) ∈ Ei,j , v′i ∈ friend(vi), v

′
j ∈

friend(vj) then (v′i, v
′
j) is a candidate, where :

friend(vi) = {v′i|(v′i, friend, vi) ∨ (vi, friend, v
′
i) ∈ Ei}

represents the set of the profiles of the friends of an individual vi. The set of
candidates, denoted Ci,j , for the social networks i and j is formally defined as
follows:

{(v′i, v′j)|∃v′i ∈ friend(vi) ∧ v′j ∈ friend(vj) ∧ (vj ,me, vi) ∈ Ei,j ∧ (v′i,me, v′j) �∈ Ei,j}

4.2 Cross-links Determination

Once the candidate set Ci,j is created for a social network pair (i, j), we need
a method to determine if a pair of candidate profiles (vi, vj) represents the
same individual. More precisely, we need to determine the set of cross-links
Di,j , ∀i, j, i 	= j. We introduce the attributes that we use in our approach and
then we detail the rules that allow the determination of the new cross-links, as
well as the algorithm that we defined.

The Attributes. In all major social networks the values of some attributes
are publicly accessible as per default privacy policy and/or left accessible by
the individuals. It is therefore natural to analyse these data to establish new
cross-links between i and j.

Based on the observations by Krishnamurthy et al., who identified a set of
attributes that are generally publicly available in 12 of the most important social
networks [20], we focus our attention on the following: username, name (which
includes first name and last name), email, and links to other Web pages.

Username. Denoted as u, the username is always publicly accessible, as it is
the only way to uniquely identify an individual within a social network, and
is generally a part of the URL of the web page that hosts the profile. Studies
have shown that individuals tend to use the same username, or a similar one,
when registering different profiles [4, 5]. In order to determine the similarity of
two usernames, we chose the Levenshtein distance dlev, which is the minimum
number of single character edits (insertion, deletion and substitution), as several
studies have revealed that is quite effective in capturing the variations in the
usernames chosen by the individuals [4, 5, 14]. The similarity of two usernames
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u1 and u2 is computed as 1− dlev(u1,u2)
max(l(u1),l(u2))

, where l(ui) is number of characters
of ui, i = 1, 2. The Levenshtein distance between the username cospics of the
Flickr profile at www.flickr.com/photos/cospics and the username cos of the
LiveJournal profile at www.livejournal.com/users/cos/profile is 4, because
we need to suppress the substring "pics", composed of four characters, to obtain
the second username from the first. As a result, their similarity is 0.43. To
determine whether two usernames are similar or not, we empirically define a
threshold θu, whose value is discussed in Section 5.

Name. Denoted as n, the first and family name are also present in most of
the networks we came across, but their values cannot be trusted as much as
the usernames. Indeed, in some social networks, such as LiveJournal, the profile
of a person is almost entirely public and consequently individuals do not feel
confident in revealing their real names. Moreover, names are often ambiguous,
and do not generally identify uniquely an individual. As a result, we do not expect
the name of an individual to reveal many profile matches, if not in combination
with other attributes. The similarity of two names n1 and n2 is computed with
the Jaccard similarity measure as |N1∩N2|

|N1∪N2| , where N1 and N2 are the sets of
the words that compose n1 and n2 respectively. For example, if n1 is “Barack
Obama” and n2 is “Barack Hussein Obama”, then N1 = {Barack,Obama},
N2 = {Barack,Hussein,Obama} and their similarity is 2

3 . The reason why we
select the Jaccard measure instead of the Levenshtein distance is that generally
social networks do not force their individuals to specify their first names before
the last names. Moreover, some individuals might specify their middle names
in a profile, while omitting them in another. Therefore, a comparison between
“Barack Obama” and “Obama Barack” would give a Levenshtein distance of 10,
although the two strings are equivalent, while Jaccard gives score 1. Similarly
to the username, we define a threshold θn to determine whether two names are
similar.

Email. Denoted as e, email is a multi-valued attribute whose values correspond
to the different email addresses disclosed by an individual. The email address
is a very sensitive attribute, because it could identify uniquely a person. If two
profiles are associated with the same email address, there are high chances that
the two profiles refer to the same individual. It is certainly possible that two
individuals share the same email address, as in the case of people that work
within the same organization. But these are particular cases, and in general
email addresses can be trusted. The only problem is that only a small percentage
of people grant public access to their email addresses. In order to compare the
values of the attribute e of two profiles, we need to determine whether one of the
email addresses of a profile is identical to one of the email address of the other
profile. In this case, the similarity score is 1, otherwise it is 0.

Links to other Web pages. This is a multi-valued attribute whose different values
correspond to different URLs of Web pages. We distinguish between two types of
links, those to Web pages that describe online profiles in social networks (denoted

www.flickr.com/photos/cospics
www.livejournal.com/users/cos/profile


Matching User Profiles across Social Networks 431

as s), and those to other Web pages (denoted as w). We aim at investigating
the contribution of the two attributes separately. Indeed, the former are likely to
indicate the links to the different social network profiles that an individual owns,
which might indicate a cross-link in our graph. On the other side, the links to
other Web pages are links to resources that an individual wants to share and does
not necessarily identify the individual. The similarity score for s (respectively,
w) for a profile pair is 1 if one of the values of s (resp., w) of one profile is
identical to one of the values of s (resp., w) of the other profile. In this paper,
we limit ourselves to determine whether the values of the attribute s or w for
two profiles have at least a URL in common without analysing the content of
these pages.

Another attribute that is worth considering is the location, whose values are
often publicly accessible in different social networks. However, the location name
poses some challenges, such as their ambiguity, which fall out of the scope of this
paper. For this reason, we leave the use of this attribute for future work.

The Rules. In order to determine whether two profiles vi et vj refer to the
same individual, we defined a set of rules based on the attributes introduced
above. Each rule considers the contribution of one or several attributes. We
assume that the higher the number of attributes that match, based on the defined
similarity measures, the higher the probability for two profiles to refer to the same
individual. We therefore define the order k of a rule as the number of attributes
that the rule uses. The rule with the highest confidence is the one that uses all
the attributes (k = |A|). The rules with the lowest confidence are those that use
just one attribute (k = 1).

Let match(Pa(vi), Pa(vj)) be the predicate which is true when the values of
the attribute a match for the profiles vi and vj , based on the similarity measure
defined for the attribute a. A rule with the order k, or k−rule, Rk is defined as
follows:

Rk(vi, vj) =

{∧
a∈A match(Pa(vi), Pa(vj)) if k = |A|∨
B∈[A]k

∧
a∈B match(Pa(vi), Pa(vj)) if 1 ≤ k < |A|

where [A]k is the set of all subsets of A with k elements.
Therefore, if

∨
1≤k≤|A| Rk(vi, vj) is true, then vi and vj are considered to refer

to the same individual. If for one pair of candidate profiles (vi, vj) at least one
rule Rk(vi, vj) is true, then no rule with order l < k is applied. In the worst
case, for (vi, vj) no rule is true, in which case the two profiles are considered to
refer to two distinct individuals. When there is a rule Rk(vi, vj) which is true,
the pair (vi, vj) is added to Di,j , meaning that a new cross-link is discovered.

4.3 The Algorithm

We here detail the procedure that adds missing cross-links to a social inter-
network G with n distinct social networks (cf. Algorithm 1). For each pair of
social networks i and j in G, the set Ci,j of candidate profile pairs is computed
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(Line 3), as described in Section 4.1. Next, the k−rules are applied to each can-
didate (vi, vj) by decreasing order, starting with k = |A|, until either one is true
or none applies (Lines 5 through 7). If one rule is verified, a cross-link is added
between vi and vj (Line 8).

Algorithm 1. The algorithm to match profiles across n social networks

Data: G =<
n⋃

i=1

Vi ,
n⋃

i=1

Ei ,
n⋃

1,i
=j

Ei,j >

Result: G′ =<
n⋃

i=1

Vi ,
n⋃

i=1

Ei ,
n⋃

1,i
=j

Ei,j

n⋃
1,i
=j

Di,j >

1 foreach social network pair (i, j) do Di,j ← ∅;
2 foreach social network pair (i, j) do
3 Ci,j ← candidateSelection(G, i, j) newCl ← false;
4 while Ci,j 	= ∅ do
5 foreach (vi, vj) ∈ Ci,j do
6 k ← |A|;
7 while ¬Rk(vi, vj) ∧ k ≥ 1 do k ← k − 1;
8 if k > 0 then Di,j ← Di,j ∪ (vi, vj); newCl ← true;
9 if newCl then Ci,j ← candidateSelection(G′, i, j);

10 else Ci,j ← ∅;
11 transitiveClosure(G′);

Once all pairs of candidate profiles are processed, the newly discovered cross-
links are used to get new candidates (Line 9), on which the algorithm applies
again the rules, and this is iterated until no more candidates can be found
(Ci,j = ∅). Finally, before considering the next pair of social networks, the
discovered cross-links are propagated over the n social networks by transitive
closure (Line 11).

The example depicted in Figure 1 represents a social internetwork composed of
four social networks. The arrows represent the friendship links, while the black
dashed lines are the existing cross-links, that the algorithm uses to find the
candidates. The algorithm starts from the pair of profiles of Lisa in Flickr and
LiveJournal. The candidate set is the result of the Cartesian product between
the set of the friends of Lisa in Flickr (Bob, Mark and Alice) and the set of
friends of Lisa in LiveJournal (Alice and Ben). After applying the rules to the
candidate set, the algorithm unveils a cross-link between the profiles of Alice
in Flickr and LiveJournal, which is represented as a dotted line. By transitive
closure, three more cross-links are found, represented as dash-dotted lines.

Complexity. Let (i, j) be a pair of social networks.
The selection of candidates (Line 3, for the first iteration, Line 9, for the others)
costs TS =

∑
(vi,vj)∈Di,j

|friends(vi)| × |friends(vj)| (Di,j = Ei,j for the first
iteration). We observe that in our dataset, the number of cross-links |Di,j | <<
min(|Vi|, |Vj |); moreover, each node has 74 friends on average (the degree of a
node ranges from 1 to 18305). As a result, the cost of selecting the candidates
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Fig. 1. Description of the algorithm on a small social internetwork. Continuous lines
are friendship links, dashed lines are the existing cross-links. Cross-links established
after applying the rules are dotted. Cross-links established by transitive closure are
dash-dotted.

(and the number of candidates |Ci,j | itself) is much smaller than |Vi|×|Vj |, which
would be the cost of considering all possible pairs of nodes. The cost of applying
all rules on one candidate (Line 7) is

∑|A|
k=1

(|A|
k

)
× k×α, α being the cost of the

comparison of the values of one attribute. Since k ≤ |A|, this cost is bounded by
r = α × |A| × (2|A| − 1). The cost of applying all rules to all candidates (Lines
5-7) is TR = r×O(|Ci,j |). Therefore, the cost of Lines 4-9 is p×(TS+TR), where
p is the number of times Lines 4 - 9 are repeated. Finally, the transitive closure
(Line 11) cost is O(|V | × |Ec|), where |V | (respectively, |Ec|) is the number of
nodes (respectively, cross-links) in the social internetwork. Since |EC | << |V |,
this amounts to O(|V |).

5 Evaluation Results

In order to evaluate our approach, we considered the dataset used by Buccafurri
et al. in their experiments [14]. The original dataset includes a social internetwork
with four social networks, namely LiveJournal, Flickr Twitter and YouTube 1.
The graph is composed of 93,169 nodes, 145,580 friendship links and 462 cross-
links. We note that the number of cross-links declared by Buccafurri et al. [14]
is 745, but this also includes duplicate links, which we removed.

After a careful analysis of the data, we found that many friend links were
missing between a large number of nodes, probably because they were added after
the internetwork was crawled. Moreover, the only available profile attribute is

1 http://www.ursino.unirc.it/pkdd-12.html

http://www.ursino.unirc.it/pkdd-12.html
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Table 1. Statistics on the social internetwork used in our evaluation

Links
Network Nodes friend me Total

Flickr 1,814,405 15,415,083 189 154,152,72
LiveJournal 211,045 2,093,737 161 2,093,898
Twitter 8,842 19,008 312 19,320
YouTube 1,210 1,367 286 1,653

Total 2,035,502 17,529,195 474 17,529,669

Table 2. Cross-links between all pairs of social networks

Network Flickr LiveJournal Twitter YouTube

Flickr – 148 29 12
LiveJournal 148 – 11 2
Twitter 29 11 – 272
YouTube 12 2 272 –

the username. For this reason, we updated the internetwork by obtaining the
missing information using the API of the four SNSs under evaluation. While we
were at that, we also enriched the graphs by adding new nodes that are linked
via a friend link to the existing nodes. As a result, we obtained a much larger
internetwork, whose properties are shown in Table 1. In total, we have more than
2 million nodes, more than 17 million links and 474 cross-links after transitive
closure. We note that the cross-links are sparse, compared to the friendship links.
The number of cross-links between each pair of networks is detailed in Table 2.

In the implementation of our approach, the social internetwork is stored in a
Neo4j database2, which is particularly indicated to handle large graphs.

5.1 Evaluation of the Rules

We observe that the accuracy of our algorithm might degrade if cross-links are
established between pairs of profiles that do not match. In fact, the algorithm
determines at each iteration the missing cross-links based on those discovered at
the previous iterations. Therefore, the set of rules that we described in Section 4.2
need to be highly effective in determining whether any two profiles match.

In this section, we describe a first evaluation that aims at identifying the
attributes that are the most relevant, as well as tuning the thresholds of the ap-
proximate similarity measures that we defined in Section 4.2 to compare the pro-
file attributes. To this extent, we consider Flickr and LiveJournal, the two largest
networks in our dataset. We arbitrarily set to 0.7 the thresholds θu and θn for the
similarity measures that compare the usernames and names respectively, and we
run only the first iteration of our algorithm.
2 www.neo4j.org/

www.neo4j.org/
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Table 3. Evaluation of the rules on Flickr and LiveJournal θu = 0.7 and θn = 0.7

Rule Attributes ratio of |M|% |C|
|M| % |W |

|M|%
|U|
|M|%

R1

{u} 83.09 60.39 30.19 9.42
{n} 3.21 42.72 54.55 2.73
{s} 2.92 100.00 0.00 0.00
{w} 2.19 96.00 2.00 2.00
Total 91.41 61.85 29.42 8.73

R2

{u, s} 3.21 100 0 0
{u, w} 2.07 99.09 0 0.91
{u, n} 1.93 92.42 1.52 6.06
{n, s} 0.26 100 0 0
{n, w} 0.18 100 0 0
Total 7.65 97.71 0.38 1.91

R3

{u, n, s} 0.55 100 0 0
{u, w, n} 0.32 100 0 0
{u, w, s} 0.03 100 0 0
Total 0.91 100 0 0

R4 {u, n,w, s} 0.03 100 0 0
Total 0.03 100 0 0

Grand total 100 64.95 26.93 8.12

Table 3 shows the results for each rule Rk that is verified by at least one
candidate. The second column shows the set of attributes used by each rule;
we recall from Section 4.2 that u, n, s and w refer to the attributes username,
name, link to a social network profile and link to a web page respectively. We
note that the attribute e (email) does not contribute to any rule, which is due to
the fact that the value for this attribute is almost never disclosed in both profiles
of the candidate pairs; this is why the rule R5 does not appear in the table. In
total, the algorithm retrieves 16,000 candidates and determines a set M of 3,424
cross-links. As shown in the third column, 91.41% verify a 1−rule, 7.65% verify
a 2−rule, 0.91% verify a 3−rule and 0.03% verify a 4−rule. The results clearly
show that only a small percentage of profile pairs verify a k−rule, with k ≥ 2,
and the vast majority verifies a 1−rule, which indicates that in the selected
networks the information disclosed by the individuals have little overlapping.
We note also that the attribute username is present in a large number of rules
verified by the profile candidates.

In order to evaluate the accuracy of the rules, we determined a ground truth by
tagging each cross-link (vf ,me, vl) ∈ M as either correct, if vf and vl match, or
incorrect, if they do not match, or undetermined, if no decision can be taken. To
this extent, we split set M into four equal-size independent subsets, one for each
author of this paper, who had to assign the proper tag to each cross-link, based
on a visual inspection of the profile web pages of the individuals concerned. Most
of the time the information on the profile web pages were enough to determine
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whether two profiles referred to the same individual; however, in some cases the
information are so scarce that no conclusive evidence as to whether the two
profiles match can be found. In order to avoid errors in the ground truth, which
would inevitably invalidate the results of our evaluation, we introduced the tag
undetermined, which we assigned to all cross-links that we could not determine
with certainty either as correct or incorrect. As a result, we determined three
subsets of M: (i) C, the set of the cross-links tagged as correct; (ii) W , the set
of the cross-links tagged as incorrect and (iii) U , the set of the cross-links tagged
as undetermined. The precision, computed as P = |C|

|M| , is reported in the fourth
column while the error rate is shown in the fifth column. It took approximately
300 hours in total to tag all the cross-links in M. Since this work was split
among 4 people, it took 10 days to have the ground truth available. We note
that while this is acceptable for the preliminaries results that we discuss in this
paper, we are aware that it is not feasible for the larger scale experiments that
we are organizing. We will involve more evaluators and we will make sure that
each cross-link is tagged by more than one person; the agreement among the
evaluators on the assigned tags, which can be computed by using the Pearson
correlation coefficient, will be a solid evidence that the ground truth is error-free,
or, at least, contains a negligible amount of errors.

As for the 1−rules, those that show the highest error rate (30.19% and 54.55%
respectively) are the ones that use u and n. On the other hand, the 1−rules that
have the highest precision (100% and 96% respectively) are the ones that use s
and w, which confirms our intuition that the attribute link to other profiles is
highly relevant. We also note that the rules that combine at least two attributes,
including those that use n and u, achieve a precision between 92% et 100%. This
confirms our hypothesis that the more the attributes that match, the higher the
probability that two profiles refer to the same individual.

We further studied the two 1−rules that achieve a high error rate and we raised
the value of thresholds θu and θn. While the precision significantly improves for
the 1−rule that uses u, no significant change is observed for the 1−rule that uses
n. This undeniably shows that a even high similarity of two names is not alone
a good indicator that two profiles refer to the same individual. As a matter
of fact, n is not only ambiguous, but also sensitive, which implies that very
often an individual omits it or provides a fake name in order not to reveal her
identity. This is evident by just looking at any two profiles belonging to the same
individual in our dataset. Most of those that we came across disclose names that
are partially or completely different across the two profiles.

5.2 Evaluation of the Algorithm and Comparison

Based on the discussion in the previous section, we discarded the 1−rule that
uses the attribute name and we set to 0.9 the value of θu. We run our algorithm
on the four social networks of the dataset, namely Flickr, LiveJournal, Twitter
and YouTube. The algorithm terminated after four iterations and discovered
2,788 new cross-links: 1,053 after the first iteration, 1,005 after the second, 654
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after the third and 76 after the fourth. The precision is 94% with 2% of error
rate and 4% of undetermined.

We first compare our algorithm against the one proposed by Buccafurri et
al. [14], as we built our dataset on top of theirs. As explained above, we con-
siderably enriched their dataset by adding new nodes and friendship links (but
no new cross-link); as a result, we evaluated our algorithm on a much larger
social internetwork. Their evaluation consists in selecting 160 cross-links that
are given as input to their algorithm, which discovers 22 new cross-links across
the four social networks with a precision of 85%. Thus, their algorithm discovers
a considerably lower number of cross-links than ours, which is likely to be due
to the iterative nature of our algorithm.

Finally, we compare our algorithm against the approach proposed by Malho-
tra et al. [9], which uses machine learning techniques. Similarly to our algorithm,
they consider multiple attributes, such as username and name, but they ignore
the network topology. They train four classifiers to determine whether two pro-
files match. Their model, applied to a real world scenario, which includes two
social networks, namely LinkedIn and Twitter, achieves an accuracy of 64% [9].
No information is given on the number of discovered cross-links, nor the number
of considered profile pairs.

6 Concluding Remarks

In this paper, we presented an algorithm to match profiles of individuals across
several social networks by using the network topology and the personal infor-
mation that are publicly available in the profiles. We thoroughly evaluated the
algorithm on a large dataset of four real social networks, which constitutes a
real challenge, because data are likely to be erroneous and messy. The evaluation
showed the robustness of our algorithm, as it achieves a high precision (94%).
We also presented a comparison against two existing approaches and discussed
the results. We note that our algorithm relies on the attributes whose values are
publicly available on the profiles of the individuals. It would be interesting to
further explore the use of the network topology to generalize the algorithm to
networks where the attribute values are anonymized. Moreover, we are currently
fetching data from other social networks, to evaluate our algorithm on a mix of
heterogeneous kinds of networks. Finally, we are migrating our dataset to the
newest version of Neo4j and optimizing the code of the algorithm to fully take
advantage of the new features of Neo4j. The time performance of the optimized
code will be thoroughly assessed.

References

1. Gross, R., Acquisti, A.: Information Revelation and Privacy in Online Social Net-
works. In: Proceedings of the 2005 ACM Workshop on Privacy in the Electronic
Society, WPES 2005, pp. 71–80. ACM, New York (2005)



438 N. Bennacer et al.

2. Little, L., Briggs, P., Coventry, L.: Who Knows about Me?: An Analysis of Age-
related Disclosure Preferences. In: Proceedings of the 25th BCS Conference on
Human-Computer Interaction, BCS-HCI 2011, pp. 84–87. British Computer Soci-
ety, Swinton (2011)

3. Stutzman, F.: An Evaluation of Identity-Sharing Behavior in Social Network Com-
munities. iDMAa Journal 3(1) (2006)

4. Perito, D., Castelluccia, C., Kaafar, M.A., Manils, P.: How Unique and Traceable
Are Usernames? In: Fischer-Hübner, S., Hopper, N. (eds.) PETS 2011. LNCS,
vol. 6794, pp. 1–17. Springer, Heidelberg (2011)

5. Zafarani, R., Liu, H.: Connecting Corresponding Identities across Communities.
In: Third International AAAI Conference on Weblogs and Social Media (2009)

6. Carmagnola, F., Cena, F.: User Identification for Cross-system Personalisation.
Inf. Sci. 179, 16–32 (2009)

7. Cortis, K., Scerri, S., Rivera, I., Handschuh, S.: Discovering Semantic Equivalence
of People Behind Online Profiles. In: Proceedings of the Resource Discovery (RED)
Workshop. ESWC (2012)

8. Golbeck, J., Rothstein, M.: Linking Social Networks on the Web with FOAF: A
Semantic Web Case Study. In: AAAI, vol. 8, pp. 1138–1143 (2008)

9. Malhotra, A., Totti, L., Meira, W., Kumaraguru, P., Almeida, V.: Studying User
Footprints in Different Online Social Networks. In: International Workshop on
Cybersecurity of Online Social Network, ACM ASONAM 2012 (2012)

10. Motoyama, M., Varghese, G.: I Seek You: Searching and Matching Individuals in
Social Networks. In: Proceedings of the Eleventh International Workshop on Web
Information and Data Management, pp. 67–75. ACM (2009)

11. Raad, E., Chbeir, R., Dipanda, A.: User Profile Matching in Social Networks.
In: 2010 13th International Conference on Network-Based Information Systems
(NBiS), pp. 297–304. IEEE (2010)

12. Rowe, M.: Interlinking Distributed Social Graphs. In: Linked Data on the Web
Workshop, WWW (2009)

13. Bartunov, S., Korshunov, A., Park, S., Ryu, W., Lee, H.: Joint Link-attribute User
Identity Resolution in Online Social Networks. In: SNA-KDD Workshop (2012)

14. Buccafurri, F., Lax, G., Nocera, A., Ursino, D.: Discovering Links among Social
Networks. In: Flach, P.A., De Bie, T., Cristianini, N. (eds.) ECML PKDD 2012,
Part II. LNCS, vol. 7524, pp. 467–482. Springer, Heidelberg (2012)

15. Jain, P., Kumaraguru, P., Joshi, A.: @i Seek ’fb.me’: Identifying Users Across
Multiple Online Social Networks. In: WWW (Companion Volume), pp. 1259–1268
(2013)

16. Narayanan, A., Shmatikov, V.: De-anonymizing Social Networks. In: 30th IEEE
Symposium on Security and Privacy, pp. 173–187. IEEE (2009)

17. FriendFeed, http://friendfeed.com
18. Plaxo, http://www.plaxo.com
19. Spokeo, http://www.spokeo.com
20. Krishnamurthy, B., Wills, C.E.: On the Leakage of Personally Identifiable Infor-

mation via Online Social Networks. In: Proceedings of the 2nd ACM Workshop on
Online Social Networks, pp. 7–12. ACM (2009)

http://friendfeed.com
http://www.plaxo.com
http://www.spokeo.com


Indexing and Efficient Instance-Based Retrieval
of Process Models Using Untanglings

Artem Polyvyanyy1, Marcello La Rosa1,2, and Arthur H.M. ter Hofstede1,3

1 Queensland University of Technology, Brisbane, Australia
2 NICTA Queensland Lab, Brisbane, Australia

3 Eindhoven University of Technology, Eindhoven, The Netherlands
{artem.polyvyanyy,m.larosa,a.terhofstede}@qut.edu.au

Abstract. Process-Aware Information Systems (PAISs) support executions of
operational processes that involve people, resources, and software applications on
the basis of process models. Process models describe vast, often infinite, amounts
of process instances, i.e., workflows supported by the systems. With the increas-
ing adoption of PAISs, large process model repositories emerged in companies
and public organizations. These repositories constitute significant information
resources. Accurate and efficient retrieval of process models and/or process in-
stances from such repositories is interesting for multiple reasons, e.g., searching
for similar models/instances, filtering, reuse, standardization, process compliance
checking, verification of formal properties, etc. This paper proposes a technique
for indexing process models that relies on their alternative representations, called
untanglings. We show the use of untanglings for retrieval of process models based
on process instances that they specify via a solution to the total executability prob-
lem. Experiments with industrial process models testify that the proposed retrieval
approach is up to three orders of magnitude faster than the state of the art.

1 Introduction

The Information Systems discipline studies different ways in which information can be
processed, often algorithmically using process modeling practices. Workflow manage-
ment systems, business process management systems, and enterprise information sys-
tems are examples of Process-Aware Information Systems (PAISs) [1]. PAISs support
executions of operational processes on the basis of process models that are usually ex-
pressed in languages such as the Web Services Business Process Execution Language
(WS-BPEL) or the Business Process Model and Notation (BPMN). For example, Fig. 1
shows a BPMN model that describes various scenarios for handling travel quote requests.

Process models describe vast amounts of executions, or process instances, for han-
dling similar scenarios. The number of instances captured in a process model is expo-
nential in the number of decisions that one can take when executing the model. This
number explodes with respect to the amount of tasks that can be executed simultane-
ously in a model. Moreover, a model can describe an infinite number of instances, in
case of loops.

As it becomes increasingly common for organizations to adopt the process-oriented
approach to model and execute their routines, organizations often end up managing

M. Jarke et al. (Eds.): CAiSE 2014, LNCS 8484, pp. 439–456, 2014.
© Springer International Publishing Switzerland 2014
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Fig. 1. A BPMN model for handling travel quote requests

repositories that comprise up to thousands of process models. For example, Suncorp,
the Australian insurer, maintains a repository of more than 3,000 models [2,3].

Process model repositories are immense information resources. In order to reduce
this information overload, one should be striving for automated retrieval systems. Ac-
curate and efficient retrieval of information about process instances that are stored in
process model repositories is interesting for several reasons, including:

○ Reuse/redesign. When developing new or modifying existing process models, one
can reuse information that is contained in process model repositories [4], e.g., by
retrieving process models that specify process instances of interest.
○ Compliance. Process models are subject to constraints enforced by regulations

and/or laws, often referred to as compliance rules. Effective compliance checking
requires the retrieval of information about process instances [5].
○ Standardization. Standard process models are exemplar models that should be used

as references [6]. These models encode best practices for handling similar pro-
cess instances across several models in a repository. The starting point of a process
model standardization initiative often deals with identification of similar process
models, i.e., those models that capture identical or similar process instances.

For example, an organization can issue a compliance rule which checks that in
every travel handling scenario it is never possible that both tasks “Get flight prefer-
ences” and “Adjust flight preferences” occur together. This rule can be triggered to
avoid internal adjustments of travel preferences. In this case, the model in Fig. 1 must
be retrieved as one that violates the rule. Alternatively, one may want to redesign rou-
tines so that every time flight and hotel quotes are processed, there is also an option to
propose a quote for renting a car. To implement this intent, one can start by retrieving
all models that describe instances in which both tasks “Get flight quote” and “Get hotel
quote” occur.

The contribution of this paper is threefold. First, it proposes an index data struc-
ture that is tailored towards efficient retrieval of process models based on information
about process instances. The index is due to an alternative representation of models,
called representative untanglings. The unique characteristics of this index allow for
a novel querying experience. Second, it demonstrates this novel querying experience
using query primitives that take the form of an extended version of the classical ex-
ecutability problem [7], called the total executability problem. Given a model and a
set of tasks as input, the total executability problem deals with deciding if the model
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describes at least one instance in which all tasks from the given set occur. Among other
applications, a solution to the total executability problem can be used to implement the
above illustrated retrieval scenarios. Third, it suggests an efficient solution to the to-
tal executability problem using representative untanglings. Experiments with industrial
models show up to three orders of magnitude speed up compared to the state of the art.

The rest of the paper is organized as follows: Sect. 2 positions our research in the
light of related work. Next, Sect. 3 provides preliminary notions. Sect. 4 describes a
novel index data structure. Sect. 5 exemplifies the use of this index for querying process
model repositories. Sect. 6 reports on the performance measurements of a prototype
that implements the developed querying technique. Finally, Sect. 7 concludes the paper.

2 Related Work

Querying deals with retrieving information that is relevant to a given information need
from a collection of information resources. In case of process model querying, informa-
tion resources are process models (structural information) as well as process instances
that these process models describe (behavioral information).

There exist various techniques to query process model repositories based on
structural information, cf. [2,3,8,9,10]. Given a query specified as a structural pat-
tern, or a structural template with wildcards, these techniques are capable of retrieving
process models which are formalized as structures that match the pattern, or fit the tem-
plate. First, indexing techniques are employed to filter the repository by obtaining a set
of candidate models that fit the indexed features of the query. Second, graph isomor-
phism or graph-edit distance techniques [11] are applied to identify the models from
the candidate set that score an exact match, or are sufficiently similar, to the query.
In contrast, we propose a technique that retrieves process models based on behavioral
information.

Other techniques retrieve process models based on abstractions of behavioral in-
formation, cf. [12,13]. They accept loss of behavioral information, and consequently
decrease in precision and recall, as the price for efficient retrieval. Our retrieval tech-
nique is precise and sensitive, i.e., it always retrieves all and only models that match
the query.

Model checking is a technique that can be used to verify various properties of pro-
cess models [7]. This technique usually proceeds by constructing an alternative repre-
sentation of a model and then uses this representation for efficient verification. Model
checking can be used to implement precise and sensitive process model retrieval that
is based on behavioral information. Indeed, behavioral information needs can be ex-
pressed as properties to be verified. Similar to model checking, our technique makes
retrieval decisions based on alternative representations of process models. Unlike in
model checking, once constructed, our representations can be reused much more often
than those employed for model checking purposes, as model checking usually relies on
a fresh artifact for verification of every new property. This reuse of untanglings yields
significant performance gains when querying process model repositories.
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3 Preliminaries

This section introduces formalisms that will be used to support subsequent discussions.

3.1 Petri Nets and Net Systems

Petri nets are a well-established formalism for modeling distributed systems, e.g., PAISs.
For many high-level process modeling languages, including WS-BPEL and BPMN,
there exist mappings to the Petri net formalism [14]. The benefits of such mappings are
twofold: (i) rigorous definition of an execution semantics of a high-level language, and
(ii) reuse of the mathematical theory of Petri nets for analysis of process models.

This section introduces the basic Petri net terminology and notations.

Definition 3.1 (Petri net). A Petri net, or a net, is an ordered triple N ∶= (P,T,F), where
P and T are finite disjoint sets of places and transitions, respectively, and F ⊆ (P×T)∪
(T ×P) is a flow relation. ⌟

A node x ∈P∪T is an input (an output) node of a node y ∈P∪T iff (x,y) ∈F ((y,x) ∈F).
By ●x (x●), x ∈ P∪ T , we denote the preset (the postset) of x – the set of all input
(output) nodes of x. For a set of nodes X ⊆P∪T , ●X ∶=⋃x∈X ●x and X● ∶=⋃x∈X x●. A node
x ∈P∪T is a source (a sink) node of N iff ●x = ∅ (x● =∅). Given a net N ∶= (P,T,F), by
Min(N) (Max(N)) we denote the set of all source (all sink) nodes of N. For technical
convenience, we require all nets to be T-restricted. A net N is T-restricted iff the preset
and postset of every transition is non-empty, i.e., ∀t ∈ T ∶ ●t ≠ ∅ ≠ t●.

We distinguish between observable and silent transitions of a net via the notion of a
labeled net because we shall define our query primitives on observable behavior.

Definition 3.2 (Labeled net). A labeled net is a tuple N ∶= (P,T,F,T ,λ), where (P,T,F)
is a net, T is a set of labels, where τ ∈ T is a special label, and λ ∶ T →T is a function
that assigns to each transition in T a label in T . ⌟

If λ(t) ≠ τ , where t ∈ T , then t is observable; otherwise, t is silent.
The execution semantics of Petri nets is based on states and state transitions and is

best perceived as a ‘token game’. A state of a net is represented by a marking, which
describes a distribution of tokens on the net’s places.

Definition 3.3 (Marking of a net). A marking, or a state, of a net N ∶= (P,T,F) is a
relation M ∶ P→N0 that assigns to each place p ∈ P a number M(p) of tokens in p.1 ⌟

In the sequel, we shall often refer to a marking M as to the multiset containing M(p)
copies of place p for every p ∈ P.2 A net system is a Petri net at a certain state/marking.

Definition 3.4 (Net system). A net system, or a system, is an ordered pair S ∶= (N,M),
where N is a net and M is a marking of N. ⌟

In the graphical notation, a common practice is to visualize places as circles, transi-
tions as rectangles, the flow relation as directed edges, and tokens as black dots inside
assigned places; see Fig. 2 for an example of a net system visualization.

1 N0 denotes the set of all natural numbers including zero.
2 We shall write [p1, p1, p2] to denote the marking that puts two tokens at place p1, one token

at place p2, and no tokens elsewhere.
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Fig. 2. A net system that captures the semantics of the BPMN model in Fig. 1

Whether a transition is enabled at a given marking depends on the tokens in its input
places. An enabled transition can occur, which leads to a new marking of the net.

Definition 3.5 (Semantics of a system). Let S ∶= (N,M), N ∶= (P,T,F), be a system.
○ A transition t ∈ T is enabled in S, denoted by S[t⟩, iff every input place of t contains

at least one token, i.e., ∀p ∈ ●t ∶M(p) > 0.
○ If a transition t ∈ T is enabled in S, then t can occur, which leads to a step from

S to S′ ∶= (N,M′) via t, where M′ is a fresh marking such that M′(p) ∶=M(p)−
1F((p,t))+1F((t, p)), for each p ∈P, i.e., t ‘consumes’ one token from every input
place of t and ‘produces’ one token for every output place of t.3 ⌟

By S[t⟩S′, we denote the fact that there exists a step from S to S′ via t. Note that
Fig. 2 shows the labeled net system that formalizes the execution semantics of the
BPMN model in Fig. 1. Empty rectangles denote silent transitions. Rectangles with
labels inside denote observable transitions. These labels refer to the short names shown
next to task nodes in Fig. 1; e.g., the full label of transition t2 in Fig. 2 is “Get flight
preferences”.

A net system induces a set of its instances (in the context of Petri nets usually referred
to as occurrence sequences) and reachable markings.

Definition 3.6 (Occurrence sequence). Let S0 ∶= (N,M0) be a net system.
○ A sequence of transitions σ ∶= t1 . . . tn, n ∈ N0, of N is an occurrence sequence in

S0 iff there exists a sequence of net systems S0,S1 . . . Sm, m = n, such that for every
position i, i ≥ 1, in σ it holds that Si−1[ti⟩Si; we say that σ leads from S0 to Sm.
○ A marking M is reachable in S0 iff there exists an occurrence sequence σ in S0 that

leads from S0 to (N,M). ⌟

Given a net system S, by Σ(S) and [S⟩, we denote the set of all occurrence sequences
and the set of all reachable markings in S, respectively. A net system S ∶= (N,M), N ∶=
(P,T,F), is n-bounded, or bounded, iff there exists a number n ∈N0 such that for every
reachable marking M′ in S and for every place p ∈ P it holds that the amount of tokens
at p is at most n, i.e., ∀M′ ∈ [S⟩∀p ∈ P ∶M′(p) ≤ n. It is easy to see that the set of all
reachable markings in a bounded net system is finite.

3 1F denotes the characteristic function of F on the set (P×T )∪(T ×P).
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3.2 Processes of Net Systems

Occurrence sequences suit well when it comes to describing orderings of transition
occurrences. In this section, we present processes of net systems [15]. One can rely
on processes to adequately represent causality and concurrency relations on transition
occurrences. A process of a net system is a net of a particular kind, called a causal net,
together with a mapping from elements of the causal net to elements of the net system.

Definition 3.7 (Causal net). A net N ∶= (B,E,G) is a causal net iff: (i) for every b ∈ B
it holds that ∣ ●b∣ ≤ 1 and ∣b● ∣ ≤ 1, and (ii) N is acyclic, i.e., G+ is irreflexive.4 ⌟

Elements of E are called events, whereas elements of B are called conditions of N. Two
nodes x and y of a causal net N ∶= (B,E,G) are causal iff (x,y) ∈ G+. Nodes x and y
are concurrent iff (x,y) /∈G+ and (y,x) /∈G+. Finally, a cut of a causal net is a maximal
(with respect to set inclusion) set of its pairwise concurrent conditions.

One can utilize events of causal nets to represent transition occurrences.

Definition 3.8 (Process, adapted from [15])
A process of a system S ∶= (N,M), N ∶= (P,T,F), is an ordered pair π ∶= (Nπ ,ρ), where
Nπ ∶= (B,E,G) is a causal net and ρ ∶ B∪E → P∪T is such that:
○ ρ(B) ⊆ P and ρ(E) ⊆ T , i.e., ρ preserves the nature of nodes,
○ M =m(ρ ,Min(Nπ)), where m(ρ ,D)(p) ∶= ∣ρ−1

(p)∩D∣, D ⊆ B, for each p ∈ P, and
○ for every event e ∈ E and for every place p ∈ P it holds that

1F((p,ρ(e))) = ∣ρ−1
(p)∩●e ∣ and 1F((ρ(e), p)) = ∣ρ−1

(p)∩e● ∣,
i.e., ρ respects the environment of transitions.5 ⌟

Let π ∶= (Nπ ,ρ) be a process of a net system S. It is known that every cut of Nπ encodes
a reachable marking in S.

Theorem 3.9 (Cuts and reachable markings, cf. [15, Theorem 3.5])
Let π ∶= (Nπ ,ρ), Nπ ∶= (B,E,G), be a process of a net system S. If C ⊆ B is a cut of Nπ ,
then M ∶=m(ρ ,C) is a reachable marking in S. ⌟

Fig. 3 shows two processes of the net system in Fig. 2. When visualizing processes,
conditions ci,c′i . . . refer to place pi; e.g., for the process in Fig. 3(b) it holds that
ρ(c5) =ρ(c′5) = p5, where p5 is a place in Fig. 2. Similarly, we assume events ei,e′i . . . to
refer to transition ti; e.g., ρ(e4) =ρ(e′4) = t4 for the process in Fig. 3(b). Observe that we
distinguish between shapes of events that correspond to silent transitions and those that
correspond to observable ones only for clarity. Fig. 3(b) shows a process and four cuts of
its causal net Nπ . Each cut is defined as a set of conditions that intersect with the respec-
tive dashed line. For example, cut D1 is defined as the set of conditions {c3,c6}. Note
that cuts Dmin and Dmax are equal to Min(Nπ) and Max(Nπ), respectively. Moreover,
both cuts D1 and Dmax encode the same marking m(ρ ,D1) = [p3, p6] = m(ρ ,Dmax),
which is a reachable marking in the net system in Fig. 2, for instance via occurrence se-
quences t1 t4 t2 or t1 t2 t4 t3 t5 t6 t7 t8 t9 t4. Finally, it is easy to see that the set of all processes
of the net system in Fig. 2 is infinite.

4 R+ denotes the transitive closure of a binary relation R.
5 ρ(X) ∶= {ρ(x)∣x ∈ X} and ρ−1(z) ∶= {y ∈Y ∣ρ(y) = z}, where X is a subset of ρ’s domain Y .
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Fig. 3. Two processes of the net system in Fig. 2

4 Indexing

This section proposes to use untanglings of process models, or more precisely of the cor-
responding net systems, as data structures that improve the speed of retrieving process
instances stored in process model repositories. Similar to database indexes, untanglings
require the use of additional storage space to maintain the extra copy of data. However,
at this additional cost, they can be used to quickly discover requested process instances
without having to iterate over all instances, of which there can be infinitely many.

An untangling of a net system is a set of its processes. A process of a system is a
static model that describes a finite portion of its occurrence sequences, cf. Sect. 3.2.
For example, in [16], Jörg Desel suggests to enhance a causal net Nπ of a pro-
cess π ∶= (Nπ ,ρ) of a system S ∶= (N,M) with a marking Mπ that puts one token
at every source condition of Nπ and no tokens elsewhere. Then, every occurrence
sequence in the fresh system (Nπ ,Mπ) represents (via mapping ρ) an occurrence se-
quence in S. E.g., consider the net system Sπ composed of the causal net in Fig. 3(b)
and a marking that puts one token at condition c1 and no tokens elsewhere. Then,
occurrence sequence e1 e2 e3 e4 e5 e6 e7 e8 e9 e′4 in Sπ represents occurrence sequence
ρ(e1)ρ(e2)ρ(e3)ρ(e4)ρ(e5)ρ(e6)ρ(e7)ρ(e8)ρ(e9)ρ(e′4) = t1 t2 t3 t4 t5 t6 t7 t8 t9 t4 in
the net system in Fig. 2. Observe that in this way Sπ represents six occurrence sequences
of the net system in Fig. 2.

The number of occurrence sequences that are represented in a single process ex-
plodes with respect to the amount of its pairwise concurrent events. This hints at the
fact that processes are highly suitable for indexing occurrence sequences. Still, it is
easy to see that one might often need an infinite number of processes to represent —
as per the above proposed intuition — all occurrence sequences in a system; e.g., con-
sider the net system in Fig. 2. Clearly, every index must be finite. To this end, we rely
on an enhanced interpretation of processes, which allows treating a process as a static
model that can represent an infinite number of occurrence sequences. This enhanced in-
terpretation is formalized in the notion of a process set system, where every process set
system can be seen as a semantic union of elementary models, called process systems.
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A process system is an abstract model that suggests a way a process of a system can
encode a possibly infinite number of occurrence sequences.

Definition 4.1 (Process system). A process system of a net system S ∶= (N,M0) in-
duced by a process π of S is an ordered triple Sπ ∶= (N,M,π), where M is a marking of
N. ⌟

The semantics of process systems – similarly to the semantics of net systems, cf. Def-
inition 3.5 – consists of the transition enablement and transition occurrence rules. The
enablement rule of a net system (N,M) depends on the structure of the net N, i.e., on
tokens in presets of transitions of the net. In contrast, the enablement rule of a process
system (N,M,π) relies on the structure of the causal net of π .

Definition 4.2 (Semantics of a process system). Let Sπ ∶= (N,M,π), N ∶= (P,T,F),
π ∶= (Nπ ,ρ), Nπ ∶= (B,E,G), be a process system of a net system S.
○ A transition t ∈ T is enabled in Sπ , denoted by Sπ[t⟩, iff there exist a cut C ⊆ B of

Nπ and an event e ∈ E such that M =m(ρ ,C), ●e ⊆C, and t = ρ(e).
○ If a transition t ∈ T is enabled in Sπ then t can occur, which leads to a step from Sπ

to S′π ∶=(N,M′,π), where M′ is a fresh marking such that (N,M)[t⟩(N,M′). ⌟

According to Theorem 3.9, if C ⊆ B is a cut of a causal net Nπ ∶= (B,E,G) taken from
a process (Nπ ,ρ) of a system S ∶= (N,M), then m(ρ ,C) is a reachable marking in S.
Moreover, it is easy to see that, in general, if D ⊆ B is a subset of conditions, e ∈ E is
an event, and ●e ⊆D, then transition t ∶= ρ(e) is enabled in N at the marking m(ρ ,D);
this follows from the fact that ρ preserves the nature of nodes and environment of
transitions. Thus, a process system Sπ ∶= (N,M,π), π ∶= (Nπ ,ρ), restricts the semantics
of the net system (N,M) to those reachable markings that are induced by cuts of Nπ
and to those transition occurrences that are captured by events of Nπ .

Similar to net systems, a sequence of transitions σ is an occurrence sequence in a
process system Sπ if σ is empty or the first transition in σ is enabled in Sπ and an
occurrence of a transition from σ in S (except of an occurrence of the last transition
in σ ) leads to a process system that enables the next transition in σ . We accept that a
process π of a net system S ∶= (N,M) represents all those occurrence sequences in S
which are also occurrence sequences in the process system (N,M,π).

As an example consider a process system Sπ ∶= (N,M,π), where (N,M) is the net
system in Fig. 2 and π ∶= (Nπ ,ρ), Nπ ∶= (B,E,G), is the process in Fig. 3(b). It holds
that Sπ enables transition t1. Indeed, for cut Dmin of Nπ and event e1, refer to Fig. 3(b),
we have m(ρ ,Dmin) = [p1] =M, {c1} = ●e1 ⊆Dmin = {c1}, and ρ(e1) = t1. An occurrence
of t1 leads to a step from Sπ to the process system (N,[p2, p5],π). It is easy to see that
a sequence of transitions t1 t4 t2 t3 t5 t6 is an occurrence sequence in Sπ which leads to the
process system S′π ∶= (N,[p8],π). Observe that S′π enables transition t7 only, whereas
the net system (N,[p8]) enables transitions t7 and t10; recall that N is the net in Fig. 2.
There exists only one cut in Fig. 3(b) that induces marking [p8]; this is cut D2. Finally,
it is only event e7 for which it holds that ●e7 ⊆D2 and ρ(e7) = t7. Observe that process
system Sπ represents infinitely many occurrence sequences in the net system in Fig. 2;
this is due, for instance, to the fact that the process system (N,[p3, p6],π) enables
transition t3 via cut D1. Moreover, Sπ represents infinite occurrence sequences; those in
which transitions t3 . . . t9 can occur infinitely often.

Every process system has its natural boundaries on what portion of process instances
it can describe. Process set systems aim to overcome these boundaries.
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Fig. 4. A process of the net system in Fig. 2

Definition 4.3 (Process set system)
A process set system of a net system S ∶= (N,M0) induced by a set of processes Π of S
is an ordered triple Sπ ∶= (N,M,Π), where M is a marking of N. ⌟

The semantics of a process set system S ∶= (N,M,Π) is ‘composed’ of all the semantics
of individual process systems that are induced by processes in Π .

Definition 4.4 (Semantics of a process set system)
Let S ∶= (N,M,Π), N ∶= (P,T,F), be a process set system.
○ A transition t ∈ T is enabled in S, denoted by S[t⟩, iff there exists a process π ∈Π

such that (N,M,π)[t⟩.
○ If a transition t ∈ T is enabled in S, then t can occur, which leads to a step from S

to S′ ∶= (N,M′,Π ′), where M′ is a fresh marking such that (N,M)[t⟩(N,M′) and
Π ′ ∶= {π ∈Π ∣(N,M,π)[t⟩}. ⌟

As an example consider a process set system S ∶= (N,M,{π1,π2}), where (N,M) is,
again, the net system in Fig. 2, and π1 and π2 are the processes in Figs. 3(a) and 3(b),
respectively. The sequence of transitions t1 t2 t3 t4 t5 t6 is an occurrence sequence in S
which leads to the process set system S′ ∶= (N,[p8],{π1,π2}); again, a sequence of
transitions σ is an occurrence sequence in a process set system S if the first transition
in σ is enabled in S and an occurrence of a transition from σ in S (except that of the last
transition) leads to a process set system that enables the next transition in σ . Transitions
t7 and t10 are enabled in S′. Transition t7 is enabled due to cut D2 and event e7 in π2.
Transition t10 is enabled due to cut D and event e10 in π1. An occurrence of t10 in S′

leads to the process set system (N,[p11],{π1}), which does not enable any transition.
The process set system (N,M,{π1,π2}) from the example above represents a big

portion of the occurrence sequences in (N,M). Still, it fails to represent all of them.
E.g., it does not represent occurrence sequences in which both t7 and t10 occur. A rep-
resentative untangling of a net system S is a collection of its processes that induces a
process set system which represents all the occurrence sequences in S.

Definition 4.5 (Representative untangling). An untangling Π (i.e., a set of pro-
cesses) of a net system S ∶= (N,M) is representative if every occurrence sequence in
S is also an occurrence sequence in the process set system (N,M,Π). ⌟

In [17], we demonstrated that: (i) one can always construct a finite representative un-
tangling of a bounded net system, and (ii) a net system S and a process set system S
of S induced by a representative untangling of S are occurrence net equivalent [18],
i.e., they are two different specifications of exactly the same distributed system.
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In [17], we proposed the first algorithm for constructing representative untanglings
of bounded net systems. Given the net system in Fig. 2 as input, this algorithm returns
two processes shown in Figs. 3(a) and 4 as its representative untangling.

5 Instance-Based Retrieval

A representative untangling of a system S is another specification that represents all and
only occurrence sequences in S. This section shows how one can employ the unique
characteristics of representative untanglings to engineer a process model querying tech-
nique. To this end, Sect. 5.1 proposes the total executability problem and its efficient
solution in terms of representative untanglings, whereas Sect. 5.2 uses this solution to
formulate basic query primitives.

5.1 Executability

Given a net system S ∶= (N,M), N ∶= (P,T,F), and a set of transitions U ⊆T , the classical
executability problem deals with deciding whether some transition in U can ever be
‘executed’ (can occur) in S. It is a fundamental problem in concurrency theory, e.g., a
solution to the executability problem can help deciding reachability and safety [7].

Definition 5.1 (Executability, cf. [7])
A net system S ∶= (N,M), N ∶= (P,T,F), can execute some transition in U ⊆ T iff there
exist an occurrence sequence σ in S and a transition t ∈U such that t occurs in σ . ⌟

One can solve the executability problem of a system using its representative untangling.

Lemma 5.2 (Executability)
Let Π be a representative untangling of a net system S ∶= (N,M), N ∶= (P,T,F). Then,
S can execute some transition in U ⊆ T iff there exist a process π ∶= (Nπ ,ρ), Nπ ∶=
(B,E,G), in Π , a transition t ∈U, and an event e ∈ E for which it holds that ρ(e) = t. ⌟

The proof of Lemma 5.2 is similar to the proof of correctness of a solution to the total
executability problem that is proposed below.

For example, according to Lemma 5.2, one can decide that the net system S in Fig. 2
describes an occurrence sequence that contains transition t3 using event e3 of process π
in Fig. 3(a) for which it holds that ρ(e3) = t3. Moreover, one can use π to generate sam-
ple occurrence sequences that contain t3; these are occurrence sequences in a process
system of S induced by π that contain t3, e.g., t1 t2 t4 t3 is one such sequence.

The executability problem is a decision problem on the level of process instances
and as such can be naturally applied to formulate queries for searching process models
and/or process instances. E.g., a query that relies on a solution to the executability
problem can be formulated as follows: “Find all process models that describe a process
instance in which a given transition occurs.” Alternatively, one can search for exemplary
process instances in which a given task occurs. Clearly, one can answer both these
questions efficiently using representative untanglings and the result of Lemma 5.2.

In fact, representative untanglings can be used to efficiently solve an extended ver-
sion of the classical executability problem. As we shall see, this solution broadens the
applicability of representative untanglings when searching process model repositories.
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Given a net system S ∶= (N,M), N ∶= (P,T,F), and a set of transitions U ⊆T , the total
executability problem deals with deciding whether there exists an occurrence sequence
in S which contains all the transitions in U .

Definition 5.3 (Total executability)
A net system S ∶= (N,M), N ∶= (P,T,F), can execute all transitions in U ⊆ T iff there
exists an occurrence sequence σ in S such that every transition t ∈U occurs in σ . ⌟

The total executability problem can be solved using representative untanglings. The
proof of correctness of this solution relies on the next corollary.

Corollary 5.4 (Processes and occurrence sequences). Let π ∶= (Nπ ,ρ), Nπ ∶=
(B,E,G), be a process of a net system S. Then, there exists an occurrence sequence
σ in S such that for every event e ∈ E it holds that transition ρ(e) occurs in σ . ⌟

Please note that Corollary 5.4 is a special case of Lemma 1 in [16]. Finally, the solution
to the total executability problem proceeds as follows.

Lemma 5.5 (Total executability). Let Π be a representative untangling of a net sys-
tem S ∶= (N,M), N ∶= (P,T,F). Then, S can execute all transitions in U ⊆ T iff there
exists a process π ∶= (Nπ ,ρ), Nπ ∶= (B,E,G), in Π such that for every transition t ∈U
there exists an event e ∈ E for which it holds that ρ(e) = t. ⌟

Proof. We prove each direction of the statement separately.
(⇒) Proof by construction. Assume that S can execute all transitions in U . According

to Definition 5.3, there exists an occurrence sequence σ in S such that every tran-
sition t ∈U occurs in σ . Then, according to Definition 4.4 and Definition 4.5, there
exists a process π ∶= (Nπ ,ρ), Nπ ∶= (B,E,G), in Π such that σ is an occurrence se-
quence in the process system (N,M,π). Thus, for every transition in σ there exists
an event e ∈ E for which it holds that ρ(e) = t.

(⇐) Proof by contradiction. Assume that there exists a process π ∶= (Nπ ,ρ), Nπ ∶=
(B,E,G), in Π such that for every transition t ∈U there exists an event e ∈ E of Nπ
for which it holds that ρ(e) = t, but S cannot execute all transitions in U . According
to Corollary 5.4, there exists an occurrence sequence σ in S such that for every
event e ∈ E it holds that transition ρ(e) occurs in σ and, hence, every transition
t ∈U occurs in σ . We reached a contradiction. ◾

For instance, according to Lemma 5.5, one can decide that the net system S in Fig. 2
describes an occurrence sequence that contains transitions t3, t7, and t9 using events
e3, e7, and e9 of process π in Fig. 4 for which it holds that ρ(e3) = t3, ρ(e7) = t7,
and ρ(e9) = t9. This conclusion is due to the process system Sπ of S induced by π ;
e.g., t1 . . . t9 is one of infinitely many occurrence sequences in Sπ that contains all the
three transitions.

The total executability problem can be solved efficiently using untanglings.

Proposition 5.6. Given a representative untangling Π of a net system S ∶= (N,M), N ∶=
(P,T,F), and a set of transitions U ⊆ T , the following problem can be solved in linear
time in the size of Π : To decide if S can execute all transitions in U. ⌟

The proof of Proposition 5.6 is due to Lemma 5.5. Clearly, one can solve the total exe-
cutability problem by visiting each event of the representative untangling once. Hence,
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representative untanglings can be used to efficiently retrieve process models and/or ex-
emplary process instances in which all tasks from a given set of tasks occur. Note that,
in general, the existence of certain tasks in a process model does not imply the fact that
this model describes a process instance in which all these tasks occur; this is due to
conflicting process instances and/or behavioral anomalies, like deadlocks [19].

5.2 Query Primitives

This section proposes query primitives that are founded on the definition of the (total)
executability problem. The basic construct for all the subsequently proposed primitives
is a predicate that given a labeled system S and a set of labels L tests if there exists an
occurrence sequence σ in S such that some transitions that are labeled with labels in L
occur in σ . This basic predicate can be specialized into four tests:

○ CanOccurOne(labeled system S, set of labels L) ∶= ∃σ ∈ Σ(S)∃ l ∈ L ∶ l ∈ σ ;6

The CanOccurOne predicate tests if there exists an occurrence sequence in S which
contains at least one transition labeled with some label in L.
○ CannotOccurOne(labeled system S, set of labels L) ∶= ∀σ ∈ Σ(S)∀ l ∈ L ∶ l /∈ σ ;

The CannotOccurOne predicate tests if there does not exist an occurrence se-
quence in S which contains at least one transition labeled with some label in L.
○ CanOccurAll(labeled system S, set of labels L) ∶= ∃σ ∈ Σ(S)∀ l ∈ L ∶ l ∈ σ ;

The CanOccurAll predicate tests if there exists an occurrence sequence in S which
for every label l in L contains a transition labeled with l.
○ CannotOccurAll(labeled system S, set of labels L) ∶= ∀σ ∈ Σ(S)∃ l ∈ L ∶ l /∈ σ ;

The CannotOccurAll predicate tests if there does not exist an occurrence se-
quence in S which for every label l in L contains a transition labeled with l.

For example, one can find all process models that describe a process instance in which
task “Obtain flight price” occurs by selecting every model K (from a given repertoire
of models) for which test CanOccurOne(S,{“Obtain flight price”}) evaluates to true,
where S is a labeled net system that corresponds to K (refer to Sect. 3.1 for details).

Process model repositories often suffer from inconsistent usage of labels, i.e., seman-
tically similar tasks might ‘wear’ different labels, e.g., “Get flight quote” and “Obtain
flight price”. Consequently, the search procedure that is exemplified above will not re-
trieve the process model in Fig. 1, which can be accepted as a model that matches the
query semantically. To address this issue, we ‘expand’ the predicates. In information
retrieval, a query expansion is a process of reformulating a seed query to improve effec-
tiveness of search results. Every label that is used as input to one of the above proposed
seed predicates can be expanded to a set of semantically similar labels, e.g., using the
approach in [20]. Accordingly, the predicates get reformulated as follows:

○ CanOccurOneExpanded(labeled system S, set of sets of labels L ∶= {L1 . . .Ln}) ∶=
∃σ ∈Σ(S)∃ L ∈L ∃ l ∈L ∶ l ∈σ ; The CanOccurOneExpandedpredicate tests if there
exist an occurrence sequence σ in S and a set of labels L in L such that σ contains
a transition labeled with some label in L.
○ CannotOccurOneExpanded(labeled system S, set of sets of labels L ∶= {L1 . . .Ln})
∶= ∀σ ∈Σ(S)∀ L ∈L ∀ l ∈ L ∶ l /∈σ ; The CannotOccurOneExpandedpredicate tests

6 It holds that l ∈ σ iff there exists a transition in σ that is labeled with l.
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if there do not exist an occurrence sequence σ in S and a set of labels L in L such
that σ contains a transition labeled with some label in L.
○ CanOccurAllExpanded(labeled system S, set of sets of labels L ∶= {L1 . . .Ln}) ∶=
∃σ ∈Σ(S)∀ L ∈L ∃ l ∈L ∶ l ∈σ ; The CanOccurAllExpandedpredicate tests if there
exists an occurrence sequence σ in S such that for every set of labels L in L it holds
that σ contains a transition labeled with some label in L.
○ CannotOccurAllExpanded(labeled system S, set of sets of labels L ∶= {L1 . . .Ln})
∶= ∀σ ∈Σ(S)∃ L ∈ L ∀ l ∈ L ∶ l /∈ σ ; The CannotOccurAllExpandedpredicate tests
if there does not exist an occurrence sequence σ in S such that for every set of
labels L in L it holds that σ contains a transition labeled with some label in L.

For instance, if one is interested in process instances (or models) in which tasks “Obtain
flight price” and “Obtain hotel price” (or semantically similar tasks) occur together, one
can start by constructing sets of similar labels, e.g., L1 ∶={“Obtain flight price”,“Get
flight quote”} and L2 ∶={“Obtain hotel price”,“Get hotel quote”}. Then, the model in
Fig. 1 is a match to the query CanOccurAllExpanded(S,{L1,L2}), where S, again, is
the net system in Fig. 2. Indeed, the model in Fig. 1 describes process instances in
which both tasks “Get flight quote” and “Get hotel quote” occur. Finally, the model in
Fig. 1 can be ranked as one that is less relevant to the query as some other model that is
retrieved based on labels “Obtain flight price” and “Obtain hotel price”, as these labels
were initially provided as input, cf. [20] for further details on how results can be ranked.

The above proposed predicates explore all possible configurations of the (to-
tal) executability problem and the suggested query expansion principle. These
predicates are provided for the sake of completeness. However, only three (out
of the total of eight) checks specify distinct computation patterns. Indeed, ev-
ery CannotOccurXY, X ∈ {‘One’,‘All’}, Y ∈ {‘’,‘Expanded’}, predicate is the
negation of the CanOccurXY check. CanOccurOneExpanded(S, L) can be imple-
mented via CanOccurOne(S, ⋃L∈L L). Note that two out of the three remain-
ing predicates can be expressed in terms of the third one, i.e., CanOccurOne(S,
L) ∶= ⋁l∈L CanOccurAll(S,{l}) and CanOccurAllExpanded (S, {L1 . . .Ln}) ∶=
⋁L∈{{l1... ln}∣ l1∈L1, ..., ln∈Ln} CanOccurAll(S,L). However, these two last definitions imply
multiple CanOccurAll checks which require multiple (and as it turns out unnecessary)
traversals of representative untanglings.

Because of Proposition 5.6, the CanOccurAll(S, L) test can be accomplished in lin-
ear time in the size of a representative untangling Π of S; one has to verify if Π contains
a process which for every label l in L contains an event that describes an occurrence
of a transition labeled with l. Similarly, because of Lemma 5.2, when evaluating the
CanOccurOne(S, L) predicate one needs to search for a process in Π which contains an
event that describes an occurrence of a transition labeled with some label in L. Finally,
because of Lemma 5.5, in order to fulfill the CanOccurAllExpanded(S, L) predicate,
there should exist a process in Π that for every set of labels L in L contains an event
which describes an occurrence of a transition labeled with some label in L. For all the
above checks it suffices to perform a single traversal of a representative untangling of S.

6 Evaluation

The proposed querying approach has been implemented and is publicly available as part
of the jBPT initiative [21]. Using this implementation, we conducted an experiment to
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assess the performance of the approach in terms of querying time and accuracy of re-
sults. The experiment was performed on a computer with a dual core Intel CPU with
2.26 GHz, 4GB of memory, running Windows 7 and SUN JVM 1.7 (with standard al-
location of memory). To eliminate load time from the measures, each test was executed
six times, and we recorded average times of the second to sixth executions.

The study was conducted on a collection of 448 bounded systems that model pro-
cesses from financial services, telecommunications, and other domains. These systems
were selected from a larger collection of 735 models [19]; systems that do not model
concurrency were filtered out as they do not suffer from the state space explosion prob-
lem and can be handled efficiently using structural analysis methods.

The study is subdivided into two stages. First, representative untanglings of all sys-
tems from the data set are constructed — the indexing stage. Then, the resulting untan-
glings are employed for efficient validation of queries — the querying stage.

An extensive experiment that assesses the performance of the indexing stage is re-
ported in [17]. This experiment can be downloaded and reproduced.7 Next, we sum-
marize basic measures on constructing representative untanglings of the 448 systems.
The indexing stage requires 2.72s. Hence, on average, a representative untangling is
constructed in 6.06ms; the minimal and maximal construction times are 0.58ms and
221ms, respectively. The average duplication factor, i.e., the average number of times
the size of an untangling is larger than the size of its corresponding system (in the
number of nodes), is 3.54.

Once constructed, representative untanglings are stored and reused for querying pur-
poses. Table 1 reports average times (in microseconds) of performing CanOccurOne

and CanOccurAll checks. The first two columns report on the characteristics of the
model collection by providing information on the number ‘n’ of systems within a given
‘Size’ range (measured as the number of nodes). The number of labels used as input
to queries ranged from one to five (see the second row and columns three to twelve in
the header of the table). Each value is measured as the average time of executing 100
random queries. For example, the value of 9.36 in the third row and fifth column in Ta-
ble 1 reports the average time (in microseconds) of performing CanOccurOne checks
for the input of three random labels over 44 systems, each of size within the range
from 101 to 150 nodes; in total, 4400 different queries were checked to obtain this

Table 1. Average times of checking query primitives (in microseconds)

Net systems CanOccurOne (μs) CanOccurAll (μs)
Size n 1 2 3 4 5 1 2 3 4 5

1–50 221 1.56 0.93 0.88 0.87 0.84 2.43 1.9 1.9 2.4 2.36
51–100 164 4.27 3.5 3.23 3.06 2.88 7.13 7.17 7.35 7.19 7.39

101–150 44 12.1 10.5 9.36 8.87 7.23 22 20.3 20.6 21.7 23.7
151–200 9 25.4 34.8 18.5 16.9 13.6 35 41.2 43.7 46.3 46.2
201–250 7 53.3 49.6 32.7 23 19.8 69 92.6 87.5 100.6 94.2
251–300 3 221.6 147.2 133.8 89.5 81.2 353.9 372 505.9 390.7 424.4

1–300 448 6.35 4.75 4.31 3.72 3.3 10.1 10.3 11.3 11.1 11.4

7 http://code.google.com/p/jbpt/wiki/UntanglingsExperiment

http://code.google.com/p/jbpt/wiki/UntanglingsExperiment
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average value. The last row in the table shows average times of performing queries over
all systems in the collection; these are plotted in Fig. 5(a). One can observe a quasi-
linear dependency between the average time of performing a single check and the size
of the set of labels provided as input. The average values for CanOccurOne checks
show a negative slope. Indeed, as the size of the input set of labels increases, the chance
of discovering an occurrence sequence that includes at least one transition labeled with
a label from the input set of labels increases as well. On the other hand, more labels in
the input sets of CanOccurAll queries lead to slower checks as more conditions need
to be satisfied.

Table 2 shows average querying times (columns two to seven) and compares accu-
racy of retrieved results with label filtering techniques (columns eight to thirteen). The
first column lists sizes of input sets of labels; we also vary the sizes of sets used as
inputs to CanOccurAllExpanded checks. For instance, the value of 7.32 in the second
row and fifth column in Table 2 is the average time (in milliseconds) of querying 448
systems using the CanOccurAllExpanded primitive for an input set that contains two
sets, each composed of three labels. Average querying times report on a quasi-linear
dependency with the size of the input set of labels, cf. Fig. 5(b).

When searching for process models, one often starts by performing a filtering step,
e.g., filtering out those models that do not contain tasks with labels of interest [9,10]. Af-
terwards, computation intensive methods, either structural or behavioral, cf. Section 2,
are applied to a much smaller (pre-selected) collection of models. Query primitives from
Section 5.2 can improve effectiveness of existing filtering techniques. To verify this ex-
perimentally, we implemented filtering primitives that ‘mimic’ the primitives from Sec-
tion 5.2; these fresh primitives analyze process models rather than process instances.
For instance, the filtering counterpart of the CanOccurOne check from Section 5.2 ver-
ifies if a given process model contains a task labeled with some label from a given set
of labels. In Table 2, columns eight to thirteen report average numbers of retrieved sys-
tems over 100 random queries using both types of primitives. For example, 2.7/6.67 in
the third row and eleventh column reports that, on average, the behavioral version of the
CanOccurAllExpandedprimitive retrieved 2.7 systems while the structural version re-
trieved 6.67 systems. The additional systems selected by analyzing models rather than

(a) (b)

Fig. 5. (a) Average times of performing one check, and (b) average querying times (over 448
systems); COO stands for CanOccurOne, COA—CanOccurAll, and COAEn, n ∈ 2..5, stands for
CanOccurAllExpanded, where n is the size of each set in the input set of sets of labels.
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Table 2. Average times of querying a collection of 448 systems (in milliseconds) and average
numbers of retrieved systems (using behavioral/structural querying)

Query time (ms) Net systems retrieved (using behavioral/structural querying)
Query

COO COA
CanOccurAllExpanded

COO COA
CanOccurAllExpanded

size 2 3 4 5 2 3 4 5

1 2.48 4.03 5.45 5.05 4.22 3.71 32.5 / 33.6 32.5 / 33.6 67.8 / 70.7 90.2 / 93.5 119.2 / 124 131.8 / 136.5
2 2.02 4.53 7.82 7.32 7.05 6.69 68.8 / 72.6 1.23 / 2.84 5.74 / 9.47 15.8 / 21.8 22.4 / 34.8 31.3 / 42.3
3 2.09 4.86 9.75 9.76 9.56 9.28 90.8 / 94.1 0.16 / 0.54 1.4 / 2.64 2.7 / 6.67 4.51 / 10.4 9.78 / 19.3
4 1.73 5 11.1 11.2 11.7 11.7 102 / 106.2 0.01 / 0.05 0.13 / 0.62 0.54 / 2.55 2.84 / 5.87 4.13 / 10.2
5 1.46 5.25 12.9 13.4 13.4 13.5 138.6 / 144.5 0 / 0.01 0.02 / 0.16 0.15 / 1 0.67 / 2.95 1.39 / 6.95
6 1.32 5.22 14 14.5 15 15.5 148.8 / 154.4 0 / 0.01 0.02 / 0.13 0.05 / 0.47 0.17 / 1.61 0.55 / 3.7
7 1.48 6.83 18.8 19.2 20.3 21.4 183.5 / 189.6 0 / 0 0 / 0.02 0.02 / 0.32 0.04 / 0.98 0.28 / 2.54
8 1.21 5.96 17.9 18.6 19.4 20.6 194.2 / 200.5 0 / 0 0 / 0.01 0.02 / 0.25 0.05 / 0.67 0.09 / 1.8

(*) COO and COA stand for CanOccurOne and CanOccurAll, respectively

their instances are false positives in the situation when one is interested in systems that
describe instances in which given transitions occur together.

Finally, we experimented with a behavioral querying approach that relies on the
model checking technique described in [7]. Model checking of our query primitives
requires, on average, 4ms (based on an implementation that uses Uma8). Though this is
approximately 2ms faster than constructing a representative untangling (see above), un-
tanglings can be reused for checking query primitives over any combination of labels,
i.e., a single untangling of a system fits all, while a fresh model checking exercise has
to be performed for every fresh combination of labels. Note that the time of 4ms, which
is required to perform a single model checking exercise, is often comparable with the
average time of performing a query over 448 systems that we report in Table 2.9

7 Conclusion

This paper proposed a technique for instance-based retrieval of process models from
process model repositories. The technique relies on the use of an index, called a rep-
resentative untangling, which is optimized towards accurate and efficient retrieval of
process instances. The use of this index is exemplified via a family of query primitives
that are founded on the extended version of the classical executability problem. The
basic construct for all the primitives is a check on the existence of a process instance in
which all tasks from a given set of tasks occur. As exemplified, these primitives can be
effectively applied in practice, e.g., for process reuse, compliance, and standardization.
Finally, a set of experiments conducted on a large repository of process models from
practice showed that during retrieval the use of our index leads to an up to three orders
of magnitude speed-up compared to techniques that rely on model checking.

Our approach works on Petri nets. This means that it can also be used to check
behavioral properties of models defined in languages such as BPMN and EPCs, so long
as these models can be translated to Petri nets. We envision that our index can be of great
use when designing efficient implementations of other query primitives, e.g., those that
explore the relations of causality and concurrency [22]. Studies of these primitives will

8 http://service-technology.org/uma/
9 All the experiments reported in this section can be downloaded and reproduced:
http://code.google.com/p/jbpt/wiki/QueryingExperiment

http://service-technology.org/uma/
http://code.google.com/p/jbpt/wiki/QueryingExperiment
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contribute to the maturity of process model query languages, e.g., BPMN-Q [9] and
APQL [23]. Another avenue for future work is to evaluate the perceived usefulness of
behavioral querying with end users.
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Abstract. Modern information systems that support complex business processes
generally maintain significant amounts of process execution data, particularly
records of events corresponding to the execution of activities (event logs). In
this paper, we present an approach to analyze such event logs in order to pre-
dictively monitor business constraints during business process execution. At any
point during an execution of a process, the user can define business constraints in
the form of linear temporal logic rules. When an activity is being executed, the
framework identifies input data values that are more (or less) likely to lead to the
achievement of each business constraint. Unlike reactive compliance monitoring
approaches that detect violations only after they have occurred, our predictive
monitoring approach provides early advice so that users can steer ongoing pro-
cess executions towards the achievement of business constraints. In other words,
violations are predicted (and potentially prevented) rather than merely detected.
The approach has been implemented in the ProM process mining toolset and val-
idated on a real-life log pertaining to the treatment of cancer patients in a large
hospital.

Keywords: Predictive Process Monitoring, Recommendations, Business
Constraints, Linear Temporal Logic.

1 Introduction

The execution of business processes is generally subject to internal policies, norms, best
practices, regulations, and laws. For example, a doctor may only perform a certain type
of surgery if this is preceded by a pre-operational screening, while in a sales process,
an order can be archived only after that the customer has confirmed receipt of all or-
dered items. We use the term business constraint to refer a requirement imposed on the
execution of a process that separates compliant from non-compliant behavior [20].

Compliance monitoring is an everyday imperative in many organizations. Accord-
ingly, a range of research proposals have addressed the problem of monitoring business
processes with respect to business constraints [15,14,16,26,13,19,4,10,5,28]. Given a
process model and a set of constraints – expressed, e.g., in temporal logic – these tech-
niques provide a basis to monitor ongoing executions of a process (a.k.a. cases) in order
to assess whether they comply with the constraints in question. However, these moni-
toring approaches are reactive, in that they allow users to identify a violation only after

M. Jarke et al. (Eds.): CAiSE 2014, LNCS 8484, pp. 457–472, 2014.
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it has occurred rather than supporting them in preventing such violations in the first
place.

In this setting, this paper presents a novel monitoring framework, namely Predictive
Business Process Monitoring, based on the continuous generation of predictions and
recommendations on what activities to perform and what input data values to provide, so
that the likelihood of violation of business constraints is minimized. At any point during
the execution of a business process, the user can specify a business constraint using
Linear Temporal Logic (LTL). Based on an analysis of execution traces, the framework
continuously provides the user with estimations of the likelihood of achieving each
business constraint for a given ongoing process execution. The proposed framework
takes into account the fact that predictions often depend both on: (i) the sequence of
activities executed in a given case; and (ii) the values of data attributes after each activity
execution in a case. For example, for some diseases, doctors may decide whether to
perform a surgery or not, based on the age of the patient, while in a sales process, a
discount may be applied only for premium customers.

The core of the proposed framework is a method to generate predictions of business
constraint fulfillment. Specifically, the technique estimates for each enabled activity in
an ongoing case, and for every data input that can be given to this activity, the prob-
ability that the execution of the activity with the corresponding data input will lead
to the fulfillment of the business constraint. In line with the principle of considering
both control-flow and data, the proposed technique proceeds according to a two-phased
approach. Given an ongoing case in which certain activities are enabled, we first se-
lect from the set of completed execution traces, those that have a prefix “similar” to
the (uncompleted) trace of the ongoing case (control-flow matching). Next, for each
selected trace, we produce a data snapshot consisting of a value assignment for each
data attribute up to its matched prefix. Given a business constraint, we classify a data
snapshot as a positive or a negative example based on whether the constraint was even-
tually fulfilled in the completed trace or not. In this way, we map the prediction task
to a classification task, wherein the goal is to determine if a given data snapshot leads
to a business constraint fulfillment and with what probability. Finally, we solve the re-
sulting classification task using decision tree learning, i.e., we produce a decision tree
to discriminate between fulfillments and violations. The decision tree is then used to
estimate the probability that the business constraint will be achieved, for each possible
combination of input attribute values.

The proposed framework can be applied both for prediction and recommendation.
For prediction, the decision tree is used to evaluate the probability for the business con-
straint to be satisfied for a given combination of attribute values. For recommendation,
the decision tree is used to select combinations of attribute values that maximize the
probability of the business constraint being satisfied. The predictive monitoring frame-
work has been implemented in the ProM toolset for process mining. The framework has
been validated using a real-life log (provided for the 2011 BPI challenge [1]) pertaining
to the treatment of cancer patients in a large Dutch academic hospital.

The remainder of the paper is structured as follows. Section 2 introduces a run-
ning example. Section 3 introduces concepts pertaining to LTL and decision trees. Sec-
tion 4 presents the predictive monitoring framework and its implementation. Section 5
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discusses the validation on a real-life log. Finally, Section 6 discusses related work and
Section 7 draws conclusions and perspectives.

2 Running Example

During the execution of a business process, process participants cooperate to satisfy
certain business constraints. At any stage of the process enactment, decisions are taken
aimed at achieving the satisfaction of these constraints. Therefore, it becomes crucial for
process participants to be provided with predictions on whether the business constraints
will be achieved or not and, even more, to receive recommendations about the choices
that maximize the probability of satisfying the business constraints.

Fig. 1 shows a BPMN model of a business process we will use as running example.
It describes how a patient is nursed according to the instructions of a doctor. During the
process execution, the doctor has to make decisions on therapies and on the doses of
medicines to be administered to the patient. The process starts when the patient provides
the doctor with lab test results. Based on the tests, the doctor formulates a diagnosis.
Then, the doctor has to decide the therapy to prescribe. The therapy can be a surgery,
a pharmacological therapy or a manipulation. In case of a pharmacological therapy, the
doctor has also to prescribe the quantity of medicine the patient has to assume.

In this scenario, historical information about past executions of the process could be
used to support the doctor in making decisions by providing him or her with predictions
about the (most likely) iter of the disease and recommendations about the best choices
to be made in order to guarantee the patient recovery. The approach presented in this
paper aims at supporting process participants in their decisions by providing them with
predictions about the satisfaction of their constraints and, in case they can influence the
process with their decisions, by recommending them the best choices to be made to
satisfy their business constraint.

In our example, the constraint the doctor wants to satisfy could be that every diag-
nosis is eventually followed by the patient recovery. By exploiting data related to the
clinical history of other patients with similar characteristics, our technique aims at pro-
viding the process participants with predictions about whether the patient will recover
or not. In addition, whenever the doctor has to make decisions (e.g., prescribe the type
of therapy or choose the dose of a medicine), recommendations are provided about the
options for which it is more likely that the patient will recover.

Fig. 1. A simple process describing the medical treatment management
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3 Background

In this section, we first introduce the language used for the business constraint definition
(LTL), and we then provide an overview on decision tree learning.

3.1 LTL

In our proposed approach, a business constraint can be formulated in terms of LTL rules,
as LTL (and its variations) is classically used in the literature for expressing business
constraints on procedural knowledge [21]. LTL [23] is a modal logic with modalities
devoted to describe time aspects. Classically, LTL is defined for infinite traces. How-
ever, when focusing on the compliance of business processes, we use a variant of LTL
defined for finite traces (since business process are supposed to complete eventually).

We assume that events occurring during the process execution fall in the set of atomic
propositions. LTL rules are constructed from these atoms by applying the temporal
operators X (next), F (future), G (globally), and U (until) in addition to the usual
boolean connectives. Given a formula ϕ, Xϕ means that the next time instant exists and
ϕ is true in the next time instant (strong next). Fϕ indicates that ϕ is true sometimes in
the future. Gϕ means that ϕ is true always in the future. ϕUψ indicates that ϕ has to
hold at least until ψ holds and ψ must hold in the current or in a future time instant.

In the context of the running example, examples of relevant business constraints
formulated in terms of LTL rules include:

– ϕ0 = G(“diagnosis” → F(“recovered”)),
– ϕ1 = F(“tumor marker CA − 19.9”) ∨ F(“ca − 125 using meia”),
– ϕ2 = G(“CEA− tumor marker using meia” → F(“squamous cell carcinoma using eia”)),
– ϕ3 = (¬“histological examination − biopsies nno”)U(“cytology − ectocervix − ”),
– ϕ4 = F(“histological examination − big resectiep”), and
– ϕ5 = (¬“histological examination−biopsies nno”)U(“squamous cell carcinomausing eia”).

3.2 Decision Tree Learning

Decision tree learning uses a decision tree as a model to predict the value of a tar-
get variable based on input variables (features). Decision trees are built from a set of
training dataset. Each internal node of the tree is labeled with an input feature. Arcs
stemming from a node labeled with a feature are labeled with possible values or value
ranges of the feature. Each leaf of the decision tree is labeled with a class, i.e., a value of
the target variable given the values of the input variables represented by the path from
the root to the leaf.

Each leaf of the decision tree is associated with a class support (class support) and
a probability distribution (class probability). Class support represents the number of
examples in the training set, that follow the path from the root to the leaf and that are
correctly classified; class probability (prob) is the percentage of examples correctly
classified with respect to all the examples following that specific path, as shown in the
formula reported in (1).

prob =
#(corr class leaf examples)

#(corr class leaf examples+ incorr class leaf examples)
(1)
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Fig. 2. Predictive Business Process Monitoring Framework: architectural overview

One of the most used decision tree learning algorithms is the C4.5 algorithm [24].
C4.5 relies on the normalized information gain to choose, for each node of the tree,
the feature to be used for splitting the set of examples. The feature with the highest
normalized information gain is chosen to make the decision.

4 Approach

In this section, we present the details of the proposed approach, which combines dif-
ferent existing techniques ranging from clustering approaches to decision tree learning,
to provide predictions, at runtime, about the fulfillments of business constraints in an
execution trace. In the following sections, we provide an overview of the approach and
of the more specific implementation.

4.1 General Approach

Before presenting the approach proposed in this paper, some assumptions should be
made. First, we assume that a set of historical execution traces of the process is available
from which we can extract information about how the process was executed in the
past. Based on the information extracted from the historical traces, we can provide
predictions and recommendations for a running execution trace. Second, we assume
that the underlying business process should be in some way non-deterministic or, at
least, the mechanisms that guide the decisions taken during the process execution should
not be known by the user. Any recommendation or prediction would be useless if the
process participant already knows how the process develops given the input data values
provided (we can think to a doctor who may not know about new therapies, or to a
company providing services that does not know about the behaviors of its customers).
Third, we assume that data used in the process are globally visible throughout the whole
process.
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Fig. 2 sketches the proposed Predictive Business Process Monitoring Framework.
It relies on two main modules: a Trace Processor module to filter and classify (past)
execution traces and a Predictor module, which uses the Trace Processor output as
training data to provide predictions and recommendations (when an input is requested
to the user).

The Trace prefix-based Filterer submodule of the Trace Processor module extracts
from the set of historical traces only those traces having a prefix control flow similar to
the one of the current execution trace (up to the current event). The filtering is needed
since data values are usually strongly dependent on the control flow path followed by
the specific execution. In addition, traces with similar prefixes are more likely to have,
eventually in the future, a similar behavior. The similarity between two traces is evalu-
ated based on their edit distance. We use this abstraction (instead of considering traces
with a prefix that perfectly matches the current partial trace) to guarantee a sufficient
number of examples to be used for the decision tree learning. In particular, a similarity
threshold can be specified to include more traces in the training set (by considering also
the ones that are less similar to the current trace).

Each (historical) trace is identified with a data snapshot containing the assignment
of values for each attribute in the corresponding selected prefix. The traces (the data
snapshots) of the training set are classified by the Trace Classifier submodule based
on whether, in each of them, the desired business constraint is satisfied or not. The
constraint is expressed in terms of a set of LTL formulas. In the case of our running
example, the constraint “whenever a diagnosis is performed, then the patient will even-
tually recover” can be represented in LTL through formula ϕ0 reported in Section 3.1.

Formulas have to be satisfied along the whole execution trace. Four possible cases
can occur at evaluation time:

– the formula is permanently violated: the prediction is trivial (non-satisfied);
– the formula is permanently satisfied: the prediction is trivial (satisfied);
– the formula is temporary violated/satisfied: the prediction should be able to indicate

whether the formula will be satisfied or not in the future.

Once the relevant traces and, therefore, the corresponding data snapshots, are clas-
sified, they are passed to the Decision tree learning module, in charge to derive the
learned decision tree with the associated class support and probability. Fig. 3 shows
a decision tree related to our running example: the number of data training examples
(with values of the input variables following the path from the root to each leaf) re-
spectively correctly and non-correctly classified is reported on the corresponding leaf
of the tree. For example, for values “Joint dislocation” and “Pharmacological therapy”,
the resulting class is the formula satisfaction (“yes”), with 2 examples of the training
set following the same path correctly classified and 1 non-correctly classified, i.e., with
a class probability prob = 2

2+1 = 0.66.
All the data values assigned in the past, are supposed to be known by the predictor

system at the current execution point of the trace. The tree can hence be pruned by re-
moving all the branches corresponding to known values. The pruning algorithm returns
either a unique path (and a unique class) or a subtree of the original tree, according to
whether the system is used as predictor (the values of all the tree attributes are known)
or as a recommender (there are attributes in the tree that are still unknown), respectively.
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Fig. 3. Example decision tree

In the latter case, leaves are ranked according to the associated class probability. The
conditions on the values of the unknown attributes corresponding to the leaves with the
highest rankings are returned to the user as recommendations.

For example, consider the case in which a diagnosis (“Joint dislocation”) and a ther-
apy (“Pharmacological therapy”) have been given by the doctor. The Predictor will
consider only the path from the root to leaf l1 (pruning all the other branches) and
will predict the satisfaction of the formula with a probability class prob = 0.66 (see
Fig. 3). We can also consider the case in which a diagnosis has already been made (e.g.,
“Joint dislocation”), but no therapy has been prescribed yet. Then, all the branches cor-
responding to other values of the diagnosis attribute (i.e., “Arthrosis”, “Dupuytren’s
contracture”, “Osteoarthritis”, “Slipped disc”) can be pruned. Only the subtree corre-
sponding to the branch “Joint dislocation” is analyzed and, since no other attribute is
known, the class probability of each leaf computed. As shown in Fig. 3, the three leaves
have the following classes and class probabilities:

– l1: satisfied with probl1 = 2
2+1 = 0.66

– l2: non-satisfied with probl2 = 1
1 = 1

– l3: satisfied with probl3 = 3
3+0 = 1

The system will hence recommend “Manipulation” (probl3 = 1).
Note that, if we consider as a feature of the decision tree the next activity to be

executed, our framework is also able to recommend which activity should be performed
next to maximize the probability of satisfying a business constraint.

4.2 Implementation

The approach has been implemented in the ProM process mining toolset. ProM provides
a generic Operational Support (OS) environment [2,29] that allows the tool to interact
with external workflow management systems at runtime. A stream of events coming
from a workflow management system is received by an OS service. The OS service
is connected to a set of OS providers implementing different types of analysis that
can be performed online on the stream. Our Predictive Business Process Monitoring
Framework has been implemented as an OS provider.

Fig. 4 shows the entire architecture. The OS service receives a stream of events (in-
cluding the current execution trace) from a workflow management system and forwards
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Fig. 4. Predictive Business Process Monitoring Framework: implemented architecture

it to the Predictive Business Process Monitoring Framework that returns back predic-
tions and recommendations. The OS service sends these results back to the workflow
management system.

For the implementation of the Predictor, we rely on the WeKa J48 implementation
of the C4.5 algorithm, which takes as input a .arff file and builds a decision tree. The
.arff file contains a list of typed variables (including the target variable) and, for each
trace prefix (i.e., for each data snapshot), the corresponding values. This file is created
by the Trace Processor and passed to the Predictor. The resulting decision tree is then
analyzed to generate predictions and recommendations.

5 Experimentation

We have conducted a set of experiments by using the BPI challenge 2011 [1] event log.
This log pertains to a healthcare process and, in particular, contains the executions of
a process related to the treatment of patients diagnosed with cancer in a large Dutch
academic hospital. The whole event log contains 1, 143 cases and 150, 291 events dis-
tributed across 623 event classes (activities). Each case refers to the treatment of a
different patient. The event log contains domain specific attributes that are both case
attributes and event attributes in addition to the standard XES attributes.1 For example,
Age, Diagnosis, and Treatment code are case attributes and Activity code, Number of
executions, Specialism code, and Group are event attributes.

In our experimentation, first, we have ordered the traces in the log based on the time
at which the first event of each trace has occurred. Then, we have splitted the log in two
parts. We have used the first part (80% of the traces) as training set, i.e., we have used
these traces as historical data to derive predictions. We have implemented a log replayer
to simulate the execution of the remaining traces (remaining 20%) and send them as an
event stream to the OS service in ProM (test set).

1 XES (eXtensible Event Stream) is an XML-based standard for event logs proposed by the
IEEE Task Force on Process Mining (www.xes-standard.org).

www.xes-standard.org
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Fig. 5. ROC spaces drawn for different LTL formulas and different evaluation points. Similarity
threshold: 0.8; Minimum number of traces: 30.

We defined 5 business constraints corresponding to a subset (from ϕ1 to ϕ5) of the
LTL rules reported in Section 3.1. This set of rules, indeed, allows us to exercise all the
LTL constructs while investigating possibly real business constraints. We have asked
for a prediction about each of the defined business constraints in different evaluation
points during the replay of each trace in our test set. In particular, we have considered
as evaluation points the initial event (start event) of each trace, an early event (i.e., an
event located at about 1/4 of each trace), and an intermediate event (i.e., an event located
in the middle of each trace).

As well as a similarity threshold (see Section 4.1), the implemented OS provider al-
lows the user to specify a minimum number of traces to be used in the training set. In
this way, if the threshold does not guarantee a sufficient number of examples, further
traces are considered from the set of historical traces with a similarity with the cur-
rent execution trace lower than the specified threshold. In a first experiment, we have
considered a similarity threshold of 0.8 and a minimum number of traces of 30.

For evaluating the effectiveness of our approach, we have used the ROC space anal-
ysis. In particular, we have classified predictions in four categories, i.e., i) true-positive
(TP : positive outcomes correctly predicted); ii) false-positive (FP : negative outcomes
predicted as positive); iii) true-negative (TN : negative outcomes correctly predicted);
iv) false-negative (FN : positive outcomes predicted as negative). The gold standard
used as reference is the set of all true positive instances. In our experiments, we can
easily identify the true positive instances. Indeed, if we are asking for a prediction at a
certain point in time during the replay of a trace, we can understand if the prediction is
correct by replaying the trace until the end.
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Table 1. Evaluation of the approach for different LTL formulas, different evaluation points. Sim-
ilarity threshold: 0.8; Minimum number of traces: 30.

TP FP FN TN TPR FPR PPV F1 ACC

ϕ1

Start 46 18 11 46 0.807 0.281 0.718 0.76 0.76
Early 73 37 7 42 0.912 0.468 0.663 0.768 0.723

Intermediate 75 34 8 52 0.903 0.395 0.688 0.781 0.751
All 194 89 26 140 0.881 0.388 0.685 0.771 0.743

ϕ2

Start 104 12 8 34 0.928 0.26 0.896 0.912 0.873
Early 101 19 10 34 0.909 0.358 0.841 0.874 0.823

Intermediate 110 19 7 35 0.94 0.351 0.852 0.894 0.847
All 315 50 25 103 0.926 0.326 0.863 0.893 0.847

ϕ3

Start 8 13 4 140 0.666 0.084 0.38 0.484 0.896
Early 0 11 9 148 0 0.06 0 0 0.88

Intermediate 2 18 7 143 0.222 0.111 0.1 0.137 0.852
All 10 42 20 431 0.333 0.088 0.192 0.243 0.876

ϕ4

Start 53 33 19 82 0.736 0.286 0.616 0.67 0.721
Early 54 18 7 83 0.885 0.178 0.75 0.812 0.845

Intermediate 57 22 9 92 0.863 0.192 0.721 0.786 0.827
All 164 73 35 257 0.824 0.221 0.691 0.752 0.795

ϕ5

Start 55 10 17 85 0.763 0.105 0.846 0.802 0.838
Early 52 13 11 94 0.825 0.121 0.8 0.812 0.858

Intermediate 61 14 9 100 0.871 0.122 0.813 0.841 0.875
All 168 37 37 279 0.819 0.117 0.819 0.819 0.857

To draw a ROC space, we need two metrics, i.e., the true positive rate (TPR), repre-
sented on the y axis, and the false positive rate (FPR), represented on the x axis. The
TPR (or recall) defines how many positive outcomes are correctly predicted among all
positive examples available:

TPR =
TP

TP + FN
. (2)

On the other hand, the FPR defines how many negative outcomes are predicted as pos-
itive among all negative examples available:

FPR =
FP

FP + TN
. (3)

We have classified predictions for each LTL rule ϕi, and, therefore, each of them is
represented as one point in the ROC space. In Fig. 5, we show four spaces drawn by
classifying the evaluation points by position (start, early, intermediate). In the figure, we
also show the results obtained by considering all the evaluation points together. Note
that the best possible prediction method would yield a point in the upper left corner of
the ROC space, representing 100% sensitivity (no false negatives) and 100% specificity
(no false positives). A completely random guess would give a point along a diagonal
line from the left bottom to the top right corners. Points above the diagonal represent
good classification results, points below the line poor results.
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Fig. 6. Comparison of ROC spaces drawn using (1) a similarity threshold of 0.8, (2) a similarity
threshold of 0.5, (3) class probability higher than the average, and (4) class support higher than
the median of the class supports.

The ROC space analysis highlights that for ϕ1, ϕ2, ϕ4, and ϕ5 our OS provider was
able to discriminate well between positive and negative outcomes.2 The results for ϕ3

are less good since the number of positive examples for this formula is extremely low
and the discovered decision tree overfits.

In general, the position in a trace in which we ask for a prediction does not affect sig-
nificantly its reliability. In the presented scenario, in which case attributes are available
since before the initial event occurs, this is true also for the initial event. Nevertheless, in
case of overfitting, there is more variability. Table 1 shows that our results are good also
in terms of positive predictive value (PPV), or precision, indicating how many positive
outcomes are correctly predicted among all the outcomes predicted as positive:

PPV =
TP

TP + FP
, (4)

in terms of harmonic mean of precision and recall:

F1 = 2 · PPV · TPR
PPV + TPR

, (5)

2 Note that, in some cases, the OS provider does not return any prediction. This is due to the fact
that, when one of the features reported in the decision tree is an enumeration (and this is the
case for several attributes in the considered log), it can happen that not all the possible values
of the feature are included in a path from the root to a leaf of the decision tree. Therefore, it
is not possible to do any prediction about the behavior of executions in which the feature has
one of these values.
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Table 2. Evaluation of the approach using (1) a similarity threshold of 0.8, (2) a similarity thresh-
old of 0.5, (3) class probability higher than the average, and (4) class support higher than the
median of the class supports

TPR FPR PPV F1 ACC LOSS

ϕ1

Similarity thresh. 0.8 0.881 0.388 0.685 0.771 0.743 -
Similarity thresh. 0.5 0.915 0.498 0.612 0.734 0.693 -

Class prob. above the average 0.94 0.429 0.714 0.812 0.767 0.223
Support above the median 0.88 0.201 0.83 0.854 0.841 0.508

ϕ2

Similarity thresh. 0.8 0.926 0.326 0.863 0.893 0.847 -
Similarity thresh. 0.5 0.858 0.391 0.831 0.844 0.781 -

Class prob. above the average 0.903 0.39 0.851 0.876 0.818 0.294
Support above the median 1 0.171 0.971 0.985 0.974 0.519

ϕ3

Similarity thresh. 0.8 0.333 0.088 0.192 0.243 0.876 -
Similarity thresh. 0.5 0.285 0.092 0.188 0.227 0.864 -

Class prob. above the average 0.285 0.07 0.176 0.218 0.897 0.167
Support above the median 0.375 0 1 0.545 0.977 0.559

ϕ4

Similarity thresh. 0.8 0.824 0.221 0.691 0.752 0.795 -
Similarity thresh. 0.5 0.846 0.132 0.754 0.797 0.86 -

Class prob. above the average 0.881 0.186 0.728 0.797 0.838 0.206
Support above the median 0.92 0.1 0.793 0.851 0.905 0.518

ϕ5

Similarity thresh. 0.8 0.819 0.117 0.819 0.819 0.857 -
Similarity thresh. 0.5 0.794 0.101 0.807 0.801 0.862 -

Class prob. above the average 0.761 0.089 0.809 0.784 0.86 0.23
Support above the median 0.938 0.053 0.938 0.938 0.942 0.53

and in terms of accuracy. Accuracy is particularly important in our context since it
indicates how many times a prediction was correct:

ACC =
TP + TN

TP + FP + TN + FN
(6)

Note that the accuracy value is good also in case of overfitting (formula ϕ3).
In a second experiment, we used a lower similarity threshold (0.5) and, again, a

minimum number of traces equal to 30. The results for this experiment (for all the
evaluation points together) are reported in Table 2 and in Fig. 6. This experiment shows
that generating predictions based on a higher number of historical traces not always
improves the quality of the results. This is due to the fact that, even if we are considering
a larger training set, this set also includes traces that are quite dissimilar from the current
trace, thus producing misleading results.

One way of assessing the reliability or “goodness” of a prediction is to use its class
probability. In Table 2 and in Fig. 6, we show the results obtained by filtering out
predictions with a class probability that is lower than the average. Table 2 also reports
the prediction loss (LOSS), i.e., the percentage of predictions lost when filtering out
predictions with a low class probability. This experiment shows that considering only
predictions with a high class probability not always improves the quality of the results,
though the percentage of predictions lost is not high (about 20%).
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Another way of evaluating the reliability of a prediction is to consider its class sup-
port. In Table 2 and in Fig. 6, we show the results obtained by filtering out predictions
with support lower than the median of the supports. In this case, although the cut of
predictions is high (more than half of the predictions are filtered out), there is a clear
improvement in all the considered metrics: in the ROC dimensions, in the F-measure as
well as in the average accuracy of the predictions.

In summary, the evaluation shows that the proposed approach is feasible and pro-
vides accurate predictions (and hence recommendations). Results seem overall not to
be affected by the position of the evaluation point, thus demonstrating that the approach
works well even when few variables are known. Support seems to be an important fac-
tor influencing the results, i.e., the more evidences we have in the training set, the more
accurate are the produced predictions. If on the one hand this highlights the need to have
adequate training sets, on the other it also shows that sacrificing outlier predictions, it
is possible to obtain very accurate results (accuracy around 0.9).

6 Related Work

In the literature, there are some works that provide approaches for generating predic-
tions and recommendations during process execution and are focused on the time per-
spective. In [3,2], the authors present a set of approaches based on annotated transition
systems containing time information extracted from event logs. The annotated transition
systems are used to check time conformance while cases are being executed, predict the
remaining processing time of incomplete cases, and recommend appropriate activities
to end users working on these cases. In [9], an ad-hoc predictive clustering approach
is presented, in which context-related execution scenarios are discovered and modeled
through state-aware performance predictors. In [25], the authors introduce a method for
predicting the remaining execution time of a process based on stochastic Petri nets.

There are several works focusing on generating predictions and recommendations
to reduce risks. For example, in [7], the authors present a technique to support process
participants in making risk-informed decisions, with the aim of reducing the process
risks. Risks are predicted by traversing decision trees generated from the logs of past
process executions. In [22], the authors propose an approach for predicting of time-
related process risks by identifying (using statistical principles) indicators observable
in event logs that highlight the possibility of transgressing deadlines. In [27], the authors
propose an approach for Root Cause Analysis based on classification algorithms. After
enriching a log with information like workload, occurrence of delay and involvement
of resources, they use decision trees to identify the causes of overtime faults.

An approach for prediction of abnormal termination of business processes has been
presented in [11]. Here, a fault detection algorithm (local outlier factor) is used to es-
timate the probability of a fault to occur. Alarms are provided to early notify probable
abnormal terminations to prevent risks rather than simply react to them. In [6], Castel-
lanos et al. present a business operations management platform equipped with time
series forecasting functionalities. This platform allows for predictions of metric values
on running process instances as well as for predictions of aggregated metric values of
future instances (e.g., the number of orders that will be placed next Monday). Predictive
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monitoring focusing on failures and quality has also been applied to real case studies
(e.g., in transportation contexts [18,8]).

A key difference between these approaches and our technique is that they rely ei-
ther on the control-flow or on the data perspective for making predictions at runtime,
whereas we take both perspectives into consideration. In addition, the purpose of our
recommendations is different. We provide recommendations neither to reduce risks nor
to satisfy/discover timing constraints. We aim instead at maximizing the likelihood of
satisfying business constraints expressed in the form of LTL rules.

7 Conclusion

This paper presented a framework for predictive business process monitoring based on
the estimation of probabilities of fulfillment of LTL rules at different points during the
execution of a case. The framework takes into account both the sequencing of activities
as well as data associated to the execution of each activity. A validation of the frame-
work using a real-life log demonstrates that recommendations generated based on the
framework have a promising level of accuracy when sufficient support is available.

Increased accuracy could be achieved by extending the technique along two direc-
tions. First, the proposed technique matches the trace of an ongoing case against pre-
fixes of completed traces based on edit distance. While this is a well-known measure of
similarity and suitable as a first step in this study, other approaches could be considered,
including trace similarity measures based on occurrences of n-grams, counts of activi-
ties and activity pairs, and other relevant features that have been studied in the context of
trace clustering [17]. In a similar vein, discriminative sequence mining techniques [12]
could be applied in order to extract prefix patterns that are associated with fulfillment
of a given business constraint. These patterns can also be taken as input in the predic-
tion. Secondly, we have considered the use of decision trees to build the classifier. With
larger number of attributes, which might be encountered in richer logs, decision trees
are likely to exhibit lower accuracy due to their inherent weaknesses when dealing with
large feature sets. In this context, other classification techniques, such as random forests
or sparse logistic regression are possible alternatives.
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Abstract. Besides the benefits of flexible processes, practical implementations 
of process aware information systems have also revealed difficulties encoun-
tered by process participants during enactment. Several support and guidance 
solutions based on process mining have been proposed, but they lack a suitable 
semantics for human reasoning and decisions making as they mainly rely  
on low level activities. Applying design science, we created FlexPAISSeer,  
an intention mining oriented approach, with its component artifacts: 1) Intent-
Miner which discovers the intentional model of the executable process in an un-
supervised manner; 2) IntentRecommender which generates recommendations 
as intentions and confidence factors, based on the mined intentional process 
model and probabilistic calculus. The artifacts were evaluated in a case study 
with a Netherlands software company, using a Childcare system that allows 
flexible data-driven process enactment.  

Keywords: intention mining, process mining, flexible processes, process aware 
information systems, process recommendations. 

1 Introduction: Intention Mining 

Process Aware Information Systems (PAIS) form a category of information systems, 
highly adopted by organizations, defined by van der Aalst as “software systems that 
manage and execute operational processes involving people, applications, and/or infor-
mation sources on the basis of process models” [3]. In flexible PAISs which support 
process changes and variations as result of the external and internal environment, the 
primacy of humans has been highly acknowledged [8, 18, 26]. The agency characteristic 
of process participants, entailing their freedom of decision making during process enact-
ments becomes thus central as it impacts the process outcomes. For instance, let’s con-
sider an e-commerce application: when a net surfer adds a product to his basket, several 
choices are offered: he can select another product, handle his basket, create his customer 
account etc. Following the flexibility of the studied process, the decision making com-
plexity can increase rapidly. An experienced process participant who is highly aware  
of the process is able to make a better decision about the action to execute next under 
specific constraints or how to model a process fragment at run-time. In contrast, this can 
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be very challenging for a less experienced process participant or for a process participant 
who faces a very dynamic and complex process environment [2, 23, 26]. If the resulting 
problem-prone situation is ignored, the adoption of flexible processes can instead have a 
negative impact on organizations. 

Consequently, in this paper, we focus on tackling the difficulties of process partici-
pants when enacting flexible processes in PAISs by proposing FlexPAISSeer, a  
solution based on intention mining [12]. A PAIS enables the process discovery in a 
bottom-up manner by capturing events during enactment. Practically, this is realized 
by process mining, whose main goal is “to discover, monitor and improve real 
processes” by transforming the event logs data in valuable knowledge [3]. The mining 
result is most often a process model. Additionally, process mining has been used as a 
key technology in several approaches to support process participants during enact-
ment [1, 22, 26]. While these solutions integrate process mining successfully, we 
consider the recommendations semantically not rich enough to support effective deci-
sion making meaning effective criteria identification, development, and analysis of 
alternatives [13]. The recommendations are formulated based on the mined process 
models which are frequently represented as control flows of low level activities. 
Therefore, to semantically enrich the recommendations, the mined process models 
must be enriched. 

Through intention mining, we have the ambitious goal of extending process mining 
with a more suitable perspective for supporting humans in decision making, by mining 
the intentional process model from event logs and by using it for providing recommen-
dations as intentions and confidence factors. We consider the intention a higher  
abstraction and a logical grouping of activities which captures their hidden goal: what 
the user wanted/want to achieve by following those activities. Human behavior is in-
tentional by nature. Hence, making decisions based on intentions is closer to his natural 
reasoning mechanism. This topic has been extensively discussed in philosophy [4, 10], 
artificial intelligence [7, 16] and various areas of information systems, as requirements 
and enterprise engineering [15, 17, 18, 25, 31], and data mining [5, 27]. 

Once the process participant adopts an intention, he acts accordingly to achieve it 
[4]. Hence, the event log contains data about his intention. The research objectives 
regarding the unsupervised intention mining technique are: the identification of the 
data which provides information about intentions and the identification of the inten-
tional cluster of events associated with an intention and its naming. We propose a 
general definition of IntentMiner, applicable for multiple systems while we also iden-
tify domain-specific aspects as the cost function in clustering and the intention nam-
ing. We propose IntentRecommender to predict a set of intentions based on the 
process model and the process participant trace, each having associated a confidence 
factor: a numerical value aggregating the probability of the past occurrence of the full 
or partial sequence of intentions (the trace and each predicted intention).  

We used design science [11] collaborating with 42windmills, a software company 
located in Leiden, the Netherlands. We chose this research method as it addresses  
the relevance and acceptance of our created artifacts in the application domain.  
Accordingly, this paper is organized as follows: Section 2 describes the FlexPAISSeer 
approach and its artifacts design, Section 3 presents the artifacts development and 
demonstration in the case study context, Section 4 details the artifacts evaluation. 
Finally, Section 5 presents the conclusions and future works. 
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2 FlexPAISSeer: Enactment Support in Flexible PAISs 

We identified the problem situation could be best tackled with a knowledge manage-
ment approach. Thus, we chose the knowledge management cycle proposed by Wiig 
[28] for the FlexPAISSeer design which distinguished four phases: Build knowledge, 
Hold knowledge, Pool knowledge and Use knowledge. 

IntentMiner is the central component of the Build and Hold knowledge phases. It 
consists of the intention mining technique that creates and embeds knowledge as fol-
lows: it mines all the existing event logs and generates the intentional process model 
enriched with meta-data regarding the frequencies of various process instances (steps 
9, 4, 10-11 in Fig. 1); IntentMiner also transforms the current process instance in the 
intentional process instance to feed IntentRecommender, and uses it for updating the 
intentional process model (steps 1-5 in Fig. 1). 

 

Fig. 1. FlexPAISSeer approach 

IntentRecommender is the central component for the Pool knowledge phase: it as-
sembles and reconstructs the intentional process instance and the process model as 
recommendations composed of intentions and confidence factors (steps 6-7 in Fig. 1). 
The Use knowledge phase concerns the Process Participant who can decide to enact 
considering the given recommendations (steps 8). However, the recommendations are 
not enforced, the Process Participant being free to enact the process differently when 
required by the situation at hand.  

Further, we present IntentMiner and IntentRecommender with a focus on our de-
sign decisions and algorithms. The design decisions were created based on extensive 
literature review and interviews with the company before and during the project [9].  
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2.1 IntentMiner 

The main design goal of IntentMiner is to discover the intentional process model from 
the traces of the process participants, by both mining their intentions and the flow 
between these intentions. We group these design decisions in the following catego-
ries: input-related and algorithm-related design decisions. 

The input-related design focuses on the identification of the relevant data for min-
ing the intentional process, a logging mechanism and a data extraction mechanism. 
After analyzing other process mining techniques [3], we decided to structure the event 
logs as in Table 1. Moreover, the mechanism extracting the data from the data source 
should produce event logs compliant with the XES standard for storing and exchang-
ing logs [3] as it is the most used in the process mining domain. 

Table 1. The definition of the event structure 

Attribute Description Standard XES extension 

Event Id The event’s unique identifier Yes 

Originator The process participant’s identifier (username or user Id) Yes 

Operation The name of the operation identified by a verb Yes 

Timestamp The date and time information of the produced event Yes 

Entity The name of the entity type handled in the event No 

Trace Id The trace’s unique identifier Yes 

Lifecycle 

Transition 

The name of the event’ state during its lifecycle (applicable 

only for non-momentary events) 

Yes 

Process 
Context 

Extra information, extracted from the system as key/value, 
relevant for intentions discovery (for example the entity Id) 

No 

 
The algorithm-related design is built to mine elementary intentions. We plan to ex-
tend IntentMiner to mine higher level intentions in the future. The IntentMiner algo-
rithm consists of six steps, as shown in Fig. 2. 

 

Fig. 2. The IntentMiner algorithm steps 

We explain the IntentMiner algorithm by means of a semi-formal presentation. A 
full example is shown in section 3.2. Let P be the set of process participants for a 
specific PAIS. An intention I is said to be elementary if there exists a set of activities 
AI = {a1, a2… at}, executed by a process participant p ϵ P such that their consecutive 
execution leads to the achievement of I and only I.  

Each activity ai ϵ A is associated to an event ei ϵ E which is logged during its ex-
ecution. Thus, we define the intentional cluster as the set of events CI = {e1, e2… et} 
logged during the consecutive execution of their corresponding activities AI = {a1, 
a2… at}, which leads to the achievement of the elementary level intention I. 
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Let L be a log of events ordered by time, recorded for a process participant p ϵ P. 
Practically, L represents a series of events corresponding to a series of activities 
which were executed for realizing a series of intentions. Therefore, the log can be 
transformed in a series of intentional clusters L = {CIk : CIk identifies Ik, for every k, 1 
≤ k ≤ n}. Consequently, the first goal of the IntentMiner algorithm is to mine the in-
tentional clusters and to extract the associated intention out of each cluster.  

As mentioned earlier, each event e is described by a set of attributes, ATe = {atek : 
for some k, 1 ≤ k ≤ m}. This data, contained in the event structure, gives information 
about the realized intention. We define the intentional correlation as a function [23] 
applied on two consecutive events for quantifying the similarity with regard to the 
unknown intention I: f(ati, ati+1) = ∑   ,  ,..  ei, ei+1 ϵ L where   ,  1 if   , 0 otherwise and 0 1. The coefficient 
αk is introduced to differentiate the contribution of two attributes to the total correla-
tion value. For example, two consecutive events that refer to the same entity instance 
have a much stronger correlation than two events that refer to the same entity type. 

This introduces the third step of the algorithm: discovering the intentional clusters 
[24] with syntactic analysis which consists in the application of the function f on each 
pair of consecutive events belonging to the input log L. In this way, the log is trans-
formed in a series of intentional correlation values. Then, the normalization of the 
series is realized by subtracting from each correlation value the minimum correlation 
value discovered in the set, until this minimum becomes null. 

The fourth step is the trend analysis built on the observation that the progressive 
achievement of the intention [4, 7] is captured by the trend in the correlation values as 
follows: an increasing trend marks the progressive realization of an intention while a 
change in trend from increasing to decreasing or a null correlation value delineates 
two intentions. We analyzed multiple event logs of different applications and ob-
served that two consecutive events belonging to an intention had a similar process 
context and a higher correlation value. Contrarily, if two events were triggered as a 
result of achieving two different intentions, they had different process context and a 
low or null correlation value. The result is the discovery of the intentional clusters. 

Once the intentional clusters are identified, the further step is the intention extrac-
tion and naming by applying the semantic analysis [20] for each CIk, 1 ≤ k ≤ n. A 
predefined knowledge base is created as a decomposition tree (see example in Fig. 4) 
populated with a starting set of known intentions and activities. The activities are 
always positioned in leaves and they could belong to multiple intentions. An intention 
could be standalone or a sub-intention of another intention (high level intention). The 
extracted intention for a cluster is the one on the lowest level in the tree that covers 
the maximum number of known activities of that cluster. The first implication is that 
an intention can be discovered even if not all activities are known in the knowledge 
base. The second implication is that a cluster could represent a different intention 
which is not yet known and stored in the knowledge base. An expert as a process 
administrator being responsible for process definition and implementation should 
review the mined process instance and the intentional clusters to decide if the know-
ledge base should be updated with new intentions or activities. The flow between 
intentional clusters describes the flow between intentions, thus obtaining the inten-
tional process instance. 
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The final step is the aggregation of the mined process instance in the intentional 
process model: new mined intentions and transitions are added, and the transitions 
frequencies are increased. Thus, we obtain the updated intentional process model 
(step 5 in Fig. 1) that is further used by IntentRecommender for providing up-to-date 
recommendations to the process participants. 

2.2 IntentRecommender 

The leading design decision of IntentRecommender was to provide recommendations 
at the intentional level as we considered it could offer a more effective support to 
process participants in making decisions. This enables a more effective support for the 
identification of the decision criteria, the developing of the decision alternatives and 
the analysis of the decision alternatives. 

The second design decision was to provide recommendations according to the as-is 
intentional process model, discovered by IntentMiner instead of using a pre-defined 
process model which might not be exactly followed by the process participants in 
practice. Moreover, IntentMiner transforms the process participant’s partial trace of 
events in a flow of intentions which is given as input to IntentRecommender and is 
also used for updating the intentional process model. 

The third design decision was to provide recommendations that contain informa-
tion about the behavior of other process participants in a similar or identical process 
enactment situation, through a confidence factor [6]. The confidence factor is a nu-
merical value attached to the recommendation, which quantifies the match and the 
frequency of the current process participant log based on the known process data. 

Providing recommendations starting from a flow of intentions F = {I1→…→ In}, 
n≥1 is a matter of prediction, having, as prior knowledge, the intentional process 
model. A recommendation is the next predicted intention, Ipredicted, which has attached 
the confidence factor CFIpredicted. We focus further on describing the two main parts of 
IntentRecommender: the prediction and the confidence factor computation. 

The prediction is the identification of the next intentions based on the input flow of 
intentions, F, and the process model. IntentRecommender consists of three steps: 

• Discover the set of intentions, SIpredicted, that are directly reachable from the last 
intention In, n≥1 of the flow F: SIpredicted = {Ipredicted : In→ Ipredicted, n≥1 exists in the 
intentional process model}.  

• For each Ipredicted ϵ SIpredicted, create the set of predecessors consisting of the inten-
tions found in the flow, sorted by time in descending order, PIpredicted = {In … I1} 
n≥1. However, there are two possible issues. First, the path described by F cannot 
be fully found in the intentional process model. In this case, PIpredicted is modified to 
contain only those intentions which describe an existing flow to Ipredicted in the in-
tentional process model: PIpredicted = {In … Ik}, n, k≥1 and Ik→…→In→Ipredicted exists 
in the intentional process model. Second, an intention could appear several times in 
PIpredicted. In this case, the interpretations could be: (i) an intention was among its 
list of predecessors, thus influencing its future occurrence; or (ii) the flow exposed 
different ways of achieving that intention. By invoking Occam’s razor [18], which 
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specifies that the model with the simple assumptions should be selected, we chose 
the interpretation (ii). This implies another constraint on PIpredicted: each intention in 
the sequence of predecessors must be unique and different from Ipredicted. 

• For each Ipredicted ϵ SIpredicted, compute the confidence factor CFIpredicted (1) having 
the possibility to tune it through the coefficients α and β, 0 ≤ α, β ≤ 1. The process 
administrator can decide the frequency of a certain path is more important through 
α’s value, or the match of a certain path is more important, through β’s value.  

 CFIpredicted = α * P ({Ipredicted} + PIpredicted) + β * L ({Ipredicted} + PIpredicted) / L (F)  (1) 

 P ({Ipredicted} + PIpredicted) = Probabability of Ik→…→In→Ipredicted n, k≥1 occurs (2) 

 L ({Ipredicted} + PIpredicted) = n – k + 2 = Length of Ik→…→In→Ipredicted n, k≥1 (3) 

 L (F) = n = Length of I1→I2→…→ In (4) 

Every time a new process instance is mined, IntentMiner updates the tree TI of each 
intention I with all the paths that lead to it and their frequencies. Based on the data 
maintained in TI we compute the probabilities. The tree has a specific structure: a full 
discovered process instance that describes a path to I is stored in a leaf; then this path 
is recursively decomposed in shorter paths to I by removing one intention from the 
tail until there is nothing left to be removed. For example, let’s consider IntentMiner 
discovers the following process instance: I1→I2→…→ Ik→ …→In. The tree corres-
ponding to the intention Ik is updated as follows: the leaf node n1 = I1→I2→…→ Ik is 
created, then a new node n2 = I2→…→ Ik is created and linked to n1 and so on until 
the root r = Ik→null is reached. During the path decomposition, it might happen that a 
node is already in the tree in which case only the link is created and the node frequen-
cy is incremented. Considering, #TI the total number of mined paths that lead to the 
intention I, we have: 

 P ({Ipredicted} + PIpredicted) = Frequency ({Ipredicted} + PIpredicted) / #TIpredicted (5) 

We compute the confidence factor (1) by using (2-5) and create the recommendation. 
The computation is realized for each intention of SIpredicted (step 7 in Fig. 1). 

3 The Demonstration of FlexPAISSeer 

3.1 Case Study of an Enterprise Software Product 

To demonstrate the validity of our FlexPAISSeer approach, we conducted a revelatory 
single case study [30]. We selected the case company considering its suitability (the 
support of flexible processes through its software product): the Childcare system de-
veloped by 42windmills used by several child day care centers in the Netherlands. 
Childcare is created with the company’s main product: a platform which generates 
software following a model driven approach. The platform together with a Web-based 
application designer enables the customers to design, preview, generate, re-design and 
deploy a wide variety of business applications. 

Even if some processes of the created business application can be automated, most 
of them are flexible, being enacted in a data-centered, human-driven manner. In a 
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data-centered approach, the elements that influence the process enactment are entities, 
entity attributes and entity relationships (as shown in Fig. 3). A transition in the 
process enactment is triggered by a change in the entity state through user forms [23]. 
An exploratory interview reported that the high Childcare’s complexity combined 
with the flexible processes support created problems: inexperienced process partici-
pants often enacted inefficiently the processes or made mistakes because of the scena-
rio complexity. 

To ensure the research reliability, construct and internal validity, we defined a case 
study protocol beforehand and we used multiple sources of evidence which were care-
fully documented in a case study database. We conducted exploratory interviews with 
the CTO, the Childcare consultant and the platform architect to deepen the under-
standing of the problem the company was facing, to study more thoroughly the tech-
nical aspects of the product and to validate the suitability of the proposed solution. 
The external validity, concerning the generalization of the results, is more difficult to 
guarantee after a single-case study. However, given the generic type of the adminis-
trative application and the standard technology employed, we can consider the case 
settings as a good representative for an enterprise software product [29]. 

We developed prototypes for both IntentMiner and IntentRecommender using Mi-
crosoft C#.NET language, Visual Studio 2012 and Microsoft SQL Server 2005. We 
choose these technologies to ensure an easier integration of the artifacts with the 
company’s product. Though generic, the prototypes are not officially released as they 
must be integrated and some parts still need improvements. 

3.2 IntentMiner’s Demonstration 

IntentMiner is demonstrated for the Request child care process. In Fig. 3, we present a 
partial entity model involved in the registration process. As mentioned, the enactment 
of the Childcare’s processes is based on the entity states transitions. 

 

Fig. 3. Entities involved in the registration process 

In Table 2a, we present a possible process instance of the Request child care process. 
We defined the intentional correlation function (used in Table 2b) to take into account 
the following event attributes: the trace Id (for Childcare being the Child entity Id), 
the entity type and the entity Id (which is stored as contextual information):  ,  0.5    , 0.3    , 0.2    ,  

The intentional correlation for each pair of consecutive events is calculated (syntactic 
analysis, Table 2b). According to the defined rules of trend analysis, the intentional 
clusters are formed (trend analysis, Table 2c). 
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Table 2. Exemplification of the IntentMiner algorithm 

(a) Extract  

process partici-

pant log and sort 

by timestamp 

E1 → e2 → e3 → e4 → e5 → e6 → e7 

e1: Read the list of Child entities 

e2: Read the Child entity with Id C1 

e3: Update the Child entity with Id C1 

e4: Read the list of Child entities 

e5: Read the Child entity with Id C2 

e6: Read the list of Parent entities  

e7: Read the list of Child Picker entities 

(b) Apply  

syntactic analysis 

f(e1, e2) = 0.5*0 + 0.3*1 + 0.2*0 = 0.3; 

f(e2, e3) = 0.5*1 + 0.3*1 + 0.2*1 = 1; 

f(e3, e4) = 0.5*0 + 0.3*1 + 0.2*0 = 0.3; 

f(e4, e5) = 0.5*0 + 0.3*1 + 0.2*0 = 0.3; 

f(e5, e6) = 0.5*0 + 0.3*0 + 0.2*0 = 0; 

f(e6, e7) = 0.5*0 + 0.3*0 + 0.2*0 = 0; 

(c) Apply  

trend analysis 

CI1 = {e1, e2, e3}   CI2 = {e4, e5}    CI3 = {e6}   CI4 = {e7} 

e1 and e2 have a correlation higher than 0 and are grouped in CI1. The correlation of 

e3 with e2 is higher than its correlation with e4, thus e3 is added to CI1 too. The first 

change in trend is identified (the decrease from 1 to 0.3) so CI2 is formed, to which 

e4 is added. Further, the correlation of e5 with e4 is higher than its correlation with 

e6 so e5 is added to CI2. The change in trend (the decrease from 0.3 to 0) marks the 

creation of CI3 consisting of e6. Finally, because the correlation of e6 with e7 is 

zero, CI4 consisting of e7 is built. 

(d) Apply  

semantic analysis 

I1 (Update Child entity) → I2 (Read Child entity) → I3 (Read Parent entities) → I4 

(Read ChildPicker entities) 

 
Once we discover the intentional clusters, we identify the intention associated with 

each of them (semantic analysis, Table 2d). For this, we pre-defined a knowledge 
base during the Childcare analysis. For each entity type, a decomposition tree based 
on Fig. 4 was created. The intention composition is generic for all the Childcare enti-
ties because of the software’s nature, being model driven generated. 

 
Fig. 4. Intention composition for semantic analysis 

The tree contains five elementary intentions (Create entity, Read entity, Read enti-
ties, Update entity, and Delete entity) and seven activities (Update relation, Update 
field, Create relation, Search entity, Search entities, Show popup and Show report). 

3.3 IntentRecommender’s Demonstration 

The IntentRecommender algorithm is also demonstrated further. The inputs consist  
of the intentional process model in Table 3, and the trees associated to each intention 
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(discovered with IntentMiner). The process relates to the Childcare registration, as only 
this part was mined during the experiments. When the process participant invokes Inten-
tRecommender, the input trace is extracted. The intentional process instance does not 
necessary match the intentional process model as our goal is process discovery and not 
conformance checking [3]. 

Table 3. Recommendation algorithm – running example 

Intentional process model: 

 
(a) Process participant’s intentional process instance: 

F: It1 (Read parent list) → It2 (Read parent) → It3 (Create child) → It4 (Create child picker) 

(b) Discover the set of intentions directly reachable from the last intention, It4: 

SIpredicted = { Ip1 (Create child picker link), Ip2 (Update child), Ip3 (Read child) } 

(c) Compute the confidence factor exemplified for Ip3 (Read child) : 

PIp3     = { It4, It3, It2 } 

CFIp3  = 0.5 * P ({Ip3} + PIp3) + 0.5 * L ({Ip3} + PIp3) / L (F) 

           = 0.5 * P (Ip3 ← It4 ← It3 ← It2) + 0.5 * 3 / 4  

where P (Ip3 ← It4 ← It3 ← It2) is calculated according to the formula (5), considering the informa-

tion extracted from TIp3 (Frequency (Ip3 ← It4 ← It3 ← It2) and #TIp3) 

 
The first step of the algorithm consists in the identification of the last intention of 

the process participant: It4 (Table 3a). Further, the intentions that are directly reacha-
ble from It4 are identified in the model (SIpredicted in Table 3b). The path to Ip3 is 
formed according to the input trace and, then, the longest sub-sequence of this path 
found in the model is extracted (PIp3 in Table 3c). Based on this maximal sequence, 
the confidence factor is calculated and the first recommendation R3: (Ip3, CFIp3) is 
formulated. We repeat step (c) for the other left intentions – Ip1 and Ip2, in a similar 
manner. 

4 Preliminary Evaluation of FlexPAISSeer 

The evaluation of the artifacts consisted in an experiment with 10 participants, inte-
racting with Childcare [9]. Previous experience was not required, though we provided 
a tutorial about the application usage in advance. The participants had to be able to 
express themselves in English and to have basic computer skills. An experiment 
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lasted around two hours and consisted of two parts. In the first part, we evaluated 
IntentMiner. The process participants were asked to perform different tasks while 
they were verbalizing their intentions in the presence of the interviewer. The second 
part focused on the IntentRecommender’s evaluation through structured interviews. 

4.1 IntentMiner’s Evaluation 

We evaluated IntentMiner following the Confusion matrix approach, built on the 
concept of instances classification, realized by a classifier system [14]. In our context, 
the classifier system was IntentMiner and the instance was the discovery/existence of 
an intention. An intention discovery was classified as positive when IntentMiner dis-
covered it from event logs and negative otherwise (Classified instance, Table 4). An 
intention existence was positive if the process participant confirmed he had that inten-
tion and negative otherwise (Actual instance, Table 4). 

Table 4. Confusion matrix for intention mining 

 
Results of the case study 

Classified instance 
Negative: an intention I is 
not discovered 

Positive: an intention I is 
discovered 

Actual 
instance 

Negative: the process participant 
does not have the intention I 

#TN (the number of true 
negative instances): 0 #FP (the number of false 

positive instances): 47 
Positive: the process participant 
has the intention I 

#FN (the number of false 
negative instances): 3 

#TP ( the number of true 
positive instances): 105 

 
The participants verbalized 108 intentions out of which 105 (#TP) were correctly 
discovered by IntentMiner and 3 (#FN) were not. IntentMiner discovered 152 inten-
tions out of which 47 (#FP) were negative as the process participants did not have 
those intentions. The number of true negative instances was always 0. Since a process 
participants had no intention and did not act accordingly, there were no logs based on 
which the intention could be mined. 

Given an intention discovered by IntentMiner, the average precision (Precision = 
#TP / (#TP + #FP)) of being correct was 0.69. Furthermore, IntentMiner mined the 
process participants’ intentions in 0.97 cases. This was measured by the average re-
call (Recall = #TP / (#TP + #FN)). These results are very satisfactory for a first time use 
of our unsupervised intention mining technique. Khodabandelou et al. [12] reported 
an average recall of 0.93 and an average precision of 0.97 for their supervised inten-
tion mining technique based on Hidden Markov Models. The precision was consider-
ably better given the fact the classifier was trained in advance. 

For getting more insights into how we could improve IntentMiner, we analyzed 
thoroughly each log and noticed two recurring issues. First, IntentMiner discovered 
several intentions even if the activities behind them were not intended for that, but for 
higher intentions. For example, Explore the Childcare application was mined as read-
ing different entities. Second, several activities were triggered by the system on behalf 
of the process participant thus were mined as process participant’s intention. Every 
time a new Child entity was created, an empty ChildPicker entity was also created by 
the system; these events were mined as two separate intentions but in reality it was 
only one intention: Create Child entity.  
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In conclusion, the functional requirements of IntentMiner were completely satis-
fied as proved by its usage without errors in the experiments. IntentMiner can be used 
for mining intentional processes but a further review of the results by the process 
administrator is required as they might not be completely precise. 

4.2 IntentRecommender’s Evaluation 

Unit tests were used for validating the IntentRecommender functionality. The non-
functional evaluation of IntentRecommender was reduced to the following phases: 

1. The non-functional evaluation of IntentMiner as the quality of the produced output 
(used as input for IntentRecommender) influences the quality of the recommenda-
tions. This was covered in section 4.1. 

2. The analysis of the perceived effectiveness of recommendations as intentions and 
confidence factors on decision making support by the process participants.  

The second phase consisted in a structured interview based on a questionnaire. It had 
various conceptual scenarios inspired from Childcare which required the process par-
ticipants to make decisions. Besides, there were also general and confidence factors-
related questions. The hypotheses guiding the evaluation of IntentRecommender were: 

H1: The recommendations given as intentions improve the support for decision 
making by improving the support for the criteria identification. 

H2: The recommendations given as intentions improve the support for decision 
making by improving the support for the alternatives formulation. 

H3: The recommendations given as intentions improve the support for decision 
making by improving the support for the alternatives analysis. 

H4: The confidence factors included in the recommendations improve the support 
for decision making. 

In the first scenario, without any recommendations, the participants were asked to 
identify what they believed they should do next. The participants identified the high 
level intention (to update the child planning) without problems. When asked to give 
details about the specific process steps, they were able to cover only a part of them 
(even if they were revealed in the tutorial provided in the beginning). After the first 
set of recommendations as activities was given, most of the participants chose the 
option that was aligned with their previously identified intention except for two: one 
changed his intention from updating the child to updating the planning and the other 
stated that his new decision was based on the confidence factors.  

After the intention behind the recommended set of activities was revealed, 9 of 10 
participants agreed that the decision making was easier in that case motivating the 
answer as follows: the intention helped to clarify the activities to be performed, 
helped to validate an intention adopted in advance and provided information about the 
context. One participant disagreed with the added value by invoking the efficiency in 
following activities without reasoning about intentions (step by step guidance).  

Consequently, it was shown that the recommendations as intentions improved the 
support for the criteria selection (H1) in two ways: by the intention realization when 
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the process participants adopted the suggested intention and made the decision accor-
dingly; by the intention validation when the process participants checked if the sug-
gested intention was the same with the one they already formulated in their mind. 

The aim of the next scenario was to compare the decision making support when 
recommendations were given as intentions and then as activities. 7 of 10 participants 
found the set of recommendations given as intentions helpful for supporting the deci-
sion making while 3 disagreed: two preferred a step by step guidance and one found it 
hard to make the decision because there were too many recommendations in the set. 
Analyzing the collected data, we noticed that most of the participants wanted support 
in interacting with the application and preferred the recommendations as intentions to 
recommendations as activities. Thus, H2 and H3 seemed to be supported. 

The final questions were focused on the confidence factors. 6 of 10 participants 
disagreed that the numerical values attached to each recommendation influenced their 
decision. The main invoked reason was that there was no re-assurance the other par-
ticipants enacted the process more efficiently or more effectively, to follow their be-
havior. Nevertheless, the other 4 participants agreed with the usefulness of the confi-
dence factors and mentioned that their decision was influenced completely (following 
the others behavior) or partially (checking if the others reasoned similarly) by this. 
Consequently, H4 could not be verified based on the existing data. 

5 Conclusion and Future Works 

In this paper, our main goal was to create an improved approach for supporting 
process participants during flexible processes enactment, by offering recommendation 
based on an intentional process model. As process mining captures accurately how 
real life processes are enacted, we created IntentMiner to discover intentional process 
models automatically from event logs. The intentional process model was integrated 
in IntentRecommender, which after the evaluation in a case study, demonstrated its 
contribution to the problem solving. To sum up with, we consider the largest contribu-
tion of this research is the thorough study of the intentionality in the context of 
process enactment and its integration with process mining. 

We intend to improve the evaluation of this approach as the evaluation of the arti-
facts was realized for only one case study with 10 participants. According to Yin [30] 
a more accurate evaluation should include at least 3 case studies. We will then con-
duct more case studies including other software products in different organizational 
settings. With more participants, we could do quantitative evaluation too. 

IntentMiner can be improved to mine more accurately the intentions. The semantic 
analysis can be supported by ontologies and semantic annotations of the event logs 
which should also enable the mining of the non-functional intentions. Moreover, other 
machine learning algorithms for clustering can be explored, as self-organizing maps 
or genetic algorithms. IntentMiner in its current form requires several adaptations for 
being re-used by other applications (selection of event attributes relevant for the syn-
tactic analysis, redefinition of the correlation function according to the selected event 
attributes, adaptation of the hierarchy of intentions for semantic analysis). These 
changes – triggered by specific cases – should be formalized in a method and sup-
ported by a tool to ease future adaptations. The intentional process models produced 
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by IntentMiner are not as flexible as Map intentional process models [25]. We do not 
consider parallel intentions and refinement of intentions. Producing more complex 
intentional process models is one of our next steps. A ProM plugin for IntentMiner 
and IntentRecommender should be further developed. Official XES extensions also 
have to be proposed to integrate the concepts of process context and entity (Table 1). 

Finally, IntentRecommender can be extended with an inference mechanism based 
on the Dynamic Bayesian Network [21], a more suitable probabilistic model for 
processes. This would allow an intention to be in its list of predecessors when calcu-
lating the confidence factors. The prototype should be released in a stable version and 
integrated in a PAIS to allow its runtime evaluation. 
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Abstract. This paper proposes a principled approach to the definition of real-
world semantics for declarative domain-specific languages. The approach is 
based on: (i) the explicit representation of the admissible states of the world 
through a reference domain ontology (which serves as semantic foundation for 
the domain-specific language), (ii) a representation of the valid expressions of a 
domain-specific language (to determine the abstract syntax of the language), 
and (iii) the rigorous definition of the relation between the abstract syntax  
and the reference domain ontology (to define the real-world semantics of  
the language). These three elements of the approach are axiomatized in three 
corresponding logic theories, enabling a systematic treatment of real-world  
semantics, including formal tooling to support language design and assessment. 
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1 Introduction 

Conceptual modeling is generally considered a fundamental activity in information 
systems engineering [1], and comprises the use of diagrammatic languages for com-
munication, understanding and problem solving regarding a universe of discourse. 
The effectiveness of a conceptual modeling language to support the aforementioned 
tasks is strongly related to the language’s domain appropriateness, i.e., to the lan-
guage’s ability to express the relevant characteristics of the domain at hand, as dis-
cussed by a number of authors [2, 3], 

A language designer must, therefore, understand the phenomena (or domain) that 
should be covered by the language and propose symbolic structures that will empower 
prospective language users to efficiently carry out certain tasks concerning the 
represented phenomena.  

This requires the design of a language with some form of ‘correspondence between 
its constructs and things in the external world’ [4]. We call such a correspondence 
real-world semantics, following [5]. Consider for example a domain-specific lan-
guage to describe genealogical relations. A real-world semantics for this language 
would provide meaning for the various language constructs in terms of parenthood or 
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ancestry relations between persons, thereby enabling its expressions (or models) to be 
used as a vehicle to talk about parenthood or ancestry between persons of interest.  

Although essential to language design and semantic interoperability tasks, the real-
world semantics is often defined only informally for modeling languages. As a conse-
quence, no systematic treatment of real-world semantics is possible, and the designer 
must face semantic issues with little methodological support. In this paper, we address 
this gap by proposing a principled approach to real-world semantics definition for 
declarative domain-specific languages. This approach is based on: (i) the explicit 
representation of the admissible states of the world through a reference domain ontol-
ogy (which serves as semantic foundation for the domain-specific language), (ii) a 
representation of the valid expressions of a domain-specific language (to determine 
the abstract syntax of the language), and (iii) the rigorous definition of the relation 
between the abstract syntax and the reference domain ontology (to define the real-
world semantics of the language). These three elements are axiomatized in three cor-
responding logic theories, enabling a systematic treatment of real-world semantics, 
including formal tooling to support language design and assessment.  

From the methodological perspective, the approach promotes the separation of 
concerns enabling designers to handle semantic issues separately from other language 
design concerns. By defining the semantics of a language in terms of a reference do-
main ontology, the language designers explicitly account for the language’s ability to 
represent domain features truthfully [6]. 

Although some of us have defended in [6] that the abstract syntax of a language 
should ideally be isomorphic to an ontology underlying the language, this would only 
apply to a particular kind of (ideal) language intended to represent complete know-
ledge about a domain. This is not always feasible or desirable due to pragmatic and 
language design issues. Thus, in this paper we relax the stringent isomorphism re-
quirement, supporting thus a more flexible relation between language metamodels and 
reference ontologies. 

The remainder of the paper is structured as follows: section 2 discusses the notion 
of reference domain ontology contrasting it with the notion of language metamodels; 
section 3 discusses our approach to define real-world semantics for domain-specific 
languages; section 4 introduces our running example, defining a reference domain 
ontology for genealogy; section 5 defines the syntax of a domain-specific language to 
capture genealogy trees, specifying a semantics for this DSL based on the ontology 
described earlier; section 6 shows the use of formal tools to analyze the language in 
the light of some properties defined in our approach; section 7 presents some addi-
tional reflections on ontologies, metamodels and the real-world semantics definition; 
section 8 discusses related work and section 9 presents conclusions and future work. 

2 Reference Domain Ontologies and Language Metamodels 

An ontology can be defined as a set of entities acknowledged by a theory or system of 
thought [7]. In the original definition of formal ontology in philosophy, the “set of 
entities” in question refer to domain-independent categories such as object, quality, 
relation, event, type, situation, among others. In a modern jargon, these are termed  
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This approach also allows us to formally characterize an important class of syntac-
tic constraints, those we call semantically-motivated syntactic constraints. These con-
straints have the purpose of reflecting real-world rules into a language abstract syntax. 
If a language admits models that are not about any admissible world state, it suggests 
that the language syntax may lack semantically-motivated syntactic constraints. In 
other words, if the set of semantically-motivated syntactic constraints is strong 
enough, the language can be said to have a well-defined real-world semantics. Con-
versely, if we suppose that a language has a well-defined real-world semantics, then 
all its semantically-motivated syntactic constraints should be entailed by the remaind-
er of the unified theory, i.e. by the semantic mapping axioms in tandem with the on-
tology axioms. This means that the ontology axioms may be used to shape the defini-
tion of the language, in particular, helping in abstract syntax definition.  

To illustrate the approach and its implications, we present an example to show how 
the three logic theories are combined to accomplish real-world semantic definition. 
We show the use of the Alloy formal method [11] to guarantee that the unified theory 
is consistent and to identify which syntactic constraints are semantically-motivated. 

4 A Reference Domain Ontology in Genealogy 

This section presents an ontology in the genealogy domain which will be used later to 
define the semantics of a domain-specific language. Our approach to present this on-
tology is to illustrate it with an OntoUML diagram [8], and then present the axioms 
that are not implied by this diagram. 

OntoUML specializes the UML class diagram by differentiating various categories 
of classes according to taxonomy of types in the Unified Foundational Ontology 
(UFO) [8]. In an OntoUML diagram some ontological distinctions of UFO are 
represented as stereotypes. A class with a <<kind>> stereotype applies necessarily to 
its instances (e.g., instances of Person cannot cease to be so without ceasing to exist) 
and provides a uniform principle of identity for them. A class stereotyped as 
<<kind>> may be specialized in other rigid classes stereotyped as <<subkind>> 
(e.g., Man and Woman). A <<role>> is an anti-rigid concept that classifies instances 
through the relation properties the instances bear in the scope of a relational context. 
In this paper, we consider that this relational context can be a material relation or an 
event (e.g., a Man plays the role of MaleProcreator only in the scope of a Conception 
event, and does not cease to exist when it no longer plays that role). So, a class stereo-
typed with <<role>> classifies its instances dynamically. Finally, a <<phase>> is 
an anti-rigid concept that defines a partition of a <<kind>> depending on one or 
more of its intrinsic properties (e.g., a Person can be said to be in either of the two 
phases: LivingPerson or DeceasedPerson). Fig. 4 depicts the OntoUML diagram that 
illustrates the main concepts of the ontology.  

The proposed domain reference ontology defines that the (biological) ancestry rela-
tionships are derived from Conception events. It is based on the stance that human 
beings are products of instantaneous Conception events, which occur when a human 
male sperm unites with a human female oocyte egg. Thus, each human being (Person) 
is the product of a Conception event. For the sake of simplicity, we consider that, in 
the case of identical multiple siblings, several Conceptions occur at the same time 
boundary. In addition to the Person who plays the role of Offspring (the product of 
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the Conception) two other Persons participate in a Conception event, namely: (i) a 
Man, playing the role of MaleProcreator and (ii) a Woman on the role of FemalePro-
creator. We assume that the product of the Conception event is considered a Living-
Person (i.e., a fetus is a living person even before its birth). On the other hand, both 
LivingPersons and DeceasedPersons may participate in a Conception as procreators 
(i.e., the ontology considers the possibility of artificial insemination). 

 

Fig. 4. A domain ontology about genealogy in OntoUML 

We formalize the ontology as a theory in many-sorted first-order logic, quantifying 
over possible states of the world and entities that may exist (objects) or occur 
(events). Thus, we assume two disjoint sets of entities: a set W of worlds and a set U 
of entities that are typed by the classes present in the OntoUML diagram. In order to 
represent the dynamic of the change in world states, we use a predicate next(w1,w2) 
which holds between a world w1 and all the world states that follow it in time. We 
consider next represents an asymmetric, irreflexive, transitive and completely ordered 
relation (i.e. a strict total order relation) between worlds. We further assume: (i) A 
binary predicate for each kind, subkind and phase from the OntoUML diagram, name-
ly, Person(w,p), Man(w,p), Woman(w,p), LivingPerson(w,p) and DeceasedPer-
son(w,p) (e.g. Person(w,p) holds if an entity p is an instance of Person and exists in a 
world w); (ii) A binary predicate representing the Conception event (e.g. Concep-
tion(w,c) holds if c is an occurrence of Conception that happens in the time boundary 
of a world w), and; (iii) A ternary predicate for each Role from the OntoUML dia-
gram, namely, isMaleProcreator(w,c,p), isFemaleProcreator(w,c,p) and 
isOffspring(w,c,p) (e.g. isOffspring (w,c,p) holds if an entity p is an instance of Per-
son and an entity c is an instance of Conception, the person p plays the role of 
Offspring in the context of the Conception c and both, c and p, exist in a world w). 

For the sake of brevity, the axioms implied by the OntoUML diagram (classes’ ri-
gidity, lower and upper bound for cardinality constraints, specialization relations) are 
omitted. Those not expressed by the OntoUML diagram are presented in Table 1. 

Axioms A1 and A2 determines that every Person must play the role of Offspring of 
one Conception event in which two other Persons play the role of Procreators, except 
for the case of the first Persons considered to exist (the “original” persons). We as-
sume that these Persons come into existence in the same world. The origin of these 
Persons is outside the scope of this ontology (as it is neutral with respect to accounts 
of the origin of humans such as biological evolution, theological creation). 
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Axioms A6 and A7 state that the Man and the Woman who play the roles of pro-
creators in a Conception event are considered, respectively, the father and the mother 
of the person who plays the role of Offspring in such event. Thus, we can infer that 
every “non-original” Person has exactly one father and exactly one mother. Axiom 
A9 defines the ancestry relationship based on the parenthood relation (defined in A8). 
Thus, the ontology defined here precisely defines the ancestry relationships explain-
ing the concepts of parent and ancestor in terms of the concept of Conception event. 

Table 1. Axioms not implied by the OntoUML diagram 

A1 
A Person who plays the role of Offspring in a world does not exist in previous worlds. ∀w:W, ∀p,c:U (isOffspring(w, c, p) → ¬∃w':W(next(w', w) ∧ Person(w', p))) 

A2 

If a Person exists in a world w and it does not exist in any world previous to w then this 
Person plays the role of Offspring in w or he/she is an “original” person(i.e., there are no 
persons in worlds previous to w). ∀w,w':W, ∀p:U ((next(w', w) ∧ Person(w,p) ∧  ¬Person(w', p)) →  
     (∃c:U (isOffspring(w, c, p)) ∨ ¬∃p':U (Person(w', p')))) 

A3 
Once a Person exists in a world w, it will exist in all worlds subsequent to w. ∀w,w' :W, ∀p:U(((Person(w, p)∧ next(w, w')) → Person(w', p)) 

A4 
A Person cannot simultaneously play the roles of Procreator and Offspring. ∀w:W, ∀c,p:U (isOffspring(w, c, p) → 
     ¬∃c':U (isFemaleProcreator(w, c', p) ∨ isMaleProcreator(w, c', p))) 

A5 
A LivingPerson eventually becomes a DeceasedPerson. ∀w:W, ∀p:U (LivingPerson(w, p) → ∃w':W(next(w, w') ∧ DeceasedPerson(w', p))) 

A6 
If a person is a DeceasedPerson in a world it remains a DeceasedPerson in all subsequent 
worlds. ∀w, w':W, ∀p:U ((DeceasedPerson(w, p) ∧ next(w, w'))→ DeceasedPerson(w', p)) 

A7 

The father of a person y is the person x who played the role of MaleProcreator in the Con-
ception in which y played the role of OffSpring. ∀w:W, ∀x,y:U (FatherOf(w, x, y) ↔ ∃w':W, ∃c:U(((w'=w) ∨ next(w', w) ) ∧  
     isOffspring(w', c, y) ∧ isMaleProcreator(w', c, x))) 

A8 

The mother of a person y is the person x who played the role of FemaleProcreator in the 
Conception in which y played the role of OffSpring. ∀w:W, ∀x,y:U (MotherOf(w, x, y) ↔ ∃w':W,∃c:U(((w'=w)∨ next(w', w)) ∧  
     isOffspring (w', c, y) ∧ isFemaleProcreator(w', c, x))) 

A9 
A person x is a parent of a person y iff x is y's father or mother ∀w:W, ∀x,y:U (ParentOf(w, x, y) ↔(FatherOf(w, x, y) ∨ MotherOf(w, x, y))) 

A10
A person x is ancestor of a person y iff x is parent of y or x is ancestor of y’s parent. ∀w:W, ∀x,y:U (AncestorOf(w, x, y) ↔ 
     ParentOf(w, x, y) ∨( ∃z:U(ParentOf(w, z, y) ∧ AncestorOf(w, x, z) ) 

5 A DSL to Represent Genealogy Trees – Syntax and Semantics 

In this section, we define the abstract syntax of a DSL for describing genealogy trees, 
and later we define the semantics for this language in terms of the genealogy ontology 
presented in the previous section. 
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Table 2. Syntactic constraints for DSL1 (not implied by the metamodel) 

C1 ∀m:M, ∀a,b:P (MAncestorOf(m, a, b) ↔ 
          MFatherOf(m, a, b) ∨ MMotherOf(m, a, b) ∨  
           ∃c:P((MFatherOf(m, c, b) ∨ MMotherOf(m, c, b)) ∧ MAncestorOf(m, a, c)) 

C2 ∀m:M, ∀a,b:P ((MRefPerson(m, a) ∧ MRefAncestor(m, b)) → MAncestorOf(m, b, a)) 
C3 ∀m:M, ∀a,b,c:P (MAncestorOf(m, a, b) → ¬ MAncestorOf(m, b, a)) 

C4 ∀m:M, ∀a:P (MRefPerson(m, a) →∃b,c:P (MFatherOf(m, b, a) ∧ MMotherOf(m, c, a)) 

5.2 Real-World Semantics Definition 

The syntax we have defined in the previous section is silent with respect to the vari-
ous semantic issues for genealogy trees. For example, it does not define whether the 
language represents biological or legal parenthood (or both), if an (unborn) fetus may 
be represented in a model as a person, if a deceased person may be represented. These 
issues are the object of the language’s real-world semantics, which we will define 
here as a logic theory binding the reference ontology and the abstract syntax. 

Considering that a DSL1 model aims to represent information about a set of admissi-
ble world states according to the genealogy ontology, the predicate isAbout(m,w) relates a 
model m in DSL1 to an admissible world according to the ontology. When a model m 
represents information about a world w, the model elements may denote elements that 
exist in the world states. Thus, to represent the relation between an instance of a language 
construct and an instance of a real-world entity we define the predicate refersTo(e,u) that 
holds if an instance of a syntactic element e ∈ P refers to an instance of real-world entity 
u ∈ U. Table 3 shows the axioms that formalize the definition of the predicate isAbout, 
thereby characterizing the real-world semantic definition formally. 

Table 3. Defining Real-World Semantics for DSL1 

S1 ∀m:M, ∀w:W (isAbout(m, w) →  
        ∀a:P (MMan(m, a) → ∃!x:U(Man(w, x) ∧ refersTo(a, x)))) 

S2 ∀m:M, ∀w:W (isAbout(m, w) →  
        ∀a:P (MWoman(m, a) → ∃!x:U(Woman(w, x) ∧ refersTo(a, x)))) 

S3 ∀m:M, ∀w:W (isAbout(m, w) →  
        ∀a,b:P(MFatherOf (m,a,b) →∃!x,y:U (FatherOf(x,y) ∧ refersTo(a,x) ∧ 
refersTo(b,y))))

S4 ∀m:M, ∀w:W (isAbout(m,w) →  
       ∀a,b:P(MMotherOf (m,a,b) →∃!x,y:U (MotherOf(x,y) ∧ refersTo(a,x) ∧ 
refersTo(b,y)))) 

S5 ∀m:M, ∀w:W((       ∀a:P (MMan(m,a) → ∃!x:U(Man(w,x) ∧ refersTo(a,x))) ∧       ∀a:P (MWoman(m,a) → ∃!x:U(Woman(w,x) ∧ refersTo(a,x)))∧       ∀a,b:P(MFatherOf (m,a,b) →∃!x,y:U (FatherOf(x,y) ∧ refersTo(a,x) ∧ 
refersTo(b,y))) ∧       ∀a,b:P(MMotherOf (m,a,b) →∃!x,y:U (MotherOf(x,y) ∧ refersTo(a,x) ∧ 
refersTo(b,y)))) 
→ isAbout(m,w)) 
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S1 relates the MMan construct to the ontology concept of Man, defining that if we 
have a model m which aims to describe a portion of a world w and there is in such 
model an instance a of the MMan construct then a must refer to a Man x which exists 
in w. S2 is similar to S1 dealing with the relation between the MWoman construct and 
the concept of Woman. S3 states that if, in a model m, there is a MFatherOf relation 
between an instance a of MMan and an instance b of MPerson, then there must be, in 
the world w, a FatherOf relation between the Man x referred by a and the Person y 
referred by b. S4 places a similar statement on the relation between MMotherOf and 
MotherOf. Thus, S1-S4 define necessary conditions to predicate that a model m in 
DSL1 is about a world w. 

S5 states that if all MMan constructs that exist in m refers to instances of Man that 
exist in w, all MWoman constructs that exist in m refers to instances of Woman that 
exist in w, all mFatherOf relations that exist in the m refers to instances of FatherOf 
relations that exist in w, and all mMotherOf relations that exist in the m refers to in-
stances of MotherOfRelation that exist in w, then the model m isAbout the world w. 
Thus, S5 defines the sufficient conditions to predicate that a model m in DSL1 is 
about a world w. 

6 Language Analysis 

We have used Alloy to analyze some properties of DSL1. Alloy is a structural model-
ing language based on first-order logic [11]. A software framework named Alloy 
Analyzer supports model simulation and consistency checking assuming the small 
scope hypothesis in order to ensure tractability [11]. 

To enable the analysis, we have represented the three logic theories in three Alloy 
modules. The module corresponding to the genealogy ontology was derived automati-
cally using the transformation from OntoUML to Alloy [12]. The module correspond-
ing the DSL1 metamodel (presented in Fig. 5) was derived following the systematic 
patterns defined in [13]. In this way, we have ensured the correspondence between the 
Alloy specifications and the models presented in Figures 4 and 5. The module 
representing the real-world semantics definition refers to the two previous modules, 
allowing us to verify that the combined specification is consistent. 

In order to automatically verify which of the syntactic constraints are semantically-
motivated, we have added the assumption that for every model m there is at least one 
world w such that isAbout(m,w) holds, i.e. we have assumed that the language has a 
well-defined real-world semantics. Then, we have verified each syntactic constraint as 
an assertion. When no counter-example is found, the Alloy Analyzer guarantees that, 
within a bounded scope, the assertion (in this case the tested syntactic constraint) is 
entailed by the remainder of the specification (in this case the semantic axioms in 
tandem with the ontology axioms). Thus, we can conclude the tested syntactic con-
straint is semantically-motivated.  

Using this method, we have found that the syntactic constraint C3 (Table 2) is se-
mantically-motivated. In fact, C3 reflects, in DSL1 abstract syntax, the rule that ance-
stry cycles are not allowed by the ontology. Note that, assuming that for every model 
m there is at least one world w such that isAbout(m,w) holds, C3 is entailed by the 
ontological axioms A1, A2, A4, A7, A8, A9 and A10 in tandem with the semantic 
axioms S3 and S4. Thus, considering the abstract syntax in isolation, if C3 were miss-
ing there would be syntactically valid expressions of DSL1 with no semantics. 
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Applying the same method, we have concluded that the syntactic constraints C2 
and C4 are not semantically-motivated. Indeed, they are concerned with representa-
tion characteristics of genealogy trees and are not necessitated by the ontology (C2 
guarantees that a genealogy tree is all connected and C4 defines the father and the 
mother of the mRefPerson must be represented). Consequently, the syntactic con-
structs mRefPerson and mRefAncestors, used in those constraints, are not mapped into 
ontological concepts by the DSL1 real-world semantics definition. Another conse-
quence is that these two constraints can be omitted and/or altered without affecting 
the DSL1 real-world semantics as long the resulting theory is still consistent. This 
again can be checked automatically. 

The minimum and maximum cardinality constraints of the mFatherOf and the 
mMotherOf relations were also analyzed (both are defined with 0..1 multiplicity on 
the metamodel). The analysis reveals that the maximum cardinality constraint is se-
mantically-motivated. This is because the maximum cardinality constraint reflects the 
ontological rule that every Person has at most one father and one mother. The analy-
sis also reveals that the minimum cardinality constraint is not semantically-motivated. 
This reflects a choice of the designer of DSL1 to allow models in which a person is 
represented omitting her father and/or mother. The ontology, in turn, states that all 
Persons must have exactly one father and one mother (with the exception of the 
“original persons” which do not have parents).  

This divergence between the ontological rules and syntactic constraints is a conse-
quence of the fact that the language allows incomplete models with respect to the 
world states. In the genealogy case, it is reasonable to imagine that no one has infor-
mation about all his ancestors. On the other hand, the ontology ought to describe a 
conceptualization of the reality and shall not be influenced by pragmatic issues, as the 
need to foresee a lack of information. It is worth noticing that this difference on con-
straints does not lead to inconsistencies on the DSL1 semantics definition using the 
referred domain ontology. According to the semantic axiom S1, every MMan in a 
model must refer to a Man that exists in the worlds described by that model. So, if a 
model in DSL1 presents an instance m of MMan with no mFatherOf association we 
can infer that the Man referred to by m has a Father which is not represented in the 
model or he is an “original” Person. No syntactic or semantic inconsistences arise. 

7 Discussion 

Our running example illustrates how the different purposes of reference domain on-
tology and language metamodel affect their definition. On the one hand, the domain 
ontology accounts for the parenthood and ancestry relationships in terms of participa-
tions in Conception events. On the other hand, since the language only aims at 
representing the parenthood relationship (instead of aiming at grounding the concept 
of parenthood), the DSL1 metamodel represents the concepts of MotherOf and Fathe-
rOf as primitive syntactic constructs, not including constructs to represent Conception 
events. In this example we can observe that, the real-world semantics definition expli-
citly settles that MotherOf and FatherOf represent the biological notions of parent-
hood (as grounded on Conception events). This is of course a particular worldview or 
conceptualization (or to be more precise, a particular ontological commitment) which 
is reflected by the ontology. 
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Furthermore, considering that it is assumed here unnecessary to know if a person is 
alive or not in the context of a genealogy tree specified in DSL1 and aiming to reduce 
the language complexity (another example of pragmatic issue that may influence DSL 
metamodels) the concepts of LivingPerson and DeceasedPerson have no counterpart 
in the language metamodel. Thus, the approach of using a domain ontology to define 
the language semantics allowed us to clearly specify the worldview underlying the 
language without creating a counterpart construct for each real-world concept. 

We should finally note that, when selecting a domain reference ontology to define 
the semantics of a language one must carefully analyze the suitability of assuming the 
underlying conceptualization as provider of the language real-world semantics. Ac-
cording to our ontology, a person exists as a result of the Conception event in which it 
plays the role of Offspring. So, even a fetus is considered a person. Since we have 
used this ontology as a basis to define DSL1’s real-world semantics, this has the con-
sequence that fetuses may appear in a genealogy tree. If this is considered undesirable 
by language designers, a domain ontology that would provide a distinction between a 
fetus and a person who is already born would be required. (This could possibly be a 
refinement of the ontology used in this paper). 

8 Related Work 

Our investigation was initially motivated by the apparent confusion involving the 
relation between ontologies and language metamodels in the literature. Some authors 
(e.g. [14]) posit that the origin of this confusion may be the fact that both are often 
depicted with the same or similar languages, such as variants of frame-based languag-
es (of which UML in an example). There are many works in the literature (e.g. [6], 
[15], [16]) that point to similarities and differences between these two concepts and 
explore their relations. It is worth to note that various authors propose different crite-
ria to distinguish ontology from metamodel, which indicates that this is still an open 
issue in the literature.  

For example, Bezivin et al. [17] and Atkinson [18] suggest that the distinction be-
tween ontologies and model engineering artefacts (such as metamodels) is primarily a 
matter of technical space. As we have shown here, ontologies and metamodels play 
clear distinct roles in language engineering. Thus, while they can be harmonized into 
the same overall framework eliminating accidental differences from technical spaces 
(as we have done here with axiomatic logic theories) they serve different yet comple-
mentary purposes. 

The integration of modeling languages is the focus of [16]. The authors argue that 
most existing integration approaches are metamodel-based, and that they face some 
difficulties because (domain) “concepts can be hidden in a metamodel”. Then the 
authors propose a semi-automatic process to refactor metamodels into ontologies to 
reveal those hidden concepts. The defined patterns are based on the fact that “in a 
metamodel not necessarily all modeling concepts are represented as first-class citi-
zens”. While the presented patterns are shown to be useful, we argue that the semantic 
issues are more complex than what can be addressed by metamodel refactoring, which 
does not address explicitly choices concerning the semantics of language elements.  

In [15] the authors discuss the use of ontologies, models and metamodels in model-
driven engineering (MDE). They present a proposal for the role of ontologies in  
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meta-pyramid of MDA. This proposal argues that role of ontologies is to describe the 
existing world and the domain of the system while the role of system models is to 
specify and control the system under study. They allude to a relation between real-
world objects and software objects at M0 (“is described by”). However, they position 
ontologies at M1 and do not elaborate on a possible relation between reference ontol-
ogies and language metamodels (at M2). We believe this is an important gap in their 
ontology-aware meta-pyramid for MDE, which we address in this paper. 

The work of Ciocoiu and Nau [19] also consider the problem of providing seman-
tics for declarative languages based on ontologies. Similarly to our approach, they 
show that information in language expressions may be incomplete or partial, and that 
a mapping to a domain ontology will reveal assumptions that are implicit in language 
expressions. Differently from our approach, they focus on language translation, and 
not on implications for the language engineering effort. 

Finally, we believe that the work described in this paper has implications beyond 
language design and could also be applied to the area of database design. In particu-
lar, we believe that the so-called “semantic integrity constraints” in database systems 
literature is analogous to what we have called semantically-motivated syntactic con-
straints. According to [20], the purpose of semantic integrity constraint in database 
systems is “to avoid database states for which no correspondence can exist in the real 
world”. While great importance has been given to the management of “semantic inte-
grity constraints” in database systems, little attention has been devoted to the design 
and validation of such constraints. It is said intuitively, in the literature, that they re-
flect the universe of discourse but no guidelines are given on how to discover the 
necessary constraints or how to control their quality. Thus, the data modeler (not un-
like the language designer) must face semantic issues (e.g., the definition of “semantic 
integrity constraints”) with little methodological support. We believe our work has 
implications to the design of database systems, in that it could account for “semantic 
integrity constraints” as semantically-motivated syntactic constraints. Given that we 
could quantify over temporal aspects and histories (instead of world states only) the 
approach can be extended to cover both the so-called static and dynamic constraints. 

9 Conclusions and Future Work 

In this paper we have discussed a principled approach to define the real-world  
semantics for declarative domain-specific languages in terms of a reference domain 
ontology. We illustrated our approach with a running example, describing a domain 
ontology and using it to define the real-world semantics of a DSL. It allowed us to 
show clear examples of how reference ontologies and language metamodels differ.  

We have argued for a strict separation of concerns distinguishing the role of  
reference ontologies and language metamodels, separating syntactic and semantic 
concerns and then linking them explicitly and precisely. A clear separation of con-
cerns allows us to apply suitable modeling disciplines to each of the tasks at hand: 
understanding and capturing a domain conceptualization (a concern of ontology engi-
neering) and dealing with abstract syntax design (a concern of language engineering). 

Our approach is grounded on the fact that the relation between a language and real-
ity is always mediated by a certain conceptualization [21]. If nothing is said about the 
conceptualization underlying a language, each language user may interpret a model 
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based on his/her own concepts about reality. Thus, the formal definition of a language 
real-world semantics is essential to empower language’s users to efficiently commu-
nicate about reality.  

Besides its importance to avoid misunderstandings in a communication process, 
the explicit real-world semantics representation may bring some additional benefits to 
language’s designers and users: (i) the real-world rules formalized by the ontology 
inform language design (e.g. guiding the definition of constructs and syntactic con-
straints); (ii) the explicit real-world semantic definition allows systematic evaluation 
of truthfulness of a language with respect to a specific domain conceptualization; (iii) 
reasoning may be used to infer some information not represented (explicitly) in the 
models using the semantic mapping and the ontological axioms. 

Moreover, by formally characterizing the syntactic constraints, ontology axioms 
and semantic definition, our approach forms a basis for DSL design automation. Le-
veraging the existing transformations from OntoUML to Alloy, we have shown that it 
is possible to automatically verify which of the syntactic constraints are semantically-
motivated. Without these constraints the language would produce models with no 
meaning. We believe the formal approach discussed here can be used to support more 
advanced evaluation of DSL semantics, systematizing the application of the ontologi-
cal analysis approach discussed in [6]. We also intend to use the presented approach 
to enable the semantic interoperation of languages in multi-viewpoint modeling. 
Another challenge is to define a step-by-step ontology-driven DSL design approach. 
These are topics for further investigation. 

Finally, the availability of a reference domain ontology greatly simplifies the task 
of the language designer. However, we should emphasize that our approach does not 
presuppose the development of a specific reference ontology with the sole purpose  
of supporting the design of a particular language. Ideally, the effort invested in the 
design of a reference ontology should be compensated by its reuse in a number of 
applications, e.g., the design of several languages, (semantic) language interoperabili-
ty, database construction and integration, etc. A number of challenges concerning 
methodological implications of our approach remain open for further investigation, 
including guidelines for choosing a reference domain ontology suitable to define the 
real-world semantics of a DSL and guidelines for developing reusable ontologies. 
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Abstract. Application integration requires the consideration of instance
data and schema data. Instance data in one application may be schema
data for another application, which gives rise to multiple instantiation
levels. Using deep instantiation, an object may be deeply characterized
by representing schema data about objects several instantiation levels
below. Deep instantiation still demands a clear separation of instanti-
ation levels: the source and target objects of a relationship must be at
the same instantiation level. This separation is inadequate in the context
of application integration. Dual deep instantiation (DDI), on the other
hand, allows for relationships that connect objects at different instantia-
tion levels. The depth of the characterization may be specified separately
for each end of the relationship. In this paper, we present and implement
set-theoretic predicates and axioms for the representation of conceptual
models with DDI.

Keywords: Conceptual Data Modeling, Metamodeling, Deep Charac-
terization, Powertypes.

1 Introduction

Conceptual modeling for application integration and the accompanying data in-
terchange must consider both schema data, such as classes and associations,
and instance data, such as objects and links. What is represented as instance
data in one application may be represented as schema data in another appli-
cation. For example, in an application for managing a mobile phone catalog,
a class MobilePhone is instantiated by objects representing particular mobile
phone models, such as SamsungGS4. In an application for managing an inventory
of mobile phones, the same phone model may be represented by a class Sam-
sungGS4 which is instantiated by objects representing individual mobile phones,
such as SarahsPhone. In a compact and integrated representation, a single model
element, e.g., SamsungGS4, should represent both: an individual object, e.g.,
the mobile phone model SamsungGS4, and a class, e.g., individual phones of
model SamsungGS4.
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Fig. 1. From Deep Instantiation to Dual Deep Instantiation

Such a schema/instance duality is inherent to conceptual models with Deep
Instantiation (DI) [4]. DI extends the traditional notion of instantiation with the
concept of potency: each attribute of a class may have a potency that specifies at
how many instantiation levels below the class the attribute is to be instantiated.
For example, in Fig. 1, MobilePhone has an attribute serialNr with a potency
of 2 which is to be instantiated by the instantiations, e.g., SarahsPhone, of its
instantiations, e.g., SamsungGS4.

A schema/instance duality is also inherent to relationships in conceptual mod-
els with DI. For example, a cpu relationship between phone model SamsungGS4
and processor model Cortex-A15 is, first, an instantiation of the cpu relationship
between Processor and MobilePhone and, second, acts as schema for relation-
ships between individual phones, such as SarahsPhone, and individual processors
of type Cortex-A15.

The flexibility, however, of modeling with DI is restricted by the tenets of strict
metamodeling: DI only allows relationships between objects at the same level [3–
5, 9]. A common problem with strict metamodeling is illustrated by the following
situation which cannot be represented. Every instantiation of MobilePhone has
a designer being a person. Likewise, every instantiation of an instantiation of
MobilePhone, e.g., SarahsPhone, has an owner which is also a person.

Dual Deep Instantiation (DDI) lifts the restrictions of strict metamodeling.
DDI, unlike traditional DI, distinguishes between source potency and target po-
tency. DDI relationships may connect objects at different instantiation levels.
Every relationship has both a source and target potency to separately indicate
the depth of characterization for both sides of the relationship. For example, Mo-
bilePhone relates to Person, first, via a relationship owner with a source potency of
2 and a target potency of 1, and, second, via a relationship designer with a source
potency of 1 and a target potency of 1. Relationship owner is to be instantiated
between instantiations of instantiations of MobilePhone, such as SarahsPhone,
and instantiations of Person. Relationship designer is to be instantiated between
instantiations ofMobilePhone, such as SamsungGS4, and instantiations of Person.

This paper introduces a concise set-theoretic formalization of “basic” DDI
(Sect. 2). Section 3 extends basic DDI by object specialization resulting in the full
axiomatic specification of DDI. The running mobile phone example motivates the
constructs throughout sections 2 and 3. The implementation (Sect. 4) shows the
satisfiability of the DDI axioms under the Datalog semantics of ConceptBase [12,
14]. We have created a collection of sample DDI models that show the absence of
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redundancy in the DDI axiom system. The implementation also shows that the
consistency checking for DDI models can be automated at run time. Section 5
reviews related work before we conclude with a summary.

2 Basics of Dual Deep Instantiation

We first discuss the setting in which DDI is introduced and then formally de-
scribe the modeling primitives of DDI, auxiliary predicates, axioms checking
well-formedness of DDI models, and consistent instantiation. Table 1 contains
the full DDI specification, which we elaborate in the text by referring to the
line numbers (No. 1 – No. 31), with the part relating to specialization (No. 17
– No. 27) being explained in Sect. 3. The formal description is illustrated by
a sample DDI model depicted in Fig. 2. We also discuss criticism of the DI
approach and relate DI and DDI to modeling using the powertype pattern.

DDI is introduced in a setting that extends the following class-instance model
(of the ER model or UML) to arbitrary instantiation levels:

1. Entity sets (classes) are related by binary relationship sets (associations),
where one end of the relationship is generally referred to as source and the
other end as target role. For conciseness of presentation, we omit role names
and depict/denote sources at the left and targets at the right hand side.

2. Entities (instances) of entity sets are related by relationship occurrences
(links), whereby a corresponding relationship set must exist between their
entity sets, i.e., a relationship set r between two entity-sets x and y acts -
considered as function and inverse - as two referential integrity constraint, a
domain constraint for the source and a range-constraint for the target.

3. Relationships occurrences (links) and relationship sets (associations) carry a
label, which is the same for the relationship occurrence and the relationship
set to which it belongs.

4. Values are treated as objects, and consequently, attributes as relationships.
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Fig. 2. Modeling a Mobile Phone Catalog and Inventory using DDI
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A DDI model contains a set of objects, O (No. 1), which are organized in
instantiation hierarchies with an arbitrary number of instantiation levels, where
in(x, y) expresses that x is an instantiation of y (No. 5). For sake of the later
extension to specialization, we introduce for the time being member and isa as
synonym to in (No. 9 and No. 11). Object x is called an n-member of y if x
is gained by n times of instantiation from y, or it is a 0-member of y if x = y
(No. 10). We synonymously say x is at the n-th instantiation level of y if x is a
n-member of y and we say x is a i..j-member of y if x is a n-member of y with
i ≤ n ≤ j, and x is a *-member of y if x is an n-member of y with an arbitrary
n (‘x is a *-member of y’ is equivalent to isa∗(x, y)).

Objects in DDI combine aspects of classes and of instances. An object acts
as hook for the definition of instance data and schema data about objects in
the instantiation subtree rooted in the object, tying together descriptions about
objects at different instantiation levels. Objects further down in the instantiation
tree instantiate and specialize these data. In this regard, instantiation hierarchies
combine aspects of classification hierarchies and of generalization hierarchies.

Example 1 (Objects). Object SarahsPhone (see Fig. 2) is an instantiation of Sam-
sungGS4 which is an instantiation of MobilePhone. SamsungGS4 is at the first
instantiation level (is a 1-member) of MobilePhone and SarahsPhone is at the
second instantiation level (is a 2-member) of MobilePhone. Now, looking at the
instantiation hierarchy rooted in object ExchangeableTender: object Euro is an
instantiation of ExchangeableTender and represents the Euro currency, a partic-
ular type of exchangeable tender, object MEuro represents a particular unit of
Euro and is at the second instantiation level of ExchangeableTender, and, finally,
object 137inUnit-MEuro is an instantiation of MEuro and represents a particular
value in a particular unit of the Euro currency and is at the third instantiation
level of ExchangeableTender.

We will now discuss the kinship between deep instantiation and powertypes [7],
not taking into account DDI relationships and, thus, talking of DI objects in-
stead of DDI objects; we will come back to DDI relationships and powertypes
at the end of this section. We accentuate the kinship between DI and power-
types by giving a label to each instantiation level to indicate that objects at
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Fig. 3. DI object instantiation hierarchy (left) and corresponding UML classes and
objects (right), disregarding DDI relationships
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some instantiation level are in a 1-to-1 relationship to instances of the class
related to that level. For example (see Fig. 3), the instantiation levels of Ex-
changeableTender are labeled Type, Unit, and Value. These levels are related to
classes arranged in a cascaded powertype pattern: TypeOfExchangeableTender is
powertype of UnitOfExchangeableTender which in turn is powertype of Value-
OfExchangeableTender. The DI object ExchangeableTender can be regarded as a
multi-faceted construct that represents these three classes. Likewise, instantia-
tion between DI objects is multi-faceted. For example, the instantiation of DI ob-
ject ExchangeableTender to Euro represents the instance-of relationship between
Euro and TypeOfExchangeableTender as well as the specialization of UnitOfEx-
changeableTender and ValueOfExchangeableTender to UnitOfEuro and EuroValue,
respectively. Note: labels and sortals associated with levels are outside the set-
theoretic formalization of DDI and are thus omitted in Table 1.

Coming back to the set-theoretic formalization of DDI: We impose two re-
strictions on object instantiation. First, acyclic instantiation (No. 12) is a basic
assumption of the DDI approach. Second, the restriction to single instantiation
(No. 13) is mainly due to space limitations. The extension to multiple instanti-
ation/inheritance is ongoing research.

Relationships in DDI combine aspects of relationship occurrences (links) and
relationship sets (associations). An ai−j relationship (where i is the source po-
tency, j the target potency, and a the relationship label) between source object
x and target object y is a multi-faceted construct. It represents, first, a link be-
tween x and y, and, second, can be further instantiated between 0..i-members of
x in the source role and 0..j-members of y in the target role, and represents, in
this regard, a set of multiple associations, one association for each combination
of possible source and target instantiation levels. An a0−0 relationship cannot be
further instantiated. We say, a relationship between source object x and target
object y instantiates a relationship between source object c and target object
d if they have the same relationship label and x is a *-member of c and y is a
*-member of d.

Relationships at more abstract instantiation levels implicitly impose domain
and range referential integrity constraints on relationships at more concrete in-
stantiation levels. An intermediary relationship (i.e., a relationship that instan-
tiates another relationship and can itself be further instantiated) refines these
constraints. This is akin to the redefinition of associations in the UML (see [6]
for an in-depth treatment) where associations are refined with regard to asso-
ciation ends. To allow a similar flexiblity in DDI, relationships are asserted by
three kinds of so-called A-facts (No. 6): DR-facts (No. 4) which express associ-
ated domain and range constraints (No. 7, No. 8), R-facts (No. 2) which express
an associated range constraint (No. 7), and D-facts (No. 3) which express an
associated domain constraint (No. 8). In the visual illustration of DDI, DR-facts
are depicted by solid lines, R-facts and D-facts by dotted arcs directed to the
target object or the source object, respectively. We demand that each relation-
ship label is introduced with a single unique DR-fact (No. 14) such that all other
relationships with that relationship label are instantiations thereof.
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Table 1. DDI modeling primitives, predicates, well-formedness and consistency rules

DDI Core: Modeling Primitives and Predicates

Sorts & Asserted Predicates:
(1) O: objects, N: natural numbers including 0, L: relationship labels
(2) R ⊆ O × N× L× N×O
(3) D ⊆ O × N× L× N×O
(4) DR ⊆ O × N× L× N×O
(5) in ⊆ O ×O

Auxiliary Predicates:
(6) A(x, i, a, j, y) :⇔ R(x, i, a, j, y) ∨DR(x, i, a, j, y) ∨D(x, i, a, j, y)
(7) R′(x, i, a, j, y) :⇔ R(x, i, a, j, y) ∨DR(x, i, a, j, y)
(8) D′(x, i, a, j, y) :⇔ D(x, i, a, j, y) ∨DR(x, i, a, j, y)
(9) member(x, c) :⇔ in(x, c)
(10) nmember(x, c, n) :⇔ (n = 0 ∧ x = c) ∨

∃m∃d : ((n = m+ 1) ∧ nmember(x, d,m) ∧member(d, c))
(11) isa(x, c) :⇔ in(x, c)

Well-formedness Criteria and Syntactic Restrictions:
(12) isa+(x, c) → x �= c
(13) in(x, c) ∧ in(x, d) → c = d
(14) A(x, i, a, j, y) ∧A(s, k, a, l, t) → ∃c∃m∃n∃d : DR(c,m, a, n, d) ∧

isa∗(x, c) ∧ isa∗(s, c) ∧ isa∗(y, d) ∧ isa∗(t, d)
(15) A(x, i, a, j, y) ∧A(s, k, a, l, t) ∧ isa+(x, s) → j ≤ l
(16) A(x, i, a, j, y) ∧A(s, k, a, l, t) ∧ isa+(y, t) → i ≤ k

DDI with Specialization: Additional Modelling Primitives and Predicates

Additional Asserted Predicate:
(17) spec ⊆ O ×O

Auxiliary Predicates (Additions and Redefinitions):
(18) member(x, c) :⇔ ∃s∃d : spec∗(x, s) ∧ in(s, d) ∧ spec∗(d, c)
(19) nmember(x, c, n) :⇔ (n = 0 ∧ spec∗(x, c)) ∨

∃m∃d : ((n = m+ 1) ∧ nmember(x, d,m) ∧member(d, c))
(20) isa(x, c) :⇔ in(x, c) ∨ spec(x, c)
(21) concrete(x) :⇔ �y : spec(y, x)

Well-formedness Criteria and Syntactic Restrictions:
(22) in(x, c) → concrete(c)
(23) spec(x, s) ∧ spec(x, z) → s = z
(24) spec(x, s) → �c : in(x, c)
(25) A(x, i, a, j, y) ∧A(s, k, a, l, t) ∧ spec+(x, s) → ¬spec+(t, y)
(26) R′(x, i, a, j, y) ∧R′(x, i, a, j, t) → ¬spec+(y, t)
(27) D′(x, i, a, j, y) ∧D′(s, i, a, j, y) → ¬spec+(x, s)

Consistent Instantiation and Specialization:

(28) A(x, i, a, j, y) ∧A(c, k, a, l, d) ∧ nmember(x, c, n) → n = k − i
(29) A(x, i, a, j, y) ∧A(c, k, a, l, d) ∧ nmember(y, d, n) → n = l − j
(30) A(x, i, a, j, y) ∧R′(c, k, a, l, d) ∧ (j ≤ l) ∧ isa∗(x, c)

→ ∃d′ : R′(c, k, a, l, d′) ∧ isa∗(y, d′)
(31) A(x, i, a, j, y) ∧D′(c, k, a, l, d) ∧ (i ≤ k) ∧ isa∗(y, d)

→ ∃c′ : D′(c′, k, a, l, d) ∧ isa∗(x, c′)
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Example 2 (Relationships). Relationship label cpu is introduced with relation-
ship cpu2−2 between Processor and MobilePhone and expresses that relationships
labeled cpu may exist only between 0..2-members of Processor in the source
role and 0..2-members of MobilePhone in the target role. This relationship, be-
ing asserted as a DR-fact, imposes domain and range constraints: 0..2-members
of Processor may be related by relationships labeled cpu only to 0..2-members
of MobilePhone and vice versa. This relationship is instantiated by relation-
ship cpu1−1 between Cortex-A15 and SamsungGS4 which relates 0..1-members of
Cortex-A15 to 0..1-members of SamsungGS4. This relationship, being asserted
as a D-fact, imposes only a domain constraint but no range constraint: 0..1-
members of SamsungGS4 in the target role may be related only to 0..1-members
of Cortex-A15 in the source role, but 0..1-members of Cortex-A15 may still be
related to other 0..2-members of MobilePhone. This relationship is in turn in-
stantiated by relationship cpu0−0 between CortexA15#1 and SarahsPhone, which
is not further instantiated. Relationship label totalRevenue is introduced with
relationship totalRevenue1−3 between MobilePhone and ExchangeableTender. It
expresses that relationships labeled totalRevenue may exist only between 0..1-
members of MobilePhone and 0..3-members of ExchangeableTender. This rela-
tionship is instantiated by totalRevenue0−1 between SamsungGS4 and MEuro,
which expresses that the total revenue with mobile phone model SamsungGS4 is
given only in unit ’millions of Euros’. This relationship is in turn instantiated
by relationship totalRevenue0−0 between SamsungGS4 and 137inUnit-MEuro.

The potency reduction axioms (No. 28, No. 29) state that potencies of rela-
tionships need to be consistent with the number of instantiation steps in related
object instantiation hierarchies. We first look at source potencies: If object x is
an n-member of object c and both are source of a relationship labeled a with
source potency i and k, respectively, then the difference between i and k must be
equal to n which is the number of instantiation steps between x and c (No. 28).
The same needs to hold analogously for target potencies (No. 29). For example,
totalRevenue1−3 between MobilePhone and ExchangeableTender is instantiated
consistently by totalRevenue0−1 between SamsungGS4, which is a 1-member of
MobilePhone, and MEuro, which is a 2-member of ExchangeableTender.

The DDI approach requires a local stratification of relationships (No. 15,
No. 16) to ensure that every relationship is direct instantiation of at most one
other relationship. Local stratification is far more flexible than strict metamodel-
ing and still reduces the overall complexity of the approach and avoids potential
conflicts of domain and range constraints due to multiple instantiation. We first
look at local stratification with regard to target potencies (No. 15): If object
s is source of a relationship labeled a with target potency l, then *-members
of s must not be source of a relationship with the same label a and a target
potency higher than l. The same needs to hold, in the opposite direction, for
source potencies (No. 16). For example, this holds for relationship soldPrice0−0

between SarahsPhone and 320inUnit-1Euro, which is direct instantiation of ex-
actly one relationship, namely soldPrice1−2 between SamsungGalaxyS4 and Euro.



510 B. Neumayr et al.

This would not be the case, if there also were a relationship soldPrice0−3 between
SarahsPhone and ExchangeableTender.

An object may be source of multiple relationships that only differ in the
target object and are identical with regard to relationship label and potencies.
The range and/or domain restriction imposed by multiple such relationships is
given by their union, i.e., a lower-level relationship must instantiate any one of
these! For example, object SamsungGS4 is source of soldPrice1−2 relationships
with target objects FFlyerPoints and Euro to indicate that SamsungGS4 phones
may be paid for in frequent flyer points or in Euro. Consider range restrictions
(No. 30): If for a (i,j)-potency relationship labeled a with source x and target y
there is a range-restricting relationship labeled a with a source object c that is
the same as or is an ancestor of x and a target potency l that is higher or equal
to j, then c must be source of some range-restricting relationship, which the
former relationship instantiates. Domain restrictions (No. 31) work analogously.

The representation of DI using the powertype pattern (see Fig. 3) can be
extended to also cover DDI relationships, but one need to take recourse to ad-
ditional, annotated constraints in OCL that reflect that relationships at higher
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Fig. 4. Alternative representation in UML of the instantiation levels of root objects
(Processor, MobilePhone, and ExchangeableTender) of Fig. 2 using the powertype pat-
tern. Class names, e.g., ProcessorModel, are constructed from the names of root objects,
e.g., Processor, and the labels of instantiation levels, e.g., Model. Root relationships
(cpu2−2, totalRevenue1−3, and soldPrice2−3) are each represented by multiple associa-
tions to represent their possible instantiations at different levels. Association names,
e.g., model cpu indiv, are constructed from relationship labels, e.g., cpu, and labels of
connected instantiation levels, e.g., Model and Indiv. The shown OCL constraint repre-
sents the domain and range restriction imposed by DDI relationships labeled soldPrice
between source objects at level model and target objects at level type (in UML to be
represented as instances of association model soldPrice type) on relationships labeled
soldPrice between levels indiv and unit (in UML to be represented as instances of associ-
ation indiv soldPrice unit). To represent the semantics of DDI, such an OCL constraint
is necessary for each possible combination of instantiation levels of relationships.
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levels act as schema for relationships at lower levels (see Fig. 4). The semantic
modeling construct DDI, in contrast, keeps schema and associated constraints
at one place and implicitly captures involved constraints, a key characteristic of
semantic data models [10].

3 DDI with Object Specialization

In this section we investigate the interplay between dual deep instantiation and
object specialization and extend the axiomatic specification of DDI accordingly
(Table 1, No. 17 – No. 27).

DDI objects at the same instantiation level may be organized in specialization
hierarchies, where spec(x, y) expresses that object x is a specialization of object
y (No. 17). The idea of specialization hierarchies in DDI is to factor out com-
mon features of objects at the same level to a joint more general object at that
level. Features of an object are inherited unchanged by its specializations, unless
overridden. We say, an object is concrete if it has no specializations (No. 21)
and abstract otherwise. To simplify the approach we assume that only concrete
objects are instantiated (No. 22), a restriction that is akin to the abstract su-
perclass rule [11]. Further, we only consider single specialization (No. 23) and
assume that an object that is an instantiation of an object may not be at the
same time a specialization of some object (No. 24).

The predicates isa, member , and nmember are redefined to also cover spe-
cialization hierachies. We say x isa y if x is an instance of y or x specializes
y (No. 20). We say x is a member of y if x relates to y by a chain of isa with
exactly one instantiation step (No. 18). We say x is an n-member of y if x relates
to y by a chain of isa with n instantiation steps (No. 19).

Example 3. Euro and Yen in Fig. 5 are concrete types of exchangeable tender.
They are made specializations of Currency, which is an abstract type of exchange-
able tender. MEuro and 1Euro are members of Euro as well as of Currency, and
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Fig. 5. DDI with Object Specialization
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2-members of ExchangeableTender. Euro is a 0-member of itself and of Currency
and a 1-member of ExchangeableTender. Relationship label legalTender is intro-
duced with relationship legalTender1−0 between Country and Currency to express
that only types of exchangeable tender that are specializations of Currency can
be legal tender in individual countries. Yen is the legal tender in Japan.

The local stratification requirement is extended to exclude also a “cross-over”
of several relationships with the same label with respect to the specialization
hierarchies of their source and target objects (No. 25) as depicted in Fig. 6.
Further, to ensure that the represented range constraints for an object with
the same target potency are redundancy free, they need to be to orthogonal
target objects (two objects are ortogonal if they are not in a direct or indirect
specialization relationship) in a specialization hierarchy (No. 26). This holds
analogously for domain constraints (No. 27).

Consistent instantiation and specialization has already been defined in a way
(No. 30, No. 31) through the use of isa to cover both, instantiation and special-
ization. Inherited facts may be overridden but in a co-variant manner, such that
any relationship facts in which a source object participates meets the range con-
straints of its ancestors with regard to instantiation and specialization (No. 30)
and conversely, any relationship fact in which a target objects participates meets
the domain constraints of its isa-ancestors (No. 31). While the notation of these
axioms do not explicitly distinguish between instantiation and specialization,
any DDI model must differentiate between them: predicate in corresponds to
an element-set relation, and predicate spec to a subset-superset relation. The
potency reduction axioms (No. 28, No. 29) ensure that on instantiation, source
or target potencies of relationships, are accordingly reduced, but stay the same
on specialization. Thus, axioms No. 30 and No. 31 can take this as given and
need not discriminate between instantiation and specialization. For example, the
target potencies of legalTender are both 0 for Currency and its specialization Yen,
but source potencies are reduced from 1 to 0 because Japan is an instantiation
of Country.

The presented base model can be extended to relationships that are orga-
nized in a specialization-hierarchy to model for example that a privatePhoneNo-
relationship of a person to a phone number is also a phoneNo-relationship, by -
explained along our example - (1) introducing a specialization relation between
privatePhoneNo and phoneNumber, (2) applying all domain and range constraints
for phoneNo also to privatePhoneNo, and (3) treating each asserted privatePho-
neNo relationship fact also as phoneNo relationship fact. We omit a furter treat-
ment for space limitations.

4 Implementation in ConceptBase

ConceptBase [12, 14] is a metamodeling system based on Datalog and the Telos
data model [21]. All explicit information (objects, classes, metaclasses) are repre-
sented with a single extensional predicate P(id,from,label,to). The principles
of instantiation, specialization and attribution are defined by axioms [13]. How-
ever, they lack the DDI notion of potency. The implementation strategy is to
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Fig. 7. Classes (and an instantiation) for the representation of the DDI model in Telos

create first a Telos metamodel to store DDI models. Secondly, the DDI pred-
icates are defined by deductive rules. Finally, the DDI axioms are encoded as
integrity constraints. The result is a prototypical environment for storing and
analyzing the consistency of DDI models.

Figure 7 illustrates the OBJECT class and its attributes for the representation
of DDI in Telos. The in and spec predicates from the DDI model translate into
the IN and SPEC attributes of the OBJECT class, which are represented by arrows
with the respective label. The A predicate from the DDI model translates into
the link attribute of the OBJECT class. In ConceptBase, attributes are essentially
relationships between objects and it is possible to define attributes for the re-
lationships themselves, similar to association class in UML. The link attribute
of the OBJECT class has a label (ALABEL) as well as an integer number for the
source potency (sourceLevel) and the target potency (targetLevel). Similarly,
attributes (or relationships) may specialize other attributes (or relationships).
The linkD, linkR, and linkDR attributes of the OBJECT class specialize the link
attribute. These attributes represent the D, R, and DR predicate, respectively;
the link attribute derives from these predicates. The following Telos frame de-
fines OBJECT including derived attributes:

OBJECT with
attribute

link: OBJECT; linkDR: OBJECT; linkD: OBJECT; linkR: OBJECT;
IN: OBJECT; SPEC: OBJECT;
predD: OBJECT; predR: OBJECT;
SPEC_t: OBJECT; SPEC_rt: OBJECT;
ISA: OBJECT

end

Besides the illustration of the DDI metamodel in Telos, Fig. 7 illustrates
an example instantiation which represents part of a mobile phone product
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catalog. The Telos individuals MobilePhone, SamsungGS4, ExchangeableTender,
Euro, and MEuro are “linguistic” instances of the OBJECT class, i.e., the instan-
tiation relationships between these individuals and the OBJECT class bear the
usual ConceptBase semantics. The individuals SamsungGS4 and MobilePhone,
MEuro and Euro, as well as Euro and ExchangeableTender are in an instantia-
tion relationship according to DDI semantics represented by the IN relationship.
MobilePhone instantiates the linkDR attribute of the OBJECT class. This rela-
tionship m1 from MobilePhone to ExchangeableTender has 1 as sourceLevel,
3 as targetLevel, and totalRevenue as label. SamsungGS4 also instantiates
the linkDR attribute of the OBJECT class. This relationship m2 from SamsungGS4

to Euro has 0 as sourceLevel, 1 as targetLevel, and totalRevenue as label.
The IN (DDI instantiation) and SPEC (DDI specialization) attributes are used

for the representation of extensional predicates. The attribute SPEC t is the
transitive closure of the SPEC attribute, SPEC rt its the reflexive and transitive
closure. The closures are implemented as simple deductive rules in ConceptBase.
The attributes allow to add facts such as (SamsungGS4 IN MobilePhone) to the
database as well as to define rules and constraints imposed on them. Distinguish
the DDI instantiation fact with label IN from the Telos instantiation fact, e.g.,
(SamsungGS4 in OBJECT), which represents the DDI model within Telos. The
predicates of the DDI model (Sect. 2) are implemented by deductive rules in
ConceptBase. For example, the following deductive rule represents the isa de-
fined by formula (20) in Table 1:

forall x,y/OBJECT (x SPEC y) or (x IN y) ==> (x ISA y)

Whereas the nmember predicate of the DDI model translates to a function,
the A(x, s, a, t, y) predicate requires a Telos formalization that uses the Ai(x,

link, m) predicate provided by ConceptBase which returns an instance m of the
link attribute of object x:

A(x,s,a,t,y) :<=> exists m/OBJECT!link Ai(x,link,m) and To(m,y) and
(m label a) and (m sourcelevel s) and (m targetlevel t)

The axioms of the DDI model are transcribed using the formula for the A
predicate of the DDI model. The DDI axioms become integrity constraints in
ConceptBase. As an example consider the translation of axiom (28) ı́n Table 1:

forall x,y,c,d/OBJECT a/ALABEL i,j,k,l,n/Integer mx,mc/OBJECT!link
Ai(x,link,mx) and To(mx,y) and (mx label a) and (mx sourcelevel i) and (mx targetlevel j) and
Ai(c,link,mc) and To(mc,d) and (mc label a) and (mc sourcelevel k) and (mc targetlevel l) and
(n = NMEMBER(x,c)) ==> (n = k - i)

A large portion of the predicates in the formula are due to the mechanic ex-
pansion of the quinary predicate A. The function NMEMBER recursively computes
the number of DDI instantiations between two objects. It is compared with the
arithmetic expression k - i.

ConceptBase offers a validation of axioms within the expressiveness of a
Datalog-neg [1] fixpoint model. An axiom represented as a constraint – or for-
mally, a rule that derives inconsistency – can be violated by a given database
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state, i.e. an example DDI model. Around 50 example models were created to
validate the non-trivial satisfiability of the axioms under Datalog semantics. The
examples also showed that the implementation of DDI coincided with the behav-
ior that we expected. The tested example models include the examples used in
this paper. In order to demonstrate that the DDI axioms are free of redundancy,
we provide for each axiom a an example ”negative” DDI model that violates a
but no other axiom. Besides the validation, the implementation was also used
in the evolution of the DDI axioms: a revised set of axioms can be checked
against the given example DDI models to analyze the resulting behavior. All
example DDI models, the full DDI implementation, and further documentation
are available online at http://conceptbase.cc/ddi.

5 Related Work

VODAK [15] was the first system to introduce what was later called deep instan-
tiation/characterization [8, 17]. The capability of deep instantiation was achieved
by VODAK in that objects where in parallel to types also organized into classes
and meta-classes. Meta-classes defined own-types, instance-types and instance-
instances-types, basically representing a cascading structure of what later be-
came known as power type design pattern [8]. Type instantiation is between an
object and its class’s instance type and is inferred from the functional association
of an object to a class to provide for a lossless and redundancy-free representation
of functional data dependencies according to database design theory. Different
to DDI, the semantics of the relationships between objects at different instanti-
ation levels was captured behaviorally by methods attached to types and not by
implicit constraints as in DDI.

Telos [21] and its implementation ConceptBase [12, 14] support a loose form of
deep characterization. An attribute may be instantiated recursively many times
and thereby acts as referential integrity constraint for its direct and indirect
instances. The Telos axiomatization, however, does not specify the depth of
characterization and attributes carry only a range but no domain constraint.

Deep instantiation [4] extends the approach of VODAK to an arbitrary num-
ber of instancen-types, but rather than explicitly introducing types, attributes
receive a potency number indicating to which implicit instancen-type they be-
long. Deep instantiation was complemented by a Java implementation [16]. The
discussion of deep instantiation of connectors, (relationships) [3, 9] focuses on
their graphical rendering and is limited to strict metamodeling [5]. The modeling
language Nivel [2] provides a formal semantics for deep instantiation. Material-
ization [24] is akin to deep instantiation and allows for deep characterization by
introducing different types of attribute propagation. Similar to deep instantia-
tion, materialization focuses on attributes and not on bi-directional relationships.

MetaDepth [18, 20] is a meta-modelling tool that incorporates deep instan-
tiation. The practical experiences with MetaDepth [19] fit well with our own
findings. They also recognized the need to relate objects at different meta-levels
and do so by deep references. However, this novel modeling construct is not

http://conceptbase.cc/ddi
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elaborated in detailed and only described informally. Further, deep references in
MetaDepth are uni-directional instead of bi-directional relationships as known
from the E/R model or from associations in the UML, consequently they only
carry a range referential integrity constraint but no domain constraint.

M-Objects and M-Relationships [22] achieve deep characterization by a hier-
archy of named concretization (instantiation) levels. Different to DDI, with m-
relationships it is not possible to separately refine domain or range constraints
and they do not come with an implementation that allows for automatic consis-
tency checking. A comparison with different techniques for deep characterization,
then called ‘multi-level abstraction’, is given in [23].

This paper contributes to the state of the art in deep characterization by pro-
viding a simple, formal representation and associated consistency axioms that
cover (i) DDI with instantiation and specialization, (ii) domain or range redefi-
nition of DDI relationships as it is known for UML associations, (iii) DDI model
restrictions that on the one hand lift the requirement of global stratification
through strict-meta modelling but on the other hand ensure local stratification
(as explained in Sect. 2), and (iv) associated consistency checks for instantia-
tion and specializaton with multiple dominating domain- or range constraints.
This paper further contributes to the debate [7] about the ontological adequacy
of deep instantiation by clearly differentiating (see Sect. 2) between the multi-
faceted instantiation-of relationship between DDI objects at different instantia-
tion levels and the instance-of relationship between an object and its class.

6 Conclusion

We have introduced the semantic modeling primitive DDI along a small running
example, integrating different applications, a mobile phone catalog and associated
inventories for different phone models. We have demonstrated that DDI allows for
a concise representation of integrity constraints without need to take recourse to
sophisticated constraint annotations. We currently work on extending the DDI
approach to specialization of relationships as shortly exemplified in Sect. 3 and
on introducing cardinality constraints at multiple instantiation levels.
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Abstract. Forward Engineering advocates for code to be generated dy-
namically through model-to-text transformations that target a specific
platform. In this setting, platform evolution can leave the transforma-
tion, and hence the generated code, outdated. This issue is exacerbated
by the perpetual beta phenomenon in Web 2.0 platforms where contin-
uous delta releases are a common practice. Here, manual co-evolution
becomes cumbersome. This paper looks at how to automate —fully or in
part—the synchronization process between the platform and the trans-
formation. To this end, the transformation process is split in two parts:
the stable part is coded as a MOFScript transformation whereas the
unstable side is isolated through an adapter that is implicitly called by
the transformation at generation time. In this way, platform upgrades
impact the adapter but leave the transformation untouched. The work
focuses on DB schema evolution, and takes MediaWiki as a vivid case
study. A first case study results in the upfront cost of using the adapter
paying off after three releases MediaWiki upgrades.

1 Introduction

The changing nature of DB schemas has been a constant concern since the
inception of DBs. Software consuming data is dependent upon the structures
keeping this data, i.e. the DB schema. Such software might refer to relational
views [5], data mappings (i.e. describing how data instances of one schema corre-
spond to data instances of another) [15] or application code [4]. But, what if this
software is not directly coded but generated? The popularity of Model-Driven
Forward Engineering (FE) is making code generation go mainstream. Key gears
of this infrastructure are Model-to-Text (M2T) transformations as supported
by Acceleo12. M2T transformations (hereafter referred to as just “transforma-
tions”) obtain “the text” (i.e. the software code akin to a target platform) from
a model, i.e. an abstract representation of the solution (a.k.a. Platform Inde-
pendent Model). As any other application, the generated “text” is fragile upon
1 http://www.eclipse.org/acceleo/ or MOFScript.
2 http://modelbased.net/mofscript/
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changes on the underlying platform, i.e. “the text” should co-evolve with the plat-
form. Traditionally, this is achieved at “the text” level [4]. FE opens a different
way: co-evolving not the generated code but the transformation that generates
this code. This is the research question we tackle, i.e. how changes in the DB
schema can be propagated to the transformation.

We turn the issue of keeping the application and the DB schema in sync,
into one of maintaining the consistency between the code generators (i.e. the
transformation) and the DB schema. Despite the increasing importance of FE,
this issue has been mostly overlooked. This might be due to understanding that
traditional co-evolution techniques can be re-used for transformations as well.
After all, transformations are just another kind of applications. However, existing
strategies for application co-evolution assume that either the generated SQL
script is static or the trace for DB changes is known (and hence, can later be
replicated in the application) [4]. However, these premises might not hold in our
scenario. Rationales follow:

– transformations do not specify but construct SQL scripts. The SQL script
is dynamically generated once references to the input model are resolved.
This specificity of transformations makes it necessary to do the adaptation
dynamically after the transformation engine has resolved the references but
before it prints the result to the output file. As a result, solutions proposed
for "static" scenarios are hardly applicable in this context.

– the trace for DB changes might be unknown. The DB schema and the trans-
formation might belong to different organizations (i.e. there exist an exter-
nal dependency from the transformation to the schema). This rules out the
possibility of tracking schema upgrades to be later replicated into the trans-
formation. External dependencies are increasingly common with the advent
of the Web 2.0, and the promotion of open APIs and open-source platforms
such as Content Management Systems (e.g. Alfresco), Wiki engines (e.g.
MediaWiki) or Blog engines (e.g. WordPress). Here, the application (i.e. the
portal, the wiki or the blog) is developed on top of a DB schema that is
provided by a third party (e.g. the Wikimedia foundation).

We had to face the aforementioned scenarios ourselves when implementing Wiki-
Whirl [10], a Domain-Specific Language (DSL) built on top of MediaWiki. Wiki-
Whirl is interpreted, i.e. a WikiWhirl model (an expression described along the
WikiWhirl syntax) delivers an SQL script that is enacted. The matter is that
this SQL script goes along the MediaWiki DB schema. If this schema changes,
the script might break apart. Since MediaWiki is part of the Wikimedia Foun-
dation, we do not have control upon what and when MediaWiki releases are
delivered. And release frequency can be large (the perpetual-beta effect) which
introduces a heavy maintenance burden upon WikiWhirl. This paper describes
how we faced this issue by applying the adapter pattern to transformations. That
is, data manipulation requests (i.e. insert, delete, update, select) are re-directed
to the adapter during the transformation. The adapter outputs the code accord-
ing to the latest schema release. In this way, the main source of instability (i.e.
schema upgrades) is isolated in the adapter. The paper describes the adapter



520 J. García, O. Díaz, and J. Cabot

architecture, a case study and a cost analysis to characterize the settings that
can benefit from this approach. We start by framing our work within the litera-
ture in DB schema evolution.

2 Related Work

This section frames our work within the abundant literature in DB schema evo-
lution. The aim is not to provide an exhaustive list but just some representative
examples that serve to set the design space (for a recent review refer to [5]). For
our purposes, papers on schema co-evolution can be classified along two dimen-
sions: the target artifact to be co-evolved, and the approach selected to do so.
As for the former dimension, the target artifact includes data and applications.
As for data, upgrading the schema certainly forces to ripple those changes to
the corresponding data (e.g. tuples). The strategy used in [7] is for designers
to express schema mappings in terms of queries, and then use these queries to
evolve the data between the DB schemas. On the other hand, applications con-
suming data are dependent upon the structures keeping this data. Applications
might include DB views [5], data mappings [15] or application code [4]. Our work
focuses on a specific kind of applications: transformations.

The second dimension tackles the mechanisms used to approach the aforemen-
tioned co-evolution scenarios. First, Application Programming Interfaces
(APIs). This technique allows programs to interface with the DB through an
external conceptual view (i.e. the API) instead of a logical view (i.e. the SQL
data-manipulation language over the DB schema). This technique is investi-
gated in [3] where they introduce an API which aims at providing application
programs with a conceptual view of the relational DB. The second technique
is the use of rewriting methods. Here, the approach is to replace sub-terms
of a formula with other terms. In our setting, this formula can stand for a DB
view or data mapping expression (a.k.a. Disjunctive Embedded Dependencies).
A rewriting algorithm reformulates a query/mapping upon an old schema into
an equivalent query/mapping on the new schema. An example is described in
[5]. Next, DB views are also used to support co-evolution. Views ensure logical
data independence whereby the addition or removal of new entities, attributes,
or relationships to the conceptual schema should be possible without having to
rewrite existing application programs. Unfortunately, solutions based on views
cannot support the full range of schema changes [11]. Finally, wrappers enclose
artifacts to keep the whole ecosystem functioning. Upon upgrades on the DB
schema, the artifact to be wrapped can be either the schema itself or the legacy
applications. The first approach is illustrated by [4] where the new schema is
encapsulated through an API. The wrapper converts all DB requests issued by
the legacy application into requests compliant with the new schema. Alterna-
tively, wrappers can be used to encapsulate the legacy applications. In this case,
wrappers act as mediators between the application requests and the DB system.
Wrappers for reusing legacy software components are discussed in [12] and [13].
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Fig. 1. Artifacts involved in unidirectional
co-evolution. R denotes the consistency re-
lationship. (Adapted from [1]).

Our approach can be character-
ized as being wrapper based. Since
the DB schema is beyond our grasp,
the wrapper necessarily sits upon the
legacy application. However and un-
like previous studies, we do not wrap
the application itself but the gener-
ator (i.e. the transformation) so that
the resultant application (i.e. the SQL
script) is already tuned to the new
DB schema. By working at a higher
level (i.e. the transformation), we fac-
tor out the adaptation strategy to
account for the set of applications

handled by the transformation. Figure 1 depicts the main artifacts involved:
DBSrelational is the original DB schema; TM2T is the original legacy application
(i.e., the version of the transformation that co-existed with the original DB);
DBS’relational is the new DB schema; T’M2T is the new target artifact; UΔrelation
is the update applied to the original source3; YΔM2T is the target update re-
sulting from the coevolution.

UΔrelation can be obtained by recording the changes upon DBSrelational while
the user edits it [4]. However, in our setting this is not always possible since
the schema belongs to a third party. Alternatively, an update can be computed
using a homogeneous artifact comparison operator, which takes an original ver-
sion of an artifact and its new version, and returns an update connecting the
two. This is our approach. Now, we could obtain transformation update (i.e.
YΔM2T) out of UΔrelation. We propose transformations to be engineered for
evolution. Therefore, a transformation is conceived as a pair (S,N) where S de-
notes the stable part, and N stands for the no-stable part. The no-stable part is
supported through an adapter. Therefore, YΔM2T denotes the update to be con-
ducted in the adapter. Therefore, this work presents an architecture to compute
adapter updates (i.e. YΔM2T) out of differences between DB schema models
(i.e. UΔrelation). Our vision is for the adapter to be domain-agnostic, and hence,
reusable in other domains. We envisage transformation adapters to play a role
similar to DBMS drivers. A DBMS driver shelters applications from the hetero-
geneity of DBMS. The driver translates the application’s data queries into com-
mands that the DBMS understands. Likewise, a transformation adapter seeks
to isolate the transformation from changes in the DB schema. As long as these
changes are domain agnostic (e.g. the way to face attribute rename is domain
independent) then, the adapter can be re-used by the community. Our solution is
available in www.onekin.org/downloads/public/Batch_MofscriptAdaptation.rar

3 An update is a function that takes an artifact as input, and returns the updated
artifact as output, e.g. DBS´ relational = UΔrelational (DBSrelational).
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3 Case Study

This section outlines the WikiWhirl project [9] and the challenges posed by its ex-
ternal dependency with the MediaWiki DB schema. Wikis are main exponents of
collaborative editing where users join forces towards a common goal (e.g. writing
an article about a topic). It comes as no surprise that wikis promote an article-
based view as opposed to a holistic view of the wiki content. As a result, APIs and
GUIs of wiki engines favor operations upon single articles (e.g. editing and dis-
cussing the article’s content) while overlooking operations on the wiki as a whole
(e.g. rendering the wiki’s structure or acting upon this structure by splitting, merg-
ing or re-categorizing articles). To amend this, WikiWhirl abstracts wiki structure
in terms of mindmaps, where refactoring operations (WikiWhirl expressions) are
expressed as reshapes of mindmaps. Since wikis end up being supported as DBs,
WikiWhirl expressions are transformed into SQL scripts. Figure 2 shows a snippet
of a WikiWhirl transformation: a sequence of SQL statements with interspersed
dynamic parts that query the input model (i.e. the WikiWhirl expression). These
statements built upon the DB schema of MediaWiki, and in so doing, create an
external dependency of WikiWhirl w.r.t. MediaWiki. In a 4½ year period, the Me-
diaWiki DB had 171 schema versions [6]. According to [6], the number of tables
has increased from 17 to 34 (100% increase), and the number of columns from 100
to 242 (142%). This begs the question of how to make WikiWhirl coevolve with the
MediaWiki upgrades. Table 1 compares four options in terms of the involvement
(i.e. time and focus) and the required technical skills.

Fig. 2. A WikiWhirl transformation snippet. The transformation constructs the SQL
statements dynamically from the input model, i.e. the WikiWhirl expression (e.g. cat-
egortyTitle in line 10, pageTitle in line 15, etc)

Option 1: Manually Changing the Generated Code. The designer detects
that the new release impacts the generated code, and manually updates this code.
This approach is discouraged in Forward Engineering outside the protected areas,
since subsequent regenerations can override the manual changes. On the upside,
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Table 1. Alternatives to manage platform evolution

Approach Involvement Skills Infrastructure skills
manually changing the

generated code
High SQL default

manually changing the
transformation

High SQL,
MOFScript

default

automatically changing
the transformation

Low SQL, ATL ATL Injectors, ATL
metamodel, SQL schema

Injectors, Model
differentiation

automatically adapting
the transformation

Low SQL SQL schema Injectors,
Model differentiation

this approach acts directly on the generated code, so only SQL skills are required
to accomplish the change.

Option 2: Manually Changing the Transformation. For sporadic and
small transformations, this might be the most realistic option. However, frequent
platform releases and/or SQL-intensive transformations make this manual ap-
proach too cumbersome and error-prone to be conducted in a regular basis. The
user needs to know both the platform language (e.g. SQL) and the transforma-
tion language (e.g. MOFScript). No additional infrastructure is introduced.

Option 3: Automatically Changing the Transformation. The idea is to in-
ject the transformation into a model and next, use a Higher-Order Transformation
(HOT) [14] to upgrade it. HOTs are used to cater for transformation variability in
Software Product Lines [8]. Variability is sought to generate code for different plat-
forms, different QoS requirements, language variations, or target frameworks. The
approach is to define “aspects” (i.e. variability realizations) as higher-order trans-
formations, i.e. a transformation whose subject matter is another transformation.
Using aspect terminology, the pointcuts denote places in a transformation that
may be modified by the high-order transformation (HOT). Advices modify base
transformations through additional transformation code to be inserted before, af-
ter, or to replace existing code. Likewise, we could rephrase schema co-evolution as
a “variability-in-time” issue, and use HOTs to isolate schema upgrades. Unfortu-
nately, the use of HOTs requires of additional infrastructure: (1) a metamodel for
the transformation language at hand, and (2) the appropriate injector/extractor
to map from the MOFScript code to the MOFScript model, and vice versa. The
availability of these tools is not always guarantee. For instance, MOFScript has
both an injector and an extractor. However, Acceleo lacks the extractor. Another
drawback is generality. It could be possible to develop a HOT for the specific case of
WikiWhirl. But we aim at the solution to be domain-agnostic, i.e. applicable to no
matter the domain meta-model. Unfortunately, HOTs find difficulties in resolving
references to the base transformation’s input model where its metamodel is un-
known at compile time (i.e. where the HOTs is enacted). Moreover, this approach
requires additional infrastructure: (1) SQL schema injectors that obtain a model
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out of the textual description of the DB schema and (2), a model differentiation
tool that spots the differences among two schema models. This infrastructure is
domain-independent.

Option 4: Automatically Adapting the Transformation. The transforma-
tion is engineered for change, i.e. variable concerns (i.e SQL scripts) are moved
outside the transformation into the adapter. The user does not need to look
at the transformation (which is kept unchanged) but at the generated code.
SQL skills are sufficient. At runtime, the transformation invokes the adapter in-
stead of directly generating the DB code (i.e. the SQL script). This brings two
important advantages. First, and unlike the HOT option, the issue of resolving
references to the base transformation’s input model, does not exist, as references
are resolved at runtime by the transformation itself. Second, this solution does
not require the model representation of the transformation (i.e. injectors for the
transformation are not needed). On the other side, this approach requires, as
option 3, SQL schema injectors and a model differentiation tool.

Fig. 3. A generic co-evolution process, exemplified for the WikiWhirl case study

Figure 3 outlines the different steps of our proposal. First, DB schemas (i.e.
New schema, Old Schema) are injected as Ecore artifacts (step 1); next, the
schema difference is computed (i.e. Difference model) (step 2); finally, this
schema difference feeds the adapter used by the transformation (i.e. MOFScript
program). MOFScript is a template-based code generator that uses print state-
ments to generate code and language instructions to retrieve model elements. Our
approach mainly consists of replacing the print statements with invocations to
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Fig. 4. Injection: from catalog tuples (those keeping the DB schema) to the Difference
model
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the adapter (e.g. printSQL). On the invocation, the adapter checks whether the
<SQL statement> acts upon a table that is being subject to change. If so, the
adapter returns a piece of SQL code compliant with the new DB schema.

4 Change Detection

Upgrades on the MediaWiki’s DB schema are well documented 4. Developers can
directly access this documentation to spot the changes. Gearing towards autom-
atization, these changes can also be ascertained by installing the new release,
and comparing the old DB schema and the new DB schema (see Figure 4). The
process starts by a notification of a new MediaWiki release (e.g. version 1.19).
The developer obtains the model for the new schema (wikidb119 ) as well as the
model of the schema used in the current release of WikiWhirl (wikidb116 ) using
some schema injector (e.g. Schemol). Next, schema differences are computed as
model differences (e.g. using EMFCompare). The output is the Difference model.

The Difference model is described as a sequence of DB operators. Curino
et al. proved that a set of eleven Schema Modification Operators (SMO) can
completely describe a complex schema evolution scenario. Table 2 indicates the
frequency of these change for the MediaWiki case, elaborated from [6]. Fortu-
nately, most frequent changes (e.g. ’create table’, ’add column’, ’drop column’ or
’rename column’) can be identified from schema differences. Complex changes
(e.g. ’distribute table’ or ’merge table’) cannot be automatically detected and
therefore are not included in the table. This kind of changes tend to be scarce.
For MediaWiki, ’distribute table’ never occurred while ’merge table’ accounts for
1,5% of the total changes.

Table 2. Schema Modification Operators and their adaptation action counterparts

SMO % of
usage

Change
type

Adaptation

Create table 8.9 NBC New comment in the transformation on the
existence of this table in the new version

Drop table 3.3 BRC Delete statement associated to the table
Rename table 1.1 BRC Update name
Copy table 2.2 NBC (None)
Add column 38.7 NBC/

BRC
For insert statements: if the attribute is Not

Null, add the new column in the statement with
a default value (from the DB if there is available

or according to the type if there is not)
Drop column 26.4 BRC Delete the column and value in the statement

Rename column 16 BRC Update name
Copy column 0.4 BRC Like add column case
Move column 1.5 BRC Like drop column + add column cases

4 http://www.mediawiki.org/wiki/Manual:Database_layout
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5 Change Propagation

Schema changes need to be propagated to the generated code through the trans-
formation. The transformation delegates to the adapter how the SQL command
ends up being supported in the current DB schema. That is, MOFScript’s print
is turned into the adapter’s printSQL (e.g. “printSQL (<SQL statement>)”).
On invocation, the adapter checks whether the SQL statement acts upon a table
that is subject to change (i.e. appears in the Difference model). If so, the adapter
proposes an adaptation action to restore the consistency. This adaptation action
depends on the kind of change. Similar to other co-transformation approaches
(e.g. [2]), changes are classified as (i) Non Breaking Changes (NBC), i.e., changes
that do not affect the transformation; Breaking and Resolvable Changes (BRC),
i.e., changes after which the transformations can be automatically co-evolved;
and Breaking and Unresolvable Changes (BUC), i.e., changes that require hu-
man intervention to co-evolve the transformation. Based on this classification,
different contingency actions are undertaken: no action for NBC, automatic co-
evolution for BRC, and assisting the user for BUC. Table 2 describes this typol-
ogy for DB changes, the usage percentage of each change for MediaWiki [6], and
the adaptation counterpart.

Fig. 5. The adapter. A printSQL function that handles the “remove column” case.

Implementation wise, the adapter has two inputs: the Difference model and
the model for the new schema (to obtain the full description of new attributes,
if applicable). The ZQL open-source SQL parser was used5 to parse SQL state-
ments to Java structures. This parser was extended to account for adaptation
functions to modify the statements (e.g. removeColumn) and support functions
(e.g. getTableName). Figure 5 provides a glimpse of the adapter for the case
“remove column”. It starts by iterating over the changes reported in the Dif-
ference model (line 5). Next, it checks (line 6) that the deleted column’s table
corresponds with the table name of the statement (retrieved in lines 3-4). Then,
all, the statement, the table name and the removed column are added to a list of
parameters (lines 7-10). Finally, the adapter outputs an SQL statement without

5 http://zql.sourceforge.net/
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Fig. 6. MediaWiki 1.16 generated script versus MediaWiki 1.19 generated script. Since
the MOFScript code keeps constant, differences are due to the adapter. The adapter
also intermingles comments (#) to ease user inspection.

the removed column, using a function with the list of parameters that modifies
the expression (lines 12-13). The adaptation process is enacted for each SQLprint
statement, regardless of whether the very same statement has been previously
processed or not. Though this penalizes efficiency, the frequency and the time
at which this process is conducted make efficiency a minor concern.

Back to our sample case, the SQL script in Figure 6 is the result of enacting
the generation process with wikidiff_v16v19 as the Difference model. Once ref-
erences to the variables and the model elements have been resolved, MOFScript’s
printSQL statements invoke the adapter. The adapter checks whether either the
tables or the attributes of the printSQL statement are affected by the upgrade
(as reflected in the Difference model) and applies the appropriate adaptation
(see table Table 2). Specifically, the Difference model wikidiff_v16v19 reports:

1. the introduction of three new attributes in the categorylinks table, namely,
cl_type, cl_sortkey_prefix and cl_collation. Accordingly, the adapter gen-
erates SQL insert/update statements where new attributes which are ’Not
Null’ are initialized with their default values (lines 1-4 below);

2. the deletion of tables math and trackback. This causes the affected printSQL
statements to output nothing (i.e. the old output is left as a comment) (lines
5-7 below);

3. the deletion of attribute user_options in the user table. Consequently, the
affected printSQL statements, output the SQL but removing the affected
attributes (lines 14-18 below). In addition, a comment is introduced to note
this fact (lines 8-13 below).
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6 Assessment

Table 3. Co-evolving WikiWhirl from MediaWiki 1.16 to MediaWiki 1.19. Effort
estimated in terms of the number of MOFScript instructions affected.

Version #Add
column

#Impacts
on

WikiWhirl

#Drop
column

#Impacts
on

WikiWhirl
1.17 1 3 0 0
1.18 0 0 1 1
1.19 2 11 1 0

Fig. 7. Accumulative costs of keeping WikiWhirl and Medi-
aWiki in sync. Comparison of the manual (continuous line)
and the assisted approach (dotted line).

The net value of
an adapter is given
by the cost savings
that occur to ac-
commodate each DB
release minus the de-
velopment cost of the
adapter. These sav-
ings are expected from
Breaking and Resolv-
able Changes (BRC)
since (1) they are
amenable to be auto-
mated, and (2) they
account for the ma-
jority of the change.
Next paragraphs pro-
vide some figures for
BRCs, comparing the

manual vs the adapter-based approach. To this end, we conducted an assessment
on the cost of migrating a WikiWhirl ’s MOFScript transformation from version
1.16 to version 1.17 of the MediaWiki DB schema. Table 3 provides some figures
of the schema changes and their impact. The experiment was conducted by 8
PhD students who were familiarized with SQL, MOFScript and Ant 6 (4 for the
manual and 4 for the assisted).

Manual Propagation

Subjects conducted two tasks: (1) identifying changes between the two versions
from the documentation available in the MediaWiki web pages, and (2), adapting
manually the transformation. The following equation resumes the main costs:
6 http://ant.apache.org/
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Manual Cost = D + P * #Impacts

being D : the time estimated for detecting whether the new MediaWiki release
impacts the transformation, P : the time needed to Propagate a single change to
the MOFScript code, and #Impacts: the number of instructions in the transfor-
mation Impacted by the upgrade.

The Experiment. D very much depends on the documentation available. For
MediaWiki, designers should check the website7, navigate through the hyper-
links, and collect those changes that might impact the code. The experiment
outputted an average of 38’ for DMediaWiki, which is not very high due to the
subjects being already familiarized with the MediaWiki schema. Next, the de-
signer peers at the code, updates it, and checks the generated code. Subjects
were asked to provide a default value for the newly introduced columns. On av-
erage, this accounts for 4’ for a single update (i.e. PBRC = 4’). Since the 1.17
upgrade impacted 3 MOFScript instructions, this leads to a total cost of 50’ (i.e.
38 + 4*3). The execution time is considered negligible in both the manual and
the assisted options since it is in the order of seconds.

Assisted Propagation

Subjects conducted two tasks: (1) configuration of the batch that launches the
assisted adaptation, and (2), verification of the generated SQL script. The batch
refers to a macro that installs the new DB release, injects the old schema and
new schema, obtains the difference model, and finally, executes the adapter-aware
MOFScript code. This macro is coded in Ant and some shell script commands.
Running this macro outputs a MOFScript snippet along the lines of the new
DB schema. Designers should look at this upgraded code since some manual
intervention might still be needed. For instance, the introduction of new columns
might also involve the assignment of a value that might not coincide by the one
assigned by the adapter. Likewise, column deletion, though not impacting the
transformation as such, might spot some need for the data in the removed column
to be moved somewhere else. Worth noticing, the designer no longer consults the
documentation but relies on the macro to spot the changes in the MOFScript.
We assume, the comments generated by the adapter are expressive enough for
the designer to understand the change (Figure 6). On this basis, the designer
has to verify the proposed adaptation is correct, and amend it, if appropriate.
The following equation resumes the main costs:

Assisted Cost = C + V * #Impacts

being C : the time needed to Configure the batch; V : the time needed to Verify
that a single automatically adapted instruction is correct and to alter it, if
applicable.

The Experiment. It took an average of 5’ for the subjects to configure the
macro (mainly, file paths) to the new DBMS release. As for V, it took an average
7 http://www.mediawiki.org/wiki/Manual:Database_layout
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of 6’ for users to check the MOFScript code. Therefore, the assisted cost goes
up to 11’.

Similar studies where conducted for other MediaWiki versions. Figure 7 de-
picts the accumulative costs of keeping WikiWhirl and MediaWiki in sync. Actu-
ally, till version 1.16 all upgrades were handled manually. Ever since, we resort to
the macro to spot the changes directly on the generated MOFScript code. Does
the effort payoff? Figure 7 shows the breakeven. It should be noted that subjects
were already familiarized with the supporting technologies. This might not be
the case in other settings. Skill wise, the manual approach is more demanding on
MOFScript expertise while it does not require Ant knowledge. Alternatively, the
assisted approach requires some knowledge about Ant but users limit themselves
to peer at rather than to program MOFScript transformations.

The cost reduction rests on the existence of an infrastructure, namely, the
adapter and the macro. The adapter is domain-agnostic, and hence, can be
reused in other domains. On these grounds, we do not consider the adapter as
part of the development effort of the WikiWhirl project in the same way that
DBMS drivers are not included as part of the cost of application development.
However, there is a cost of familiarizing with the tool, that includes the con-
figuration of the batch macro (e.g. DB settings, file paths and the like). We
estimated this accounts for 120’ (reflected as the upfront investment for the as-
sisted approach in Figure 7). On these grounds, the breakeven is reached after
the third release.

7 Conclusions and Future Work

The original contribution of this paper is to address, for a specific case study, the
issue of transformation co-evolution upon DB schema upgrades. The suitability
of the approach boils down to two main factors: the DB schema stability and the
transformation coupling (i.e. the number of SQL instructions in the MOFScript
code). If the DB schema stability is low (i.e. large number of releases) and the
transformation coupling is high, the cost of keeping the transformation in sync,
increases sharply. In this scenario, we advocate for a preventive approach where
the transformation is engineered for schema stability: MOFScript’s ’print’ is
substituted by the adapter’s ’printSQL’. The adapter, using general recovery
strategies, turns SQL statements based on the old schema into SQL statements
based on the new schema.

That said, this approach presupposes that the impact of DB schema changes
are confined to the SQL statements without affecting the logic of the transfor-
mation itself. In our experience, this tends to be the case for medium-size up-
grades. However, substantial changes in the DB schema might require changing
the transformation logic. This is certainly outside the scope of the adapter. Next
follow-on includes to generalize this approach to other settings where schema
evolution is also an issue such as ontologies or XML schemas.
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Abstract. Process Mining techniques have been gaining attention, es-
pecially as concerns the discovery of predictive process models. Tradi-
tionally focused on workflows, they usually assume that process tasks
are clearly specified, and referred to in the logs. This limits however
their application to many real-life BPM environments (e.g. issue track-
ing systems) where the traced events do not match any predefined task,
but yet keep lots of context data. In order to make the usage of predictive
process mining to such logs more effective and easier, we devise a new ap-
proach, combining the discovery of different execution scenarios with the
automatic abstraction of log events. The approach has been integrated
in a prototype system, supporting the discovery, evaluation and reuse of
predictive process models. Tests on real-life data show that the approach
achieves compelling prediction accuracy w.r.t. state-of-the-art methods,
and finds interesting activities’ and process variants’ descriptions.

Keywords: Business Process Analysis, Data Mining, Prediction.

1 Introduction

Process Mining techniques aim at extracting useful information from historical
process logs, possibly in the form of descriptive or predictive process models,
which can support the analysis, design, and improvement of business processes.
An emerging research stream [1,9,4] concerns the induction of models for pre-
dicting a given performance measure for new cases at run time.

Originally focused on workflow systems, Process Mining research has been
moving towards less structured processes, possibly featuring a wide variety of
behaviors and many low-level tasks. This calls for enhancing classical approaches
with the capability to capture diverse execution scenarios (a.k.a. “process vari-
ants”), and to map log events to high-level activity concepts [3], in order to
prevent the construction of useless models giving a cumbersome and undergen-
eralized view of process behavior.

The need of providing expressive process views is also witnessed by the prolif-
eration of works on activity abstraction [12,11,7] and on log clustering [14,9,4],
as well as by recent efforts to model different process variants and their link to
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Fig. 1. A simplified Incident Management scenario: unknown high-level tasks (top),
low-level event log (bottom), and data-driven event classes (middle)

environmental factors [13]. Some works also tried to combine trace clustering and
activity abstraction, in order to build expressive process models, with different
process variants represented via high-level tasks (or sub-processes, at different
levels of aggregation/abstraction) [10,8,6].

Unfortunately, most of these methods assume that the log events are mapped
to well defined process tasks, which is not true in many real-life collaborative
work environments (such as issue tracking systems, or transaction systems),
where lots of data are yet stored (in the form of event/case attributes) that
might well help model/predict system behaviour.

Example 1. As an example scenario, consider the simplified version of the ITIL’s
“Incident Management” process (inspired to [3]) at the top of Figure 1. Assume
that none of the high-level process tasks appear in the execution traces (like those
at the bottom of the figure), where each event just stores low-level information as
a triple 〈op, org, role〉. Specifically, attribute op, which encodes rather generically
the operation performed, can take one of the following values: A (allocating the
incident to someone), C (classifying the incident), D (describing the incident
or its solution), CI (associating the incident with a configuration item) and
CL (closing the incident). Attribute org tells which organizational entity the
executor belongs to: 1L (early intervention) and 2L (second level team). Finally,
the stored executor role can be either O (operator) or T (technician). �

In the log of lowly structured processes, like those above, none of the event
attributes fully capture the semantics of all performed actions. In such a case,
abstracting each event as a fixed combination of multiple attributes is likely to
yield overfitting models, seeing as a very high number of distinct state/activity
representations may be produced, most of which just cover a bunch of log events.
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Conversely, simple event abstraction strategies (consisting in replacing each log
event with the associated task or executor or them both) tend to be adopted in
the area of predictive process mining, where the combination of model induction
and automated activity abstraction has not been investigated so far.

Contribution To overcome the above limitations, we state the prediction of pro-
cess performances as the search for an enhanced kind of performance model,
consisting of three components: (a) an event classification function, for abstract-
ing each low-level event into an event class, regarded as a distinct activity type
(rather than as a subprocess or macro-activity, as in [12,11,7]); (b) a trace clas-
sification function, for discriminating among different process variants, based on
case data; and (c) a collection of state-aware predictors, each associated with
one process variant. The event classification function is meant to partition all
(low-level) log events into clusters, like those in the middle layer of Figure 1, each
associated with a classification rule (over event attributes). Analogous rules (over
case attributes) can be found to partition all process traces into execution classes.
Such a model supports the forecast of the analyzed performance measure on an
ongoing process case τ via three logical steps: (i) each τ ’s event is abstracted by
the event classification function; (ii) the obtained abstract trace is assigned to a
process variant through the trace classification function and (iii) the predictor
of the selected variant is eventually used to predict the performance of τ .

A discovery algorithm is presented in the paper for inducing both classification
functions by way of a co-clustering scheme (extending the logics-based framework
of predictive clustering [5]), prior to building a local predictor for each trace
cluster. Besides enjoying compelling prediction accuracy (w.r.t. current methods,
combined with usual log abstractions), in real-life application cases the approach
managed to recognize relevant activity patterns at the right abstraction level.
Moreover, the descriptive nature of the discovered classification rules (expressed
in terms of event/trace data) can help comprehend process behaviors, and how
its performances depend on both context factors and activity patterns.

Organization. The rest of the paper is structured as follows. After introducing
some preliminary concepts in Section 2, we present, in Section 3, our solution
approach and a prototype system implementing it. An empirical analysis on
two real-life case studies is then discussed in Section 4, before drawing some
concluding remarks and future work directions.

2 Preliminaries

Let us denote by E and T the universes of all possible events and (both fully un-
folded and partial) traces, respectively, for the process under analysis – as usual,
we assume that a trace is recorded for each process instance (a.k.a “case”), en-
coding the sequence of events happened during its enactment. For our purposes,
an event e ∈ E is regarded as a tuple storing a case identifier and a timestamp,
denoted by case(e) and time(e), as well as a vector prop(e) of data properties,
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in some given space of event attributes. For example, in structured process man-
agement settings (like those handled by WfMSs), any event keeps information
on both the task performed and the executor. However, as discussed above, this
does not happen in many flexible BPM environments (e.g., issue/project man-
agement systems), where the tasks are not precisely conceptualized, or they just
represent generic operations (e.g., update a document or exchange a message).

For each trace τ ∈ T , let τ [i] be the i-th event of τ , and let τ(i] ∈ T be
the prefix trace consisting of its first i events, for i = 1 .. len(τ), where len(τ)
is the number of events stored in τ . Moreover, let prop(τ) be a vector of data
properties associated with any trace τ ∈ T , possibly including “environmental”
variables characterizing the state of the BPM system (as proposed in [9]).

A log L (over T ) is a finite subset of T , while the prefix set of L, denoted
by P(L), is the set of all prefix traces that can be extracted from L. Finally,
events(L) indicates the set of all events stored in (some trace of) L.

Let us denote by λ : T → R the (unknown) performance measure (targeted
by our predictive analysis) that virtually assigns a performance value to any
(possibly partial) trace – for the sake of concreteness, and w.l.o.g., λ is assumed
to range over real numbers. Two examples of such a measure are the remaining
processing time and steps of a trace, i.e. the time and steps, respectively, needed
to complete the respective process enactment.

A (predictive) Process Performance Model (PPM) is a model estimating the
performance value of any process instance, based only on its current trace. Such
a model can be viewed as a function λ̃ : T → R that approximates λ all over
the trace universe — including the prefix traces of unfinished enactments. Dis-
covering such a model is an induction problem, where a given log L is used as a
training set, and the λ is known for each (sub-)trace τ ∈ P(L).

In order to focus on relevant facets of events, current approaches rely all on
some abstraction functions such as those defined below (similarly to [1,9]).

Definition 1 (Event/Trace Abstraction). Let T be a trace universe, and
E be its associated event universe. Let Ê = {ê1, . . . , êk} be a given set of ab-
stract event representations. An event abstraction function E : E → Ê is a
function mapping each event e ∈ E to E(e) ∈ Ê, based on e’s properties.
Moreover, the trace abstraction function absE : T → Nn is defined as fol-
lows: absE(τ) = 〈 count(ê1, τ), . . . , count(êk, τ) 〉, where count(êi, τ) = |{ i ∈
{1, . . . , len(τ)} | E(τ [i]) = êi }|, for any trace τ ∈ T . �
For example, let τ1 be the complete trace associated with the first case (Case 1)
in the log of Figure 1, and let Eop be an event abstraction function that replaces
each event with its first field op. Then, by applying function absEop to the (prefix)
traces τ1(1], τ1(2], τ1(3] and τ1(4], four tuples are obtained, which encode the
multi-sets [A], [A, C], [A, C, CI], and [A2, C, CI], respectively.

More expressive trace abstraction schemes can be defined, as in [1], which take
account for the ordering of events, and possibly discard less recent ones (accord-
ing to a horizon threshold). However, such an issue is not considered in this
work, which mainly aims at studying how a given (even simple) trace abstrac-
tion scheme can be enhanced through ad-hoc event/trace clustering methods.
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Based on such trace abstractions, an annotated finite state machine (“AFSM”)
can be derived as in [1], where each node corresponds to one abstract trace
representation (produced by absE) and stores an estimate for the target measure,
while each transition is labelled with an event abstraction (produced by E).
Alternatively, classic regression methods can be used to extract a PPM from a
propositional encoding of the log, like that in Definition 1.

Basic PPM learning methods were recently hybridized with Predictive Clus-
tering techniques [5], which partition a data set into clusters, while assuming
that all data instances own two kinds of features: target attributes (to be pre-
dicted), and descriptive attributes (used to define logical splits). Specifically, such
a clustering procedure was combined with the AFSM method [9] and standard
regression methods [4], with context data used as descriptive trace attributes.

3 Approach and Implementation

Clearly, the effectiveness of current performance mining approaches strongly de-
pends on the capability of the event abstraction function E to focus on those
properties of log events that are really connected with the behavior (and per-
formances) of the process at hand. Unfortunately, the common solution of ab-
stracting each event into a task’s and/or an executor’s label does not fit the
case of logs storing fine grain records (corresponding to low-level and generic
operations), where none of the event properties is suitable for making an effec-
tive event abstraction. For instance, in the case of Example 1, considering just
the kind of operation performed leads to excessive information loss. Conversely,
defining abstract activities as the mere combination of multiple properties (e.g.,
regarding each distinct triple in Example 1 as an activity) may yield a cumber-
some and ineffective representation of process states (as proven empirically in
our experimentation). On the other hand, many real-life tracing systems keep
lots of context information for each process case, which may be used to build
precise and articulated performance prediction models like those in [9].

In order to fully exploit the variety of (events’ and cases’) data stored in a
process log, we try to build an expressive performance model for the process,
hinging on two interrelated classification models: one allowing to grasp the right
level of abstraction over log events, and the other encoding the business rules
that determine each variant. A precise definition of such a model is given below.

Definition 2 (CCPM). Let L be a log, over an event (resp., trace) universe E
(resp., T ). Then, a Co-Clustering Performance Model (CCPM) for L is a triple of
the form M = 〈CE , CT , Λ〉, where: (i) CE : E → N is a partitioning function over
E; (ii) CT : T → N is a partitioning function over T ; and (iii) Λ = 〈λ1, . . . , λq〉
is a list of PPMs, all using CE as event abstraction function, such that q is the
number of clusters produced by CT , and λi is the model of the i-th cluster, for
i ∈ {1, . . . , q}. The overall prediction function encoded by M (denoted by the
same symbol M , for shortness) is: M(τ) = λj(τ), where j=CT (τ). �
Conceptually, a forecast for any new process instance τ can be made with the
help of such a model, in three steps: (i) an abstract representation of τ is obtained
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Input: A log L (over some trace universe T ) with an associated target measure λ,
max. iterations’ number maxIter ∈ N, min. (relative) loss reduction γ ∈ (0, 1],
max. number maxClE,maxClT ∈ N∪{∞} of (events’, resp. traces’) clusters,
min. cluster coverages σ ∈ (0, 1] (for both events and traces).

Output: A CCPM model for L (fully encoding λ all over T ).
Method: Perform the following steps:

1 set C(0)
T := {L}; C(0)

E := {events(L)}; Err(0) := ∞; k := 0;
2 do
3 k := k+1;

4 EV := VE(L, C(k−1)
T ); // build an e-view for L w.r.t. C(k−1)

T (cf. Def. 4)

5 C(k)
E := minePCM(EV, σ,maxClE) ; // induce a novel event clustering model

6 TV := VT (L, C(k)
E ); // build a t-view for L w.r.t. C(k)

E (cf. Def. 3)

7 C(k)
T := minePCM(TV, σ,maxClT ) ; // induce a novel trace clustering model

8 let Err(k) = Loss(C(k)
E , C(k)

T , L); // estimate current prediction error

9 improved := Err(k−1) − Err(k) ≤ γ(k) ×Err(k−1);
10 while k ≤ maxIter and improved;

11 if improved then CT := C(k)
T ; CE := C(k)

E ;

12 else CT := C(k−1)
T ; CE := C(k−1)

E ;
13 let TC = 〈t̂1, . . . , t̂q〉 be the list of trace clusters produced by CT on P(L);

14 for each t̂i in TC do
15 λi := minePPM(t̂i, CE);
16 end
17 return 〈CE, CT , 〈λ1, . . . , λq〉〉

Fig. 2. Algorithm CCD

in the form of a vector (as specified in Definition 1) that summarizes both its
context data and structure, with each event abstracted into an event class via
CE ; (ii) τ is assigned to a trace cluster (representing a particular execution
scenario for the process) via function CT ; (iii) the predictor of the chosen cluster
is used to make a forecast for τ , by providing it with absCE (τ). The functions
CE and CT , encoding two different classification models (defined over descriptive
attributes), are hence exploited to abstract raw log events into high-level classes,
and to discriminate among different process variants, respectively.

3.1 Solution Algorithm

In principle, one might seek an optimal CCPM for a given log L by trying to
minimize some suitable loss measure (comparing the actual performance of each
trace with the corresponding estimate). By contrast, in order to avoid prohibitive
computation times across such a large search space, we rephrase the discovery
problem into two simpler ones: (1) find a locally optimal pair of classification
functions CE and CT , and (2) derive a collection of cluster-wise PPM predictors.

Our solution approach is summarized in Figure 2 as an algorithm, named
CCD (“Co-Clustering based Discovery”). Since the quality of the trace clustering
model CT strongly depends on the chosen abstraction function CE , and vice versa,
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we regard the first subproblem as a co-clustering one, were an optimal partition
must be found for both traces and events. This problem is approached via an
iterative alternate-optimization scheme, where, at each iteration k, updated ver-

sions of the two partitioning functions are computed, denoted by C(k)
E and C(k)

T ,
until no satisfactory loss reduction (w.r.t. the previous iteration) is achieved.
Notice that, for efficiency reasons, any loss Err(k) is measured by accounting for
the distribution of performances in each “co-cluster” as follows: Loss(CT , CE, L)=∑

τ∈P(L) [λ(τ )−avg({λ(τ ′′) | CT (τ
′′)=CT (τ ) and CE(τ

′′[len(τ ′′)])=CE(τ [len(τ )])})]2.
Each model C(k)

E is induced, via function minePCM, from an “event-oriented”
view (e-view) EV of the input log, which encodes both event data and a series
of performance measurements, computed on current trace clusters. The discov-

ered event clustering C(k)
E is then used, as a novel event abstraction method, to

provide minePCM with a “trace-oriented” view (t-view) TV of the log, in order

to eventually induce an updated trace partitioning C(k)
T . In this way, any novel

trace clustering takes advantage of the most recent definition of event classes,
and vice versa, according to a reinforcement learning scheme. Both kinds of views
are formally defined below.

Definition 3 (T-View). Let L be a log, and CE be a partitioning function
defined over events(L). Then, a t-view for L w.r.t. CE , denoted by VT (L, CE), is
a relation containing, for each trace τ ∈ P(L), a tuple zτ = prop(τ) ⊕ absCE(τ) ⊕
〈λ(τ)〉, where ⊕ stands for tuple concatenation. For any such tuple zτ , prop(τ)
and absCE(τ) are considered as descriptive features, while λ(τ) is the associated
(unidimensional) target. �
Definition 4 (E-View). Let L be a log, CT be a (trace) partitioning func-
tion over P(L), and {t̂1, . . . , t̂q} be the clusters which CT ranges over (with
t̂i = {τ ∈ P(L) | CT (τ) = i} for i ∈ {1 . . . q}). Then, an e-view for L w.r.t.
CT , denoted by VE(L, CT ), is a relation consisting of a tuple ze = prop(e) ⊕
〈val(e, t̂1), . . . , val(e, t̂q)〉 for each e ∈ events(L), where ⊕ still denotes tuple
concatenation, and, for any i ∈ {1, . . . , q}, it is:

val(e, t̂i) =

{
NULL, if � τ ∈ t̂i s.t. prop(τ [len(τ)]) = prop(e);

avg({λ(τ) | τ ∈ t̂i and prop(τ [len(τ)]) = prop(e) }), otherwise.

For any tuple ze, all the fields in prop(e) are regarded as descriptive attributes,
and 〈val(e, t̂1), . . . , val(e, t̂q)〉 as its associated (multidimensional) target. �
Provided with such propositional views, function minePCM is meant to induce a
logics-based partitioning function, by applying some predictive clustering proce-
dure to the given (target and descriptive) data. Details on how this function was
implemented in our prototype system can be found in the following subsection.

Once an (locally) optimal pair of event and trace clusterings has been found,
each cluster predictor λi, for ∈ {1, . . . , n}, is eventually computed by providing
function minePPM with all the traces assigned to the cluster, and with the event
abstraction function CE . To this end, the function converts t̂i in its t-view w.r.t.
CE , prior to applying some suitable regression method to it.
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Fig. 3. Conceptual architecture of the developed prototype system

Notice that the auxiliary parameters of algorithm CCD are meant to give the
analyst some control on both computation times (maxIter, γ) and the com-
plexity of the discovered model (maxClE , maxClT ). However, whatever setting
is used, the algorithm is guaranteed to terminate, since the loss measure must
decrease at each iteration (γ > 0), and the number of event/trace classification
functions is finite. Notably, in a wide series of tests, the computation naturally
finished in a few steps (less than maxIter), by just fixing γ = 0.

3.2 Implementation Issues and Prototype System

Functions minePPM and minePCM The current implementation of minePPM fol-
lows the method proposed in [5] for inducing a PCT (Predictive Clustering Tree),
a logics-based predictive clustering model where the cluster assignment function
is encoded in terms of decision rules (over descriptive attributes). Basically, such
a model is built via a top-down partitioning scheme, where the log is split re-
cursively, while selecting each time a descriptive attribute that locally minimizes
the (weighted) average of the variances of the newly generated clusters — i.e.
the 2-norm distances between the centroid of each new cluster and all instances
in it. To curb the growth of the tree, an F-test based stopping criterion is used,
possibly combined with a user-given upper bound to the total number clusters.

The current implementation of function minePCM just relies applying one of
the two following standard regression methods to a propositional log view like
that in Definition 1): the regression-tree induction algorithm RepTree and the
k-NN procedure IB-k, both available in the popular Weka library [15].

System Prototype. The approach has been integrated into a prototype system,
featuring the conceptual architecture in Figure 3, whose two lower layers leverage
some core functionalities of the Process Mining framework ProM [2].

Basically, the bottommost layer is responsible for storing both historical pro-
cess logs, and the different kinds of views extracted from them, as well as the
different kinds of models composing each discovered CCPM models. All data min-
ing and transformation mechanisms used in our approach are implemented in
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Table 1. Summary features of the two application scenarios (including the associated
event/trace attributes used in the tests)

Scenario #events #cases Event Attributes Trace Attributes Target

Harbor 21484 5336

movType, shift,
area from, area to,
vehicleType,
block from, block to

service in, service out, imo,
line in, line out, size, height,
vessel in, containerType, reefer,
carrierType in, carrierType out,
prevCall, nextCall, outOfGauge,
prevCountry, nextCountry

remaining
time

Bug 8661 2283

assignee, blocks,
component, hardware,
priority, product,
resolution, os,
severity, status

comments, votes, severity, QA,
classification, component, URL,
reporter, keywords, resolution,
product, assignee, priority,
status, hardware, flags

remaining
steps

the Knowledge Discovery layer, which supports the discovery of a new CCPM, in
a interactive and iterative manner, based on the computation scheme of algo-
rithm CCD. In particular, the Predictive Clustering and PPM Learning modules
implement the functions minePCM and minePPM functions, respectively.

All models discovered out of a process log (i.e., traces’ and events’ clustering
models, and the PPM models of each trace cluster) are made available to the
Model Evaluation and Reuse Layer, which, in particular, provides the user with
an easily-readable report, including the error metrics considered in our tests. The
OLAP Gateway module is meant to reorganize historical log data into different
aggregated views, in order to possibly support OLAP-like analyses.

Thanks to its predictive nature, each discovered CCPM can be used to configure
a forecasting service for the process it was discovered for, to estimate (at run time
and step-by-step) the performance outcome of any new instance of the process.
Besides pure performance prediction, the Advanced Monitoring module supports
the anticipated notification of Service Level Agreement (SLA) violations, when-
ever a process instance is estimated to fail a given quality requirement, previously
established for one of the performance measures associated with the process.

4 Experiments

In order to assess the validity our approach, we conducted a series of tests on
the logs of two real process management systems: the operational system of
a maritime hub, and bug-tracking system. For readability purposes, Table 1
summarizes some features of both scenarios, indicated hereinafter as harbor and
bug, respectively. Notice that a few trace attributes (e.g., comments and votes,
in the Bug scenario) are not really known at the very beginning of a case. Clearly,
such properties can be used to dynamically (re-)assign a process case to a trace
cluster only if they have already taken a value. Anyway, as any trace clustering
returned by our approach is ensured to cover the entire universe of traces at any
step of its unfolding, each process instance falls into one of the trace clusters.
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Three variants of the CCD algorithm were studied in our tests, which differ
in the implementation of function minePPM: CCD-RT, using the regression-tree
induction algorithm RepTree [15]; CCD-IBK, based on the IB-k procedure imple-
mented in Weka [15]; and CCD-AVG, where each cluster predictor just returns the
average performance in the cluster — the last method just serves as a baseline
and quantifies co-clustering loss. In all cases, a fixed setting was used for the aux-
iliary parameters:maxIter=20, γ=0, σ=1%, andmaxClE=maxClT=50. Notice
that we bounded the number of event/traces to have handier process models and
speed up the computation, at the cost of low precision loss (at least for CCD-RT
and CCD-IBK), with respect the default setting maxClE=maxClT=∞.

For the sake of comparison, besides using the two base regressors mentioned
above (denoted by RT and IBK) as baselines, we tested the FSM-based method
in [1] (here named AFSM), the CATP algorithm of [9] (which reuses AFSM), and
two variants of the approach in [4], denoted by as AATP-IBK and AATP-RT, using
IBK and RepTree, respectively, as base learners. We remark that all competitors
lack automated mechanisms for abstracting log events (into activity/action enti-
ties), and hence need the application of some a-priori event abstraction function.
Conversely, all of the tested methods but AFSM can take advantage of case data.

Three standard error metrics have been used to evaluate prediction accuracy:
root mean squared error (rmse), mean absolute error (mae), and mean absolute
percentage error (mape). For the sake of significance, all the error results reported
next were computed via 10 fold cross-validation and averaged over 10 trials.
Moreover, a statistical test was applied to check whether the methods performed
really different. Specifically, for each error metrics, we used a paired two-tail
Student’s t -test to compare the outcomes of each method with those of the most
precise one (i.e. the one achieving the lowest average error on that metric), at
two different confidence levels: 95% and 99%. We then considered a method as
almost equivalent to (resp., substantially worse than) the best performer if it did
not differ at the 95% level (resp., it did differ at the 99% level) from the latter.

4.1 Tests on the Harbor Scenario

This scenario pertains the handling of containers in a maritime terminal, where
a series of logistic activities are performed and traced for each container passing
through the harbor. As mentioned in Example 1, each log event stores, by way
of event attributes, different aspects of the logistics (move) actions performed
on a container, including the followings: (i) the source and destination position
it was moved between, in terms of yard’s blocks (block from and block to,
respectively) and areas (area from and area to, respectively) (ii) the kind of
operation performed (movType), ranging over MOVe, DRive to Bring, DRrive

to Get, LOAD, DIScharge, SHuFfle, OUT; (iii) the type of instrument used
(vehicleType), ranging from cranes to straddle-carriers and multi-trailers.

Trace attributes convey instead different properties of the handled container,
ranging from the previous and next ports (prevCall and nextCall), and their
associated countries (prevCountry and nextCountry), to several physical fea-
tures (e.g., size and height). Like in [9], for each container, we also considered,
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Table 2. Prediction results on the harbor scenario: errors made (over remaining times)
by CCD and several competitors. For each metrics, the best outcome is reported in bold
and underlined, while all methods nearly equivalent to the best one, and those neatly
worse than it (according to T-test) are shown in bold and in italics, respectively.

Predictors Error Measures
Approach Methods rmse mae mape (%)

Algorithm CCD (Fig. 2)
CCD-IBK 26.57±8.11 5.39±8.11 15.00±11.34
CCD-RT 25.39±8.38 5.95±0.91 10.17±10.61
CCD-AVG 28.58±11.44 8.27±1.44 38.10±15.86

Competitors with the
given (1-attribute)

event abstraction EA1

AATP-IBK [4] 31.93±12.50 7.04±1.20 63.62±5.65
AATP-RT [4] 29.95±9.67 8.76±1.31 66.32±14.80
AFSM [1] 80.46±11.93 30.74±1.40 279.15±26.72
CATP [9] 31.53±8.33 8.35±0.60 58.26±26.96
IBK [15] 33.66±9.37 7.64±0.89 72.50±9.85
RT [15] 30.28±8.91 8.36±0.77 69.67±8.70

Competitors with the
given (5-attribute)

event abstraction EA2

AATP-IBK [4] 54.38±7.98 16.66±2.00 288.55±44.82
AATP-RT [4] 43.84±8.08 16.58±1.08 144.19±46.31
AFSM [1] 75.31±16.68 25.27±2.77 53.95±20.27
CATP [9] 56.21±11.68 20.25±1.73 85.56±34.64
IBK [15] 54.02±5.97 16.50±1.42 290.54±28.76
RT [15] 43.33±6.04 15.59±0.76 205.06±48.89

as a sort of environmental variables, the hour (resp., week-day, month) when
it arrived, and the total number of containers (“workload”) in the port at that
time. The list of all events’ and traces’ attributes can be found in Table 1.

While our approach doesn’t need any preliminary event abstraction/labelling,
and it can deal with raw (multi-dimensional) event tuples, an event abstraction
criterion must be defined prior to applying any other method. Two different so-
lutions were used to this purpose in our tests: (EA1) abstracting each container-
handling event with just the associated move type (namely, MOV, DRB, etc.); and
(EA2) using the combination of the former five event attributes in Table 1.

Prediction Accuracy Results. Table 2 reports the (average and standard devi-
ation for the) errors made by our methods and the competitors/baseline ones,
when trying to predict the remaining processing time over a sample of 5336 con-
tainers, all exchanged with ports of the Mediterranean sea in the first third of
2006. Clearly, when faced with the challenge of dealing with complex events, ac-
cording to setting S2, all competitors exhibit a neat worsening of results, w.r.t.
the case where they were just made focus on the kinds of moves performed
(setting S1 ). In fact, we verified empirically that this is the best possible single-
attribute event abstraction for the given log — i.e. worse results are obtained
by previous methods when abstracting the events via any other single attribute.
Moreover, all base learners IBK, RT and AFSM seem to improve when embed-
ded in a trace clustering scheme (see AAPT-IB, AAPT-RT and CATP, respectively).
However, the best achievements are clearly obtained by our methods CCD-IBK

and CCD-RT. Besides confirming the ability of our approach to find an effective
abstraction over raw events, these results show its superiority to the two-phase
(i.e. event abstraction, followed by model induction) strategy commonly used in
the field of process mining, often relying on manually defined activities.
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Table 3. Some event clusters (left) and trace clusters (right) returned by running
CCD-RT on the harbor scenario with σ = 0.01, and maxClE = maxClT = 50. Inci-
dentally, in this specific test the algorithm discovered 12 event clusters and 48 trace
clusters. Cluster sizes are expressed as percentages (of all log events/traces).

id condition size

ê1
area to ∈ {C,BFS,SR} ∧
area from ∈ {A-NEW,T,B-NEW,. . .} 12%

ê2
area to ∈ {C,BFS,SR} ∧
area from ∈ {C,CR,A,. . .} 5%

ê3 area to ∈ {CR,BITTE} 17%
ê4 area to ∈ {MTR,T,GT,. . .} 13%

12.7%

ê9

area to ∈ {A-NEW,A,B-NEW,. . .} ∧
movType = MOV ∧
area from ∈ {A-NEW,A,BITTE,. . .}

11%

ê12

area to ∈ {A-NEW,A,B-NEW,. . .} ∧
movType ∈ {OUT,DRG,LOAD,DRB,

DIS,SHF} ∧
area from ∈ {A-NEW,A,BITTE,. . .}

6%

id condition size

t̂20

count(ê1) ≤ 0 ∧ count(ê3) ≤ 0 ∧
count(ê4) ≤ 0 ∧ count(ê9) > 0 ∧
nextCountry ∈ {BG,BE,KR,. . .} ∧
service OUT ∈ {ME3,GBX, . . .}

6%

t̂33

count(ê1) ≤ 0 ∧ count(ê2) ≤ 0 ∧
count(ê3) ≤ 0 ∧ count(ê4) ≤ 0 ∧
count(ê9) ≤ 0 ∧ count(ê12) ≤ 0 ∧
nextCountry ∈ {GE,HR,TN,. . .} ∧
service OUT ∈ {AEC,GAX,. . .} ∧
line OUT ∈ {CPP,CPS,SEN,. . .}

4%

t̂44

count(ê1) ≤ 0 ∧ count(ê3) ≤ 0 ∧
count(ê4) ≤ 0 ∧ count(ê9) ≤ 0 ∧
nextCountry ∈ {GR,ES,AE,. . .} ∧
service OUT ∈ {EEX,BSS, . . .} ∧
line OUT ∈ {MSK,APL,HLL,. . .} ∧
prevCountry ∈ {LB,SY,BE,EG,DZ}

2%

Qualitative Results. Table 3 summarizes some of the classification (i.e. partition-
ing) rules appearing in both clustering functions discovered with our approach
(precisely, with CCD-RT) on the harbor scenario. Notice that these rules are quite
easy to interpret and validate, and provide the analyst with a useful description
of process behavior (besides supporting accurate predictions). In particular, the
event clusters in the table confirm that performance-relevant activity patterns
cannot be captured by just one of the event properties, nor by a fixed combi-
nation of them. Interestingly, indeed, while some event clusters just correspond
to a subset of destination areas, some others also depend on the source area, or
even further on the kind of move performed. On the other hand, the descrip-
tions of trace clusters let us reckon the presence of different execution scenarios,
linked to both context factors (e.g., the country of the previous/next port, or
the line/service planned to bring the container) and to some of the discovered
event clusters (hence playing as high-level activity patterns).

4.2 Tests on the Bug Scenario

As a second testing scenario, we analyzed the Eclipse project’s bug repository,
developed with the Bugzilla bug-tracking system (see http://www.bugzilla.org).

Essentially, each bug in the repository is associated with several fields (here
regarded as trace attributes), which keep information, e.g., on: who reported
the bug (reporter); who it has been allocated to (assignee); the affected
software module (component, product, version, hardware); its severity and
priority levels; its status and resolution. the number of comments written
about the bug (comments). Almost all these fields can be updated as long as
a bug evolves. In particular, the status of a bug can take one of the following
values: unconfirmed, new, assigned, resolved, verified, reopened, and closed.
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Table 4. Prediction results on the bug scenario: errors made (over remaining steps)
by CCD and several competitors. The best result is in bold and underlined, methods
nearly equivalent to the best one are in bold, those neatly worse than it in italics.

Predictors Error Measures
Approach Methods rmse mae mape (%)

Algorithm CCD (Fig. 2)
CCD-IBK 1.369±0.666 0.448±0.111 0.167±0.010
CCD-RT 1.345±0.658 0.496±0.101 0.210±0.008
CCD-AVG 1.440±0.666 0.578±0.118 0.197±0.005

Competitors, provided
with ad-hoc defined

activity labels

AATP-IBK [4] 1.369±0.446 0.472±0.143 0.176±0.020
AATP-RT [4] 1.381±0.723 0.566±0.128 0.767±0.134
AFSM [1] 1.463±0.818 0.590±0.164 0.779±0.035
CATP [9] 1.404±0.839 0.578±0.175 0.684±0.041
IBK [15] 1.392±0.848 0.484±0.164 0.555±0.041
RT [15] 1.499±0.787 0.637±0.154 0.873±0.020

The resolution of a resolved bug can be: fixed, duplicate, works-for-me, in-
valid, or won’t-fix.

As to log events, the history of a bug is kept in Bugzilla as by way of update
records, possibly grouped in “bug activities”, each of which gathers all changes
made within a single access session. In order to let our propositional mining
methods capture “simultaneous” updates, we encoded each bug activity a into
an event having as many attributes as the number of (modifiable) bug fields, such
that each attribute stores either (i) the new value assigned to the corresponding
field, if it was really modified in a, or (ii) null, otherwise.

In order to provide the competitors with abstracted events, we tried different
combinations of bug fields as possible activity labels, and empirically found that
the best solution for them consists in only focusing on the changes made to the
status (and to the resolution field, if modified “contemporaneously”), or to
the assignee. In the former case, the activity label just encoded the new value
assigned, without keeping any information about the person to whom a bug was
(re-)assigned. The resulting abstract events look like the following activity labels:
status:=new, status:=resolved + resolution:=fixed, status:=verified, etc.,
Δassignee (simply indicating a generic change to the assignee field).

Prediction results. The tests were performed on a subset of the bugs created from
January 1st, 2012 to April 1st, 2013, such that they were fixed at least once,
but not opened and closed in the same day. Moreover, we filtered out all events
(i.e. bug activities) that did not refer any of the fields status, resolution,
and assignee. The resulting log consists of 2283 traces, with lengths (i.e. nr.
of events) ranging from 2 to 25. Prediction errors on the bug scenario are re-
ported in Table 4. Despite the fact that it was not provided with any suggestion
on how events should be abstracted, our approach reached excellent prediction
results (except when using the näıve regressor CCD-AVG), neatly better than all
competitors, with the exception of AATP and, partially, of IBK.

Qualitative results. The models in Table 5 confirm that our approach really
managed to automatically extract a suitable abstract representation for the given
log events, which looks indeed very similar to the one defined for optimally
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Table 5. All event clusters (left) and some of the 50 trace clusters (right) found by
algorithm CCD on the bug scenario, with σ = 0.01, and maxClE = maxClT = 50

id condition size
ê1 status = closed 47%
ê2 status = verified 2%

ê3
status ∈ {resolved,new} ∧
resolution = fixed

38%

ê4
status ∈ {resolved,new} ∧
resolution ∈ {worksforme,invalid} 1%

ê5 status = assigned 8%
ê6 status = reopened 4%

id condition size

t̂1
count(ê1) > 0 ∧ comments > 6 ∧
component ∈ {build, foundation,. . .} 1%

t̂22

count(ê1) ≤ 0 ∧ 5 <comments ≤ 15 ∧
count(ê2) ≤ 0 ∧ count(ê3) > 0
component ∈ {DBWS, Graphiti,. . .} 4%

t̂47

count(ê1) ≤ 0 ∧ count(ê3) ≤ 0 ∧
count(ê5) ≤ 0 ∧ comments ≤ 10 ∧
product ∈ {Xtend, Aether, Jetty,. . .} ∧
component ∈ {Xpand, Debugger, . . .}

3%

applying the competitors, Indeed, the status and resolution attributes have
been fully exploited for discriminating among event classes. Trace clusters seem
to depend mainly on the number of comments associated with bugs, and on the
component and/or product affected — as well as on some of the discovered event
classes, here playing as high-level performance-relevant activity patterns.

5 Discussion and Conclusions

The method proposed in this paper enhances current process mining approaches
for the analysis of business process performances in different respects. First of
all, it removes the common assumption that all traced event logs refer explicitly
(or can be easily mapped to) well defined process tasks, and allows to automat-
ically replace the formers with high-level activity types, capturing performance
behaviors at the right level of abstraction.

Empirical findings from two real application scenarios proved that the ap-
proach can achieve compelling prediction accuracy with respect to state-of-the-
art process-mining methods, even when these latter are provided with a manual
definition of process activities, carefully specified by an expert. We believe that
prediction accuracy could be improved further by resorting to more powerful
regression methods for inducing cluster-wise PPMs, in place of the straightfor-
ward ones used in our current implementation. Moreover, the descriptive power
of logical event/trace partitioning rules, beside allowing for a quick validation
and evaluation of the discovered models, can really help the analyst better com-
prehend the behavior of the process, and the way its performances depend on
both context factors and activity patterns.

As to efficiency, the approach seems to work well in practice. Indeed, in the
two scenarios discussed above, at most 6 co-clustering iterations were needed to
find a solution (with σ=1% and maxClE=maxClT=50), and our approach only
took 3.6 times longer than the quickest among the competitors — excluding IBK,
which performs no real learning task. This ratio only became 5.4 when no finite
upper bound was set for the numbers of clusters.

As future work, we plan to extend the expressive power of our event/trace
classification models, and to integrate advanced regression methods for learning
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cluster predictors, as well as to implement our discovery approach as a ProM [2]’s
plugin, and to refine the OLAP-oriented capabilities of our prototype system.
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of Education, Universities and Research (MIUR), under project FRAME.

References

1. van der Aalst, W.M.P., Schonenberg, M.H., Song, M.: Time prediction based on
process mining. Information Systems 36(2), 450–475 (2011)

2. van Dongen, B.F., de Medeiros, A.K.A., Verbeek, H.M.W(E.), Weijters,
A.J.M.M.T., van der Aalst, W.M.P.: The ProM framework: A new era in process
mining tool support. In: Ciardo, G., Darondeau, P. (eds.) ICATPN 2005. LNCS,
vol. 3536, pp. 444–454. Springer, Heidelberg (2005)

3. Baier, T., Mendling, J.: Bridging abstraction layers in process mining by automated
matching of events and activities. In: Daniel, F., Wang, J., Weber, B. (eds.) BPM
2013. LNCS, vol. 8094, pp. 17–32. Springer, Heidelberg (2013)

4. Bevacqua, A., Carnuccio, M., Folino, F., Guarascio, M., Pontieri, L.: A data-driven
prediction framework for analyzing and monitoring business process performances.
In: ICEIS 2013, Revised Selected Papers (to appear)

5. Blockeel, H., Raedt, L.D.: Top-down induction of first-order logical decision trees.
Artificial Intelligence 101(1-2), 285–297 (1998)

6. Bose, R.P.J.C., Verbeek, H.M.W., van der Aalst, W.M.P.: Discovering hierarchical
process models using prom. In: CAiSE Forum (Selected Papers), pp. 33–48 (2011)

7. Jagadeesh Chandra Bose, R.P., van der Aalst, W.M.P.: Abstractions in process
mining: A taxonomy of patterns. In: Dayal, U., Eder, J., Koehler, J., Reijers, H.A.
(eds.) BPM 2009. LNCS, vol. 5701, pp. 159–175. Springer, Heidelberg (2009)
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Abstract. Developing process variants has been proven as a principle
task to flexibly adapt a business process model to different markets. Con-
temporary research on variant development has focused on conceptual
process models. However, process models do not always exist, even when
process logs are available in information systems. Moreover, process logs
are often more detailed than process models and reflect more closely to
the behavior of the process. In this paper, we propose an activity rec-
ommendation approach that takes into account process logs for assisting
the development of executable process variants. To this end, we define
a notion of neighborhood context for each activity based on logs, which
captures order constraints between activities with their occurrence fre-
quency. The similarity of the neighborhood context between activities
provides us then with a basis to recommend activities during the process
of creating a new process model. The approach has been implemented
as a plug-in for ProM. Furthermore, we conducted experiments on a
large collection of process logs. The results indicate that our approach is
feasible and applicable in real use cases.

Keywords: process mining, business process design, neighborhood con-
text, context matching.

1 Introduction

A process variant is an adjustment of a business process to flexibly adapt the
business model to a specific context. Enterprises or organizations usually need to
support many variants of the same process due to constraints from regulations,
geography, religion, etc. For example, car rental companies, such as Hertz, Avis
or Sixt, need to customize their reservation process to follows laws in a country
or culture of a region. Suncorp, one of the largest Australian insurance group,
has developed more than 30 different variants of the process of handling an
insurance claim [32].

In recent years, there have been many efforts on facilitating the development
of business process variants such as (i) using available reference models to be
individualized to fit the requirements [14, 31], or (ii) finding existing similar
models to inspire the new process design [4, 15, 35]. However, the design with
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reference models is still labor-intensive, which is often the cause for error-prone
and time-consuming design [3]. Meanwhile, recommending entire process models
costs much computation time, especially when the number of activities is large.
Large models are also not handy for a designer who needs to pick a specific piece
of functionality from them. In this context, it is desirable to recommend only a
small but well-selected set of activities in order to help the designer.

Prior research has emphasized the advantages of recommendations during
process model design [11–13, 21]. However, business process models do not al-
ways exist in large-scale information systems such as ERP, CRM, or workflow
management systems [1], even when process logs are available. Executable pro-
cess models also require detailed technical activities to be recommended, while
conceptual process models often describe processes in a coarse-granular way [6].
Moreover, process models do not explicitly show the importance of activities or
connection flows, which can be a valuable parameter to compute more precisely
the similarity between two activities. Meanwhile, this information is recorded in
process event logs in the form of traces and their frequency.

In this paper, we propose an approach that builds upon process event logs for
making activity recommendations during the development of executable process
variants.We examine the relationbetween activities based on their execution order
and frequency as recorded in logs.We define the notion of a neighborhood context of
an activity as a fragment of the log-basedmodel that contains the considered activ-
ity and relations to its neighbors. Relations between activities and their occurrence
frequency provide the basis for the computation of the similarity between activi-
ties. In the process design phase, this similarity is used to recommend activities
which might be closely related to the one that has just been added to the model.

The rest of the paper is organized as follows. Section 2 presents an example
that motivates our approach. Section 3 continues with the process model and the
neighborhood context graph extracted from logs. Section 4 defines the recom-
mendation approach. Section 5 presents the implementation and experimental
results. Section 6 discusses related work before Section 7 concludes the paper.

2 Motivating Example

Consider a process designer who is about to develop a new variant of a liability
claim process of an insurance company (inspired from[28]). She starts her work
by either retrieving an existing process or quickly designing a new one based on
her experiences (Fig. 1): first, some data related to the claim is registered (cf.
activity A), and then a full check is performed (B). Afterwards, the claim will be
evaluated (D), and then it is either rejected (F) or approved (E and G). Finally,
the case is archived and closed (H ).

To develop a new variant, the designer may need recommendations for certain
positions of the current process. Our approach assist her by providing recom-
mended activities for at each selected position. For example, in Fig. 2, K is
recommended for A, C is recommended for B and so on. These recommenda-
tions possibly help her easily have new ideas to design a new process variant, for
instance, as given in Fig. 3.
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Fig. 1. Initial design Fig. 2. Activity recommendation

Fig. 3. A new variant

Table 1. Event logs of the liability
claim process ([28])

Traces Log traces Repeat

1 ACDGEH

2 ABDFH

3 ABDEGH

4 ABDFH trace 2

5 ACDGEH trace 1

6 ABDGEH

7 ACDFH

Table 2. Event logs of a customer
subscription process

Traces Log traces Repeat

1 KBJFH

2 KBJGH

3 KBJFH trace 1

4 KBJFH trace 1

5 KBJGH trace 2

Recommendations for each activity are made based on their similarity. The
computation of this similarity can be based on process event logs even when a
a-priori process model is not available.

To elaborate the steps to recommendations in our approach, we use the exam-
ple of a liability claim process within an insurance company that was presented
in [28] and another example of a customer subscription process. Table 1 and
Table 2 present the process event logs of these processes. Each process instance
is recorded as a trace. Each trace is a sequence of activities, which presents their
execution order within a process instance. In a trace, the following activity (ac-
tivity on the right) is performed after the followed activity (activity on the left).
For example, consider a trace σ = ABCD, activity B is performed after activity
A and before activity C. The third column of Table 1 and Table 2 presents the
repetition of a trace that was previously executed.
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In the following, we present an approach to build log-based business process
models based on process event logs. These models provide the basis for defining
a notion of activity neighborhood context, which we utilize for computing the
similarity between activities.

3 Exploiting Activity Neighborhood Context from Logs

In this section, we present the log-based business process and the neighbor-
hood context that are captured from business process logs. We firstly present
some definitions related to business process logs (section 3.1). Then, we present
definitions of the log-based business process (section 3.2) and the activity neigh-
borhood context (section 3.3).

3.1 Preliminaries

According to [1] and [29], a business process log is defined as follows.

Definition 1 (Log trace, business process log, L). Let A be a set of activ-
ities. A∗ denotes the set of finite sequences over A and σ = a1a2 . . . an ∈ A∗ is
a log trace. L ∈ P(A∗) is a business process log1.

As explained in [1, 29], a business process log does not consider the repetition of
a trace. For example, in Table 1, L includes only traces 1, 2, 3, 6 and 7. Traces
4 and 5 are excluded by L as they repeat traces 2 and 1. In our approach, we
extend Definition 1 to define the full business process log (see Definition 2) that
includes all log traces.

Definition 2 (Full business process log, L∗). A full business process log is
the business process log that includes all executed traces. The full business log is
denoted by L∗, L∗ ∈ P∗(A∗). L ⊆ L∗.

For example, in Table 1, L∗ includes all traces from 1 to 7. In Table 2, L∗ includes
all traces from 1 to 5, while L includes only trace 1 and 2.

Definition 3 (Log-based ordering relation, >L). Let L be a business pro-
cess log over A, i.e., L ∈ P(A∗). Let a, b ∈ A. a >L b iff ∃σ = a1a2 . . . an,
i ∈ {1, 2, . . . , n− 1}: σ ∈ L ∧ ai = a ∧ ai+1 = b.

For example, from the logs given in Table 1, we have A >L B, A >L C, C >L D,
B >L D, and so on.

3.2 Log-Based Business Process

The sequence of activities in a log trace σ = a1a2 . . . an ∈ A∗ presents their
ordering relations. A relation between an activity ai and its followed activity
ai+1 in the trace σ, 1 ≤ i ≤ n − 1 can be presented as a directed edge from ai

1 P(A∗) is the power set of A∗, i.e., L ⊆ A∗.
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to ai+1. The activity relations in a business process log L can be presented as a
weighted directed graph where the edge’s weight presents the number of times
that the edge was repeated in the log L. This graph is called log-based business
process graph (Definition 4).

Definition 4 (Log-based business process graph). A log business process
graph is a weighted directed graph GL = (VL, EL, w) built from a business process
log L∗ ∈ P∗(A∗) where:

– VL = A = {a1, a2, . . . , an},
– EL = {(ai, aj) ∈ A×A : ai >L aj} ⊆ A×A,
– w is a weight function from EL to N :

w : EL −→ N

(ai, aj) �→ |ai >L aj |

|ai >L aj | is number of times that ai >L aj comes about in the log L∗

w(ai, aj) = 0 if �σ = a1a2 . . . an, k ∈ {1, 2, . . . , n− 1} : ak = ai ∧ ak+1 = aj

For example, the log-based business process graphs of the event logs given in
Table 1 and Table 2 are depicted in Fig. 4. The weight of each flow is the number
of times that the flow is executed. It is emphasized by the arrow’s thickness.
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(a) the liability claim process
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(b) the customer subscription process

Fig. 4. Log-based business process graphs

The log-based graph presents the execution of a business process in reality,
regardless its conceptual model. The weights of edges present their execution
frequency which indicates the strength of relations between activities. In the
following, we present our approach to build the neighborhood context of an
activity based on these relations.

3.3 Log-Based Neighborhood Context

We define the log-based neighborhood context as a directed labeled graph that
presents the shortest path from an activity to its neighbors. Intuitively, the
closeness between activities is presented by the paths connecting them. The
shortest path between activities presents their closest relation. The log-based
neighborhood context of an activity presents the best relations between the
activity and its neighbors.
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In a log-based neighborhood context graph, each vertex is associated to a
number that indicates the shortest path length from it to the associated activ-
ity. Vertexes that have the same shortest path length are considered to be located
on the same layer around the associated activity. Thus, we name the number
associated to each activity in a neighborhood context graph layer number. The
layer number of an activity a is denoted by l(a). The area limited between two
adjacent layers is called zone. The edge connecting two vertexes in a neighbor-
hood context graph belongs to a zone as the vertexes are on the same or adjacent
layers. We assign to each edge a number, so-call zone number, which determines
the zone that the edge belongs to.

The edge connecting aj , ak in the neighborhood context graph of an activity
ai is assigned a zone number z(aj , ak) = min(l(aj), l(ak)) + 1. This means, if aj
and ak are located on two adjacent layers, the edge (aj , ak) will belongs to the
zone limited by l(aj) and l(ak). In the case that aj and ak are located on the
same layer, the edge connecting them belongs to the outer zone of their layer,
which is limited by layers l(aj) and l(aj) + 1.

Definition 5 (Activity neighborhood context graph). The neighborhood
context graph of an activity ai, denoted by GC(ai), is an extension of the log-based
graph GL = (VL, EL, w) with vertex layer numbers and edge zone numbers. The
layer number of an vertex aj, denoted by l(aj)GC(ai), is the shortest path length
from aj to ai and the zone number of an edge (aj , ak), denoted by z(aj, ak)GC(ai),
has value min(l(aj)GC(ai), l(ak)GC(ai)) + 1:

1. l(aj)GC(ai) = ShortestPathLength(aj, ai),
2. z(aj, ak)GC(ai) = min(l(aj)GC(ai), l(ak)GC(ai)) + 1, aj >L ak ∨ ak >L aj.

For example, the neighborhood context graphs of activity D and J in Fig. 4
are depicted in Fig. 5.

(a) the liability claim process (b) the customer subscription process

Fig. 5. Neighborhood context graphs of the given event logs

Definition 6 (kth-neighbor). a is the kth-neighbor of b, iff l(a)GC(b) = k. Set

of kth-neighbors (k ≥ 1) of an activity ai is denoted by Nk(ai). N
k(ai) = {aj :

l(aj)GC(ai) = k}.

For example, in Fig. 4a, N1(A) = {B,C}, N2(A) = {D}, N3(A) = {F,E,G},
N1(D) = {C,B, F,E,G}, N2(D) = {A,H}, N3(D) = ∅, and so on.
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4 Activity Recommendation Based on Neighborhood
Context Matching

The layer number and the zone number in a neighborhood context graph present
the closeness between activities, while the weights of edges in the log-based graph
present the strength of their relations. In this section, we detail our approach
with log-based neighborhood context matching and activity recommendation.

4.1 Neighborhood Context Matching

To compute the matching between two neighborhood contexts, we (1) compute
the matching of their edges in each zone, (2) multiply this matching with a
zone-weight value and (3) sum up the matching in all zones.

We apply the vector space model (VSM) to compute the matching of edges in
each zone of two neighborhood context graphs. VSM is a common technique used
in Information Retrieval to compute the similarity between two items. It presents
items in vectors and compute their similarity based on the cosine of the angle
between the two corresponding vectors. In our approach, we present each zone as
a vector of which elements are edges and values are their corresponding weights.
Then, we align elements that connect the same activities in the same layers. Next,
we present these vectors in the same space by filling 0 values in corresponding
positions of the unaligned elements. Finally, we compute the cosine value of these
two zone-vectors.

Particularly, in the first zone, we match the edges that connect the two asso-
ciated activities to the same activities in the first layer. To formalize our com-
putation, we define the two associated activities as root activities and name
them r0.

Concretely, assume that Pp and Pq are two log-based business processes con-
structed from event logs Lp and Lq. Let Ap, Aq be sets of activities of Pp and
Pq respectively. We compute the similarity between activities a ∈ Ap and b ∈ Aq

by applying VSM as following.
Let Ek

Pp
(a) and Ek

Pq
(b) be sets of edges in kth-zone of a ∈ Pp and b ∈ Pq

respectively. Let
−−→
e(a),

−−→
e(b) be corresponding zone vectors.

Ek
Pp
(a) = {(x, y) : z(x, y) = k, x, y ∈ Ap}

= {(x1, y1), (x2, y2), . . . , (xm, ym)}
−−→
e(a) = (w(x1, y1), w(x2, y2), . . . , w(xm, ym))

Ek
Pq
(b) = {(e, f) : z(e, f) = k, e, f ∈ Aq}

= {(e1, f1), (e2, f2), . . . , (en, fn)}
−−→
e(b) = (w(e1, f1), w(e2, f2), . . . , w(en, fn))

Let Nk−1
c (a, b) and Nk

c (a, b) be the sets of common neighbors of a and b on
layers k − 1 and k, k > 0. We have:
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Nk−1
c (a, b) = Nk−1

Pp
(a) ∩Nk−1

Pq
(b)

Nk
c (a, b) = Nk

Pp
(a) ∩Nk

Pq
(b)

As we define the two associated activities as root activities and name them r,
we have: N0

Pp
(a) = a = r0, N

0
Pq
(b) = b = r0 and N0

c (a, b) = r0.

Let Ek
c be the set of common edges of a and b in kth-zone.

Ek
c = {(r, t) : (r ∈ Nk−1

c (a, b), t ∈ Nk
c (a, b)|r >Lp t ∧ r >Lq t)

∪(r ∈ Nk
c (a, b), t ∈ Nk−1

c (a, b)|r >Lp t ∧ r >Lq t)}
= {(r1, t1), (r2, t2), . . . , (rm, tm)}

Let
−−−→
ec(a),

−−→
ec(b) be vectors of weights of these common edges.

−−−→
ec(a) = (w(r1, t1), w(r2, t2), . . . , w(rz , tz)), (ri, ti) ∈ EL(Ap), 1 ≤ i ≤ z
−−→
ec(b) = (w(r1, t1), w(r2, t2), . . . , w(rz , tz)), (ri, ti) ∈ EL(Aq), 1 ≤ i ≤ z

By applying VSM, the similarity between a and b in the kth zone is given by
Equation. 1.

Mk(a, b) =

−−−→
ec(a) ·

−−→
ec(b)

|
−−→
e(a)| × |

−−→
e(b)|

(1)

For example, we have: the common neighbors of D and J in the 1st-layer

are N1
c (D, J) = {F,G,B}. So,

−−−→
ec(D) = (w(D,F ), w(D,G), w(B,D)) = (3, 3, 4),−−−→

ec(J) = (w(J, F ), w(J,G), w(B, J)) = (3, 2, 5) and their matching in the 1st-zone
is:

M1(D, J) =
3× 3 + 3× 2 + 4× 5√

32 + 12 + 32 + 32 + 42 ×
√
32 + 22 + 52

= 0.86

In the 2nd-zone, we have the common edges of these two context graphs are:
(F,G) and (G,H). So, their matching in this zone is:

M2(D, J) =
3× 3 + 1× 2√

32 + 42 + 32 + 32 + 12 + 12 + 32 ×
√
52 + 32 + 22

= 0.24

The behavior of an activity is strongly reflected by the connections to its closet
neighbors. Therefore, we propose to consider a zone weight in our matching. Con-
cretely, as the zone-weight has to have greater values in smaller kth connection
zone, we propose to assign the zone-weight a value computed by a polynomial

function which is wz
j =

k + 1− j

k
, where j is the zone number (1 ≤ j ≤ k),

k is the number of considered zones around an associated activity. The closest
zone to the associated activity has a weight 1 and the farthest zone has a weight
1

k
. The final matching formula improved with the zone weight consideration is

given in Equation 2.

M∗(a, b) =
2

k + 1
×

k∑
i=1

k + 1− i

k
×M i(a, b) (2)
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For example, the matching between the neighborhood contexts of D and J (in
2 zones) with zone weights is:

M∗(D, J) =
2

3
× (M1(D, J) +

1

2
×M2(D, J)) =

2

3
× (0.86 +

1

2
× 0.24) = 0.65

4.2 Activity Recommendation

The neighborhood context graph presents the interactions between the associ-
ated activity and its neighbors in layers. It can infer the behavior of the asso-
ciated activity. Therefore, the matching between neighborhood context graphs
exposes the similarity between the associated activities. In our approach, the
higher the matching value is, the more similar the activities are. Basically,
the steps to make recommendations based on log-based neighborhood context
matching are:

1. We represent the business execution logs in a log-based graph. This graph
contains relations between activities and their weight values.

2. For each activity in the log-based graph, we build a neighborhood context
graph which contains the closet relations between the associated activity and
its neighbors. In a neighborhood context graph, activities are presented in
layers and relations between them are presented in zones.

3. We compute the matching between neighborhood context graphs using vec-
tor space model. This matching presents the similar between two correspond-
ing activities in terms of relations to their neighbors.

4. Finally, for a selected activity, we sort other activities in descending order
of similarity and pick up top-n activities for recommendation.

4.3 Computational Complexity

In our approach, only the connection flows connecting common neighbors in two
adjacent layers are taken into account for the matching computation. So, by using
queues (data structure) to store the common neighbors and track them from the
nearest layers to the furthest layers, we avoid the redundant checking of unrelated
neighbors. On the other hand, the number of activities as well as the number of
common neighbors in a log-based business process are not great2, our algorithm
can run fast in computing the neighborhood context matching of two activities.
The worst case of this algorithm’s computation time is O(nA × nP × n × k),
where nA is the number of activities, nP is the number of business processes, n
is the maximum number of common activities located on a layer and k is the
number of considered layers. The worst case only happens when all the business
processes in the system are entirely matched. In addition, the performance of
the algorithm can be improved by processing the neighborhood context matching
periodically off-line.

2 On making statistics on the public dataset used in our experiment, we have that in
average, there are 11.36 services in a business process (section 5).



Mining Event Logs to Assist the Development 557

5 Implementation and Experiments

To validate our approach, we implement a tool that generates recommendations
based on business process logs. We also perform experiments on a large pub-
lic dataset shared by the IBM Business Integration Technologies (BIT) team.
Details of our implementation (section 5.1) and experiments (section 5.2) are
presented as follows.

5.1 Implementation

We implemented an activity recommendation plug-in and integrated it into
ProM. This plug-in interacts with either a database or log files to retrieve recom-
mendations for each selected activity in the ProM interface. This application3

was developed to validate our approach as a proof of concept.

Fig. 6. A screen shot of the log-based activity recommendation application

The screen-shot of our application is shown in Fig. 6. It includes of 8 ar-
eas. Areas 1 and 4 allow selecting event log resources, which can be either from
a database or a log files directory. The designer selects a working process in
area 2 and specifies a zone number to be considered by the algorithm in area 3.
The working process is shown in area 5. The designer can select an activity in
the working process to obtain recommendations. Area 6 shows the top-5 rec-
ommended activities without zone-weight in the computation. Meanwhile, area
7 shows the top-10 recommended activities with zone-weight consideration. If
the designer selects a recommended activity in area 6 or 7, this activity and its
involved process will be shown in area 8 (the selected activity is highlighted).

3 Published at: http://www-inf.it-sudparis.eu/SIMBAD/tools/LogRec/

http://www-inf.it-sudparis.eu/SIMBAD/tools/LogRec/
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5.2 Experiments

A big challenge of our approach is the availability of real business process logs.
We attempted to search and contact other research groups for both public and
private logs. However, process event logs are not published or they are not under
a disclosure agreement. There are very few logs that are shared for the competi-
tion of the BPI challenge4. But they are not usable in our approach as they are
just logs of one business process while we need logs of several different processes.

We performed experiments on logs generated from real business processes.
Data of these processes were shared by the IBM Business Integration Tech-
nologies (BIT) team. This dataset includes 735 different processes in Petri net
Markup Language (PNML) format. These processes are designed for insurance,
banking, customer relationship, as well as construction and automotive supply
chain domains [20].

We transformed the collected business process models from PNML format to
the Colored Petri Net (CPN) format. Then, we used CPN Tools5 to load the
transformed process models to generate process event logs, which are resulted
in XES files. Finally, these log files were imported by our application, which is
a ProM plugin, to display the log-based business process graphs, compute the
similarity between activities and show recommendations (as presented in Fig. 6).
Details of the log-based dataset is given in Table 3.

Table 3. Details of the dataset in XES format

Min. Max. Average

Number of process instances of a process model 50 299 189.88

Number of occurring events in a process 31 8283 1004.15

Number of events in a process 2 64 9.02

Number of start events in a process 1 5 1.11

Number of end events in a process 1 13 2.56

We perform two experiments to evaluate the feasibility and the accuracy of
our approach. In the first experiment, we vary the kth-zone values from 1 to 5
and make statistics on the number of recommended activities for each selected
activities. Fig. 7 shows the percentage of activities that have at least 1 recom-
mended activity with the similarity value is greater than 0, 0.5 and 0.8.

Concretely, we obtained that more than 76.56% activities that have at least
one similarity value greater than 0 with k varies from 1 to 5. With k = 1, we
obtained 53.68% activities with similarity value greater than 0.5 and 23.31%
activities with similarity value greater than 0.8. These results show that our ap-
proach can provide recommendations for a majority activities as we can retrieve

4 http://www.win.tue.nl/bpi/
5 CPN Tools is an application to generate synthetic process event logs from models
described in CPN format. It is available at: http://cpntools.org/

http://www.win.tue.nl/bpi/
http://cpntools.org/
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similar activities for more than 3/4 number of activities in average. It means
that our approach is feasible and can be applied in real use-cases.
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Fig. 7. Percentage of activities that have at least
one recommended activity with the similarity value
greater than 0, 0.5 and 0.8

In the second experiment,
we evaluate the accuracy of
our approach based on Pre-
cision and Recall metrics. As
our approach takes into ac-
count neighborhood contexts
instead of activity identifiers,
we consider activity identi-
fiers as ground-truth data in
computing Precision and Re-
call. Concretely, consider a
selected activity a in a log-
based business process P .
Assume that a appears in n
log-based business processes. The recommendations for this selected position
consist of l activities, in which t(t ≤ l) activities are a. Precision and Recall of
these recommendations are given by Equation 3.

Precision =
t

l
; Recall =

t

n
(3)

The primary objective of the experiment is to retrieve a small share of ac-
tivities that are likely irrelevant (high precision). It is of secondary importance
to retrieve the full range of potentially relevant activities (moderate recall) in
order to avoid the designer being overwhelmed.

In our experiment, we computed the Precision and Recall with l (number of
activities recommended for each selected activity) equal to 1, 4, 7 and 10. We
performed the experiment with kth-zone=1 and on activities that appear in at
least 2, 5, 7 and 10 different business processes.

Fig. 8. Precision and Recall values of activities that are occurrence in at least 2, 5, 7
and 10 different processes, kth-zone=1 and l is equal to 1, 4, 7 and 10

Fig. 8 shows that we obtained good Precision values (from 0.42 to 0.59) in
case of recommending 1 activity for each selected activity. These values decrease
when we increase the number of recommended activities. On the other hand,
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activities that appear in more processes will have greater Precision values. It
also shows that the Recall values increase when l (or top-N) changes from 1 to
10. This means that we can retrieve more relevant activities when the number
of recommended activities increases. The highest Recall value in our experiment
is 0.264 when l=10.

Fig. 9. Average Precision and Recall values with
different zone layers

Fig. 9 shows the average
Precision and Recall values
of our approach with differ-
ent kth-zone values. It shows
that our approach achieved
much better results than an
approach that generates rec-
ommendations randomly (in
average, 8.6 times greater the
Precision value and 17.4 times
greater the Recall value).

The Precision and Recall
values showed that our approach retrieve not only the right activities but also
new relevant activities for each selected position and the number of new activities
increases when the number of recommended activities increases. These results
showed that our approach can be applied in real use-cases as we can provide
the designer the flexibility in using existing process fragments or designing new
process variants.

6 Related Work

Computing the similarity of two process models first requires the definition of a
mapping between the activities using automatic matching techniques [17]. Prin-
ciples for matching process models have been integrated in the ICoP frame-
work [33] and extended with semantic matching techniques [23]. Applications in
the area of supporting process model design adopt such semantic techniques, as
for instance the approach based on the process descriptor space [25] and the rec-
ommendation approach reported in [21]. Approaches to harmonize structure [27]
and labels [24] were also proposed. Service recommendation [9, 10] can be also
applied in the context of activity recommendation. Behavioral abstractions such
as trace adjacency [5, 36] and weak order relations[19, 34] provide a means to
compare process behavior [15, 16, 22]. These notions are applied, e.g., for iden-
tifying connections between actions [30] comparable to our notion of activity
neighborhood. Our approach builds on this observation to make recommenda-
tions for executable processes. In addition, we focus on process fragments instead
of the entire model. We recommend activities instead of process models and we
do not face the computational complexity problem.

In our previous work [11–13], we exploited activity relations in process models
and we did not take into account the occurrence frequency of activities. In this
work, we realize that knowledge from process logs can be also utilized for process
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design by applying process mining techniques. Different techniques have been de-
fined for automatically discovering whole models from logs, e.g. [1, 18, 26]. The
automatic matching between event logs and process models is discussed in [6]
showing that logs on the execution level are often much more detailed than mod-
els. The challenge of process mining is the observation that process models often
turn out to be overwhelmingly complex, so-called spaghetti models [2]. The ap-
proach reported in this paper helps to present correlations between activities in
a context-specific way, which allows us to hide the complexity of the behavior.
Hidden knowledge in process event logs are discovered for assisting business pro-
cess design. In this way, we complement log-based recommendation approaches
to support process designers at runtime [7] or at configuration time [8].

7 Conclusion

In this paper, we addressed the challenge of supporting the designer during
the act of modeling, even in cases where no comparable process models ex-
ist. We present an approach that effectively utilizes knowledge extracted from
business process logs for recommending activities. This approach is based on a
notion of activity neighborhood and a corresponding calculation of similarity.
The approach has been implemented as a plug-in for ProM and evaluated using
generated log data of 735 processes from practice.

In future work, we aim to extend the similarity calculation with other prop-
erties of an activity such as descriptions, actors, resources and dependencies.
We also plan to integrate our neighborhood matching technique with a specific
query language to help to retrieve activities that have similar contexts based on
a requested activity context.
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Brinkkemper, S., Wrycza, S. (eds.) CAiSE 2012. LNCS, vol. 7328, pp. 270–285.
Springer, Heidelberg (2012)
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Abstract. Business processes depend on human resources and man-
agers must regularly evaluate the performance of their employees based
on a number of measures, some of which are subjective in nature. As
modern organisations use information systems to automate their busi-
ness processes and record information about processes’ executions in
event logs, it now becomes possible to get objective information about
resource behaviours by analysing data recorded in event logs. We present
an extensible framework for extracting knowledge from event logs about
the behaviour of a human resource and for analysing the dynamics of this
behaviour over time. The framework is fully automated and implements
a predefined set of behavioural indicators for human resources. It also
provides a means for organisations to define their own behavioural indi-
cators, using the conventional Structured Query Language, and a means
to analyse the dynamics of these indicators. The framework’s applicabil-
ity is demonstrated using an event log from a German bank.

Keywords: Process mining, resource behaviour indicators, employee
performance measurements.

1 Introduction

Human resource management is an important function in any organisation. Hu-
man behaviour is considered to be “unequivocally the single most important
element that can affect project success” [17]. Hence, having accurate informa-
tion about how an employee performs their required tasks can be very valuable
in evaluating that employee’s performance. Knowledge about past actions of re-
sources can also assist in forecasting how a resource might perform in the future.

Modern companies use information systems to automate their business opera-
tions. Details about such business operations (i.e., business processes) are usually
recorded in logs, including information about the activity being performed, the
time at which it was performed and the person responsible for carrying it out.
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Fig. 1. Our three-step approach for resource behaviour analysis

Our research aims to make use of information recorded in event logs to extract
knowledge about the behaviour of a resource over time.

Process mining focuses on analysing business processes using data available in
event logs [20]. Recently, ways have been proposed for analysing certain aspects
of resource behaviour via such logs, e.g., to extract social networks [16,21] or
organisational models [16]. However, these methods usually look at resource
behaviour from an organisational, rather than individual, perspective and they
do not consider the fact that a resource’s behaviour can change over time.

Here we present an extensible software framework that allows organisations
to extract knowledge about the behaviour of their employees from event logs,
including how their behaviour has changed over time. Our approach consists of
three steps, shown in Figure 1. (1) For various dimensions of resource behaviour,
such as skills, utilisation, preferences, productivity and collaboration, we define
a set of Resource Behaviour Indicators (RBIs) which are discoverable from event
logs. The framework enables the definition of new RBIs as necessary via Struc-
tured Query Language (SQL) [5] statements. (2) We extract from an event log
a time series that reflects the evolution of each RBI over time. (3) We analyse
the time series using established methods such as time series charts with trends,
outlier detection, change point detection, and time series comparison.

Knowledge extracted using the framework can provide valuable insights for
resource performance evaluation, e.g., for rewards and recognition as well as for
risk management. For example, a manager could see that an employee is getting
involved in more complex tasks or is getting faster when executing certain tasks.
A manager can also discover that an employee’s workload is abnormally high
at the end of each quarter, which could result in delays or low-quality outputs.
The framework has been implemented as a plug-in within the process mining
framework, ProM, and evaluated using data from a real-life event log.

2 Related and Previous Work

The performance of human resources with respect to business processes can be
seen from two perspectives [14]. (1) Descriptive measures, i.e., how the perfor-
mance of a resource is actually observed. (2) Normative measures, i.e., what
the performance of a resource should be. Evaluation of an individual employee’s
performance is an important factor for companies because individuals are the
smallest entity in the company who perform the work. However, performance
indicators are typically defined on an aggregate level, e.g., company, department
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or process teams [11]. There is little literature on individual measures and only
a few measures have been described [10,18]. Our approach also uses indicators
to measure human resource performance, but we focus on individual resources
and present an extensible framework which allows new measures to be defined.

Some techniques that can extract knowledge about certain aspects of resource
behaviour from event logs have been proposed in the process mining area: Van
der Aalst et al. proposed a method for extracting social networks [16,21]; Song
et al. proposed techniques for mining organisational models [16]; Nakatumba et
al. investigated the effect of resource workload on service times [9]; and Huang et
al. proposed a few measures for resource preference, availability, competence and
cooperation and demonstrated how these measures can be used [4]. In our own
earlier work, we showed how process risk indicators can be used to detect the risk
of case delays [12,13]. Some of these previous risk indicators were related to the
behaviour of resources. We showed that the involvement of certain resources in a
case or a high resource workload can result in case delays. Bose et al. proposed a
generic framework for detecting concept drifts in business processes and defined
features that characterise control-flow perspective [1]. By contrast, we focus here
on understanding the evolving behaviour of individual resources over time and
develop an extensible framework that can identify trends, anomalies and changes
in resource behaviours.

3 Approach

To extract knowledge about resource behaviour we follow the three major steps
depicted in Figure 1: defining RBIs (Section 3.1); extracting RBI time series
from event logs (Section 3.2); and analysing RBI time series (Section 3.3). Our
approach is based on the analysis of event log data, hence the quality of the data
is crucial for getting meaningful results.

3.1 Defining Resource Behaviour Indicators

Our first challenge concerns the kinds of resource behaviour we wish to measure.
This will vary depending of the reasons for the analysis. For example, if we wish
to gain insights into the performance of an employee, we may look at their work-
load, their average duration to execute tasks, the number of interactions with
other employees, etc. Thus, relevant employee behaviour depends on a particu-
lar context. In a specific situation there may be many indicators of interest [10].
Based on the literature we propose here the following general categories.

1. Skills [18]: What can a resource do?
2. Utilisation [10]: What is a resource actually doing?
3. Preferences [4,19]: What working behaviour does a resource often demon-

strate?
4. Productivity [8]: How good is a resource at what it does?
5. Collaboration [4,21]: How does a resource work with other employees?
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Fig. 2. Categories of resource behaviour and RBIs

Within these five categories, we present a set of RBIs which can be drawn
from typical event logs (depicted in Figure 2). Some predefined RBIs are generic
while others are only relevant in specific contexts. Though these pre-defined
RBIs can provide useful insights about resource behaviour, we recognise that
managers may be interested in other indicators that reflect the specifics of their
organisations. Therefore, the framework supports the definition of new RBIs.

Definitions. An event log EL consists of a set of events e ∈ E . Events are
characterised by different attributes. Let {caseid, task, type, time, resource} be
basic event attributes, i.e., we assume that we can retrieve the values of these
attributes for each event. We assume that start and complete event types are
recorded for each activity. Such an event log can be treated as a relation whose
relation scheme is specified by the set of event attributes. Similarly, a case log
CL consists of a set of cases c ∈ C that are characterised by attributes. A case is
uniquely identifiable by the case attribute caseid. A case log can also be treated
as a relation whose relation scheme is specified by the set of case attributes.
Events and cases can have other attributes (e.g., outcome, cost, etc.). Most of
our pre-defined RBIs only require basic event and case attributes. We also show
examples of RBIs that require richer data to be recorded. The value of attribute
a of event e is denoted as ea and the value of attribute a of case c is denoted
as ca. We derive from the basic event log case attribute case duration (the time
difference between the timestamps of the last and the first event in a case). The
following event attributes are also derived from a basic event log: task duration
(the time difference between corresponding activity complete and start events),
workload (the number of work items that are assigned to or started but not
completed by a resource executing an event at the moment of event execution)
and workload duration (the time period during which the resource’s workload has
not changed). If a resource is involved in multiple processes that are recorded in
separate logs, we assume that preprocessing is performed and logs are merged
ensuring that case identifiers in the combined log are unique.

Let R be a set of resources, A be a set of activities, t1 and t2 be the beginning
and the end of a given time slot and r be a given resource. We define the following
functions that are later used in RBI definitions.
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Events completed during a given timeslot [t1,t2):
ECT (t1, t2) � {e ∈ EL | etime ≥ t1 ∧ etime < t2 ∧ etype = ‘complete’}

Events executed by a given resource during a given timeslot:
ETR(t1, t2, r) � {e ∈ EL | etime ≥ t1 ∧ etime < t2 ∧ eresource = r}

Events completed by a given resource during a given timeslot:
ECTR(t1, t2, r) � ECT (t1, t2) ∩ ETR(t1, t2, r)

Cases completed during a given timeslot:
CCT (t1, t2) � {c ∈ C | ∃e ∈ ECT (t1, t2)[ecaseid = ccaseid] ∧

�e1 ∈ EL[e1caseid = ccaseid ∧ e1time > t2]}
Cases in which a given resource was involved:

CR(r) � {c ∈ C | ∃e ∈ EL[ecaseid = ccaseid ∧ eresource = r]}
Cases in which a given resource was involved during a given timeslot:

CTR(t1, t2, r) � {c ∈ C | ∃e ∈ ETR(t1, t2, r)[ecaseid = ccaseid]}

Below we discuss RBIs in each of the categories of resource behaviour. Due
to space limitations we provide formal definitions for only a small selection of
pre-defined RBIs, the rest are briefly described in text.

1. Skills: What can a resource do? Resources within an organisation have differ-
ent capabilities and they tend to acquire new skills in different paces. Knowledge
about resource capabilities is needed for more precise resource scheduling [4,18],
resource performance evaluation and for resource development planning. For the
RBIs in this category we assume that a resource is capable of performing those
activities it has performed in the past. Hence, we can find out from an event
log how a resource’s skills are developing over time. These RBIs reflect only
“demonstrated” skills, i.e., we cannot see from a log that a resource is capable of
performing some activity if it has never performed it. RBI “Distinct activities”
is relevant in the working environments where new employees are involved in
few tasks, they learn new skills and are involved in more tasks over time (e.g., in
fast food restaurants). Looking at the types of cases executed by a resource one
can find out, for example, that the resource is getting involved in more complex
cases over time.

Distinct Activities: The number of distinct activities completed by a
given resource, r, during a given timeslot, t1 to t2.

Distinct Activities(t1, t2, r) � |{task ∈ A |
∃e ∈ ECTR(t1, t2, r)[etask = task]}|

Case types: The number of cases with a given property (e.g., complex-
ity) completed during a given timeslot in which a given resource was
involved (requires case type attributes to be recorded in a log).

Complex Cases(t1, t2, r) � |{c ∈ CCT (t1, t2) ∩ CR(r) |
ccomplexity = ‘complex’}|

Other RBIs defined in this category include: the percentage of distinct activities
completed, the number of activity completions with a given property, and the
percentage of activity or case completions with a given property.
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2. Utilisation: What is a resource actually doing? Utilisation RBIs reflect how
active a resource is without considering the quality of its outputs. They are
inspired by manufacturing measures, e.g., the number of units produced [10].

Activity completions: The number of activity instances completed by
a given resource during a given time slot.

Activity Completions(t1, t2, r) � |ECTR(t1, t2, r)|

Case completions: number of cases completed during a given time slot
in which a given resource was involved.

Case Completions(t1, t2, r) � |CCT (t1, t2) ∩ CR(r)|

We have also defined RBIs for: the percentage of activity instances completed,
number and percentage of completions of a given activity, percentage of com-
pleted cases in which a resource was involved, and typical resource workload.

3. Preferences What working behaviour does a resource often demonstrate?
Resources have different working preferences and styles that may affect their
performance and overall process outcomes [19]. For example, they may prefer
execution of certain activities [4], working on multiple tasks, executing similar
tasks or taking risks.

Multitasking: The percentage of active time when a given resource is
involved in more than one activity.

Multitasking(t1, t2, r) �
∑

{e∈ETR(t1,t2,r)|eworkload>1} eworkload duration/∑
{e∈ETR(t1,t2,r)|eworkload>0} eworkload duration

New Attributes: The number of times a resource completed a task
during a given timeslot with a new value of a given attribute, e.g., sum
(reflects propensity to execute new hence risky tasks).

New Attributes(t1, t2, r, sum) � |{e ∈ ECTR(t1, t2, r) | �e1 ∈ EL
[e1sum = esum ∧ e1time < etime]}|

4. Productivity How good is a resource at what it does? RBIs in this category
reflect a resource’s results, e.g., in terms of timeliness, costs or quality of outputs
(assuming cost and quality information is recorded in the event log). We defined
here RBIs for: the number/the percentage of activities/cases completed with a
given outcome in which a resource was involved, average value of a given outcome
for a given activity or a case completed by a resource, and the number of times
when a given activity was repeated when completed by a resource.

Activity Outcomes: The percentage of activities completed during a
given time slot by a given resource with a given outcome (e.g., duration).

In Time Activities(t1, t2, r, dur) �
|{e ∈ ECTR(t1, t2, r) | etask duration < dur}| / |{e ∈ ECTR(t1, t2, r)}|
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Case outcomes: The percentage of cases completed during a given
time slot with a given outcome (e.g., cost) in which a given resource was
involved (requires case attribute cost to be recorded).

Overbudget Cases(t1, t2, r, cost) �
|{c ∈ CCT (t1, t2) ∩ CR(r) | ccost > cost}| / |CCT (t1, t2) ∩ CR(r)|

5. Collaboration How does a resource work with other employees? Collabora-
tive aspects of resource behaviour are important as people are more often in-
volved in teamwork nowadays. RBIs in this category can help us to learn about
resource’s collaboration patterns with a particular resource or to get insights
about his overall social position within an organisation.

Social position: The percentage of resources involved in the same cases
with a given resource during a given time slot.

Social Position(t1, t2, r) �
|{r1 ∈ R | ∃c ∈ CTR(r1) ∩ CTR(r)}| / |{r1 ∈ R | ∃c ∈ CTR(r1)}|

Interactions with a given resource: The number of cases completed
during a given time slot in which two given resources were involved.

Interactions With A Resource(t1, t2, r1, r2) �
|CCT (t1, t2) ∩ CR(r1) ∩CR(r2)|

We have also defined collaboration RBIs for: the number of other resources that
executed a given activity, the average number of resources involved in the same
cases with a given resource, and the number of handovers with a given resource.

3.2 Extracting RBI Time Series from Event Log

The value of an RBI at a particular point in time is not very useful unless it is
being compared with some other values. For such comparisons, we extract RBI
time series as the second step. This consists of RBI values extracted for a given
period of time, e.g., per day, week, month, etc, for a particular resource. The
user selects a starting time point, time series sampling rate and a number of
time slots. Selection of the time series sampling rate is an important step that
can affect the analysis results. It is a well-known problem often discussed in the
literature [6]. When choosing sampling rate for RBI time series one should con-
sider process characteristics (e.g., process granularity) and the type of analysis
one is interested in. For example, if a manager is interested in checking whether
or not an employee is less productive on Mondays, daily RBI values are needed,
rather than weekly or monthly.

Let RBIn(t1, t2) denote the value of an RBI n during a time slot (t1, t2);
TSstart be the starting time point; TSslotsize be the sampling rate; TSsize be
the number of time slots; Start(t) and End(t) are functions that return the
beginning and the end of a timeslot for a given time t correspondingly. Then an
RBI time series can be defined as:

TSRBIn � {(RBIn(Start(t), End(t)), t) |
t ∈ {TSstart + i ∗ TSslotsize | i ∈ {0, 1, . . . , TSsize − 1}}}
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We use here the following pre-defined functions for the beginning and the
end of a time slot: Start(t) = t and End(t) = t + TSslotsize. We also provide
an interface for users to define their own functions. This gives flexibility to use
different time series sampling methods, e.g., defining overlapping time slots.

3.3 Analysing RBI Time Series

During the third step, we analyse the extracted RBI time series and visualise
the results. Our framework generates time series charts accompanied by trend
lines. It can also automatically detect change points and outliers and provides
a means for time series comparisons. Hence, one can compare RBI values for
different resources or compare RBI values against benchmark values.

Time series charts alone accompanied by trend lines can give many interesting
insights about the dynamics of resource behaviour. For example, a manager can
see when the number of cases handled by a resource has increased or decreased
significantly or a resource is handling an abnormally higher or lower number of
tasks during certain periods. While charts are simple and powerful tools for time
series analysis, they are not very convenient when the amount of available data is
large. If a manager is doing periodic performance reviews for multiple employees
and is interested in multiple RBIs it may be necessary to check hundreds of
charts. To facilitate this, we enable the use of automatic techniques for time
series analysis such as the detection of change points [15], outliers detection [22]
and time series comparison [7].

One way to make time series analysis efficient is automatic detection of sig-
nificant changes. One would like to know if such changes have occurred and the
points in time when they did so. The problem of change point detection has re-
ceived significant attention and many methods have been developed. Most of the
existing change point detection techniques make certain assumptions about the
distribution of the data, however recently a few non-parametric methods have
been proposed [3,15]. As we do not know the distributions of RBIs in advance,
we advocate using such methods. A user can choose non-parametric tests to de-
tect changes in location (Mann-Whitney), in scale (Mood) or to detect arbitrary
distributional changes (Kolmogorov-Smirnov, Cramer-von-Mises) [15]. Alterna-
tive approach would require learning the distribution of the data and using an
appropriate change point detection test.

Detecting outliers in RBI time series (i.e., points in time when RBI values
significantly deviate from typical values) can be helpful in problem investigations.
For example, a high resource workload during specific points in time may explain
case delays. Many outlier detection techniques have been proposed in different
research fields. We use an outlier detection method that fits the distribution of
the observations and detects observations which are unlikely to be generated by
this distribution [22].

The time series analysis methods described above allow the analysis of how
the behaviour of a resource has evolved over time. Another way to evaluate
performance of a resource using RBIs is to compare its behaviour with the be-
haviour of other resources. This allows us to quickly identify those resources
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Fig. 3. Overview of the plug-in for analysing resource behaviour

whose behaviour significantly differs from others (e.g., over-performing or under-
performing employees). To compare RBI time series we recommend using the
non-parametric Mann-Whitney U-test [7].

However, typical event logs do not contain complete information about the
behaviour of a resource, hence the meaning of an RBI can be subject to inter-
pretation. In addition, the existence of certain change points may not provide
an explanation regarding the root causes behind such changes. Let’s consider
as an example RBI “typical duration of a given activity completed by a given
resource”. If we detect that a resource is getting faster when executing a par-
ticular activity, this may mean that the resource is getting more efficient as it
becomes more experienced in carrying out such an activity or it could mean that
the resource is doing a hasty and possibly poor job.

4 Validation

This section first describes the implementation of our approach as a plug-in of
the process mining framework ProM1 and then presents the practical insights
gained from testing the framework with an event log from a German bank.

4.1 Implementation

Figure 3 depicts the main functionality of our plug-in. An input to the plug-in
is an XES event log. XES is a standard format for event log data2. Event log
data is then converted and stored in a MySQL3 database. Tables EL and CL
are created that contain event and case attributes correspondingly. Pre-defined
RBIs are stored in the database as views. The plug-in provides an interface
that allows users to define their own RBIs using SQL. We adopted SQL for this
purpose because it is standardised, unambiguous, and widely-used, although

1 http://www.promtools.org/prom6/
2 http://www.xes-standard.org/
3 http://www.mysql.com/
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other formalised languages could also have been used, most notably ‘set builder’
(a.k.a. ‘set comprehension’) mathematical notation. To define a new RBI a user
needs to provide an SQL statement characterising the value of the RBI per a
given time slot. Table 1 shows an example of an RBI definition. When defining
RBIs users can use pre-defined parameters implemented as functions (t1(),t2()
and R1() in Table 1). They can also define their own parameters by provid-
ing parameter names and data types, and functions that return the values of
the parameters will be created automatically and can be used in definitions
of RBIs.

Table 1. Example of definition of an RBI using SQL

RBI “Distinct activities” Distinct Activities(t1, t2, r) �
|{task ∈ A | ∃e ∈ ECTR(t1, t2, r)[etask = task]}|

SQL definition select count (distinct task) from ELwhere time ≥ t1()

and time < t2() and resource = R1() and type = ‘complete’

To start the analysis a user needs to select a resource whose behaviour is to
be analysed, the RBIs of interest, a time period and time series sampling rate.
Optionally the user can define functions that return the beginning and the end
of a time slot for a given point in time. Based on these inputs the plug-in will
extract time series for the RBIs. The user then selects methods of time series
analysis and provides corresponding input parameters.

For statistical analysis of RBI time series we use R4 whose functionality is
accessed from the plug-in using JRI Java/R Interface5. To detect change points
we use the CPM framework that implements many popular parametric and
non-parametric tests and is implemented as R package cpm6. The framework
allows control over the level of changes that are detected by choosing the value
of parameter ARL0, the “average number of observations between false-positive
detections assuming that no change has occured” [15]. Higher values of ARL0
allow detection of only significant changes. For outlier detection we use the R
package extremevalues7 that implements Van der Loo’s outlier detection meth-
ods [22]. For time series comparison we use R’s wilcox method8 that implements
the Mann-Whitney U-test [7] and for trend fitting we use R’s lm method9. The
results of the analysis are visualised using the JFreeChart library10.

4 http://www.r-project.org/
5 http://rforge.net/JRI/
6 http://cran.r-project.org/web/packages/cpm/vignettes/cpm.pdf
7 http://cran.r-project.org/web/packages/extremevalues/extremevalues.pdf
8 http://stat.ethz.ch/R-manual/R-patched/

library/stats/html/wilcox.test.html
9 http://stat.ethz.ch/R-manual/R-devel/library/stats/html/lm.html

10 http://www.jfree.org/jfreechart/

http://www.r-project.org/
http://rforge.net/JRI/
http://cran.r-project.org/web/packages/cpm/vignettes/cpm.pdf
http://cran.r-project.org/web/packages/extremevalues/extremevalues.pdf
http://stat.ethz.ch/R-manual/R-patched/library/stats/html/wilcox.test.html
http://stat.ethz.ch/R-manual/R-patched/library/stats/html/wilcox.test.html
http://stat.ethz.ch/R-manual/R-devel/library/stats/html/lm.html
http://www.jfree.org/jfreechart/
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Fig. 4. The number of distinct activities completed by resource R9

4.2 Analysing the Behaviours of Resources in a German Bank

In this section we demonstrate how the framework can be used to analyse re-
source behaviour by applying the techniques to an actual event log. An event
log which describes a loan application process in a German bank was used in
this experiment. The log has the following characteristics:
– Number of cases: 1731; log duration: 43 weeks;
– Number of activities: 25; number of resources: 220;
– Average case duration: 18.7 days; average number of resources in a case: 4.

The resources can also be involved in other processes, however, the organisa-
tion allows resources to spend up to 85% of their time on this loan application
process. Hence, all results discussed in this section reflect resource behaviour in
just one process but it can be considered as a representative set of data for the
analysis. We selected the ten most frequent resources in the log (referred to here
as R1–R10) for our analysis. In our experiments we used two different values of
the time slot size: one week and one day. We looked at the daily values of an
RBI “number of activity instances completed” for the ten resources. We found
that some resources tend to complete slightly more activities in the middle of the
week than on Mondays and Fridays while others do not display any differences
within a week. In all experiments described below, the time slot size was one
week. We show below RBIs from each resource behaviour category as examples.

Figure 4 depicts time series for the RBI “Number of distinct activities com-
pleted by a resource” extracted for resource R9. We can observe that the values
of the RBI were decreasing until January 2011, but starting from February 2011
resource R9 began executing more distinct tasks. The plug-in was able to iden-
tify this change point using the Mann-Whitney test for identifying changes in
location, as depicted by the triangle shape in Figure 4. Changes in resource be-
haviour can affect organisational performance. Automatic identification of such
changes can help managers to take timely actions.

To demonstrate the resource utilisation indicators we used as examples the
RBIs “Number of cases completed in which a given resource was involved”
and “Percentage of cases completed in which a given resource was involved”.
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Fig. 5. Number (a) and percentage (b) of cases completed in which R1 was involved

Fig. 6. Percentage of active time when resource R7 is involved in more than one activity

Figure 5(a) shows that during two weeks (in February and May 2011) an abnor-
mal number of cases were completed in which resource R1 was involved (marked
as diamond shapes). In Figure 5(b) is the percentage of cases completed in which
R1 was involved and we can see only one outlier (in February 2011). All outliers
were identified by the plug-in. We can conclude that the reason for the higher
number of cases processed by resource R1 in May 2011 was a higher case arrival
rate, as the percentage is not abnormal, while the higher number of case com-
pletions in February 2011 cannot be explained in a similar manner. Abnormal
resource workload can be a cause of process delays or low-quality outputs. Fur-
ther investigations may help to discover reasons for such behaviour and conduct
any corrective or preventive actions if necessary.

We also analysed the behaviour of the RBI “Multitasking” for these ten re-
sources and found that all of them were involved in multiple activities on only
rare occasions. Figure 6 depicts multitasking preferences for resource R7. Al-
though we can observe a slight increase in tendency to multitask over time the
percentage of time when the resource is working on more than one activity is
very small (no more than 2% of the resource’s active time).
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Fig. 7. Average case duration (in days) for resource R1

Fig. 8. Percentage of resources involved in the same cases with a given resource

Figure 7 demonstrates the performance of the productivity RBI “Average
duration of a case in which a given resource was involved” for resource R1. We
can observe that starting from November 2010 the average duration of cases
in which resource R1 was involved is higher (typically around 25 days) when
compared with the average duration of cases in which resource R1 was not
involved (typically around 15 days). A conclusion one may draw from this is
that R1 is a source of case delays. Alternatively it is possible that R1 is an
expert who is usually involved in more complex and lengthy cases.

Figure 8 shows the percentage of resources that are involved in the same
cases with a particular resource. We can see, for example, that during a week
resource R1 interacts in different cases with approximately 40% of all resources
involved in the process during that week, while resource R5 typically interacts
with 5–15% of resources involved in the process. This RBI reflects the social
position of a resource within the organisation. A high number of interactions
with other employees often means that a resource has a higher influence in an
organisation [4]. We can also see in Figure 8 that the social positions of the two
resources did not change significantly during the period of analysis.

Having analysed the behaviours of the ten most frequent resources in the log
we can see that most of the resources are active during the period of analysis and
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their behaviours did not change significantly. We saw that some resources are
getting faster in execution of some tasks (e.g. R3) and some are often involved
in long-running cases (e.g. R1). We learned that some resources do not process
cases with high loan amounts requested. These are only few examples illustrating
knowledge discovered from the log. Managers can use this knowledge to evaluate
the performance of these resources and to plan their future workload and devel-
opment. Identified outliers (e.g., in Figure 5) show behavioural anomalies that
could have affected the process performance. Further investigation is required in
order to understand their causes and consequences. It can provide insights for
improving the process performance in the future. We showed that behaviour of
some RBIs can have different interpretations as the event log does not contain
all information about resource behaviour. However, such RBIs can still provide
valuable insights to managers as the managers may be able to interpret the RBIs
using their own knowledge of the process. Automatic analysis of time series can
help a manager quickly gain insights about the dynamics of resource behaviour,
e.g., to get all RBIs where changes in behaviour have occurred. One can also
find those resources whose behaviour significantly differs from others.

5 Conclusions

Human resources are responsible for carrying out business processes, however
their actions can have both positive and negative impacts on organisational
performance. Having objective knowledge about the behaviour of these resources
will assist managers to evaluate their performance, to investigate issues and to
apply appropriate rewards or mitigation actions.

In this paper we presented an automated, extensible framework for the analy-
sis of the dynamics of resource behaviour using event logs. The framework can be
used to measure and track resource’s skills, utilisation, preferences, productivity
and collaboration. As a starting point for such analysis we proposed a set of
indicators for each category of resource behaviour. Our framework also provides
an interface to define new RBIs. For each RBI, we extract a time series, analyse
its dynamics and visualise the results.

The current framework concentrates on measurements for individual RBIs and
any interdependencies among indicators are not considered. Hence, an extension
of this work will be to combine several RBIs to a single performance measure.
For this purpose we can use Data Envelopment Analysis – a non-parametric
efficiency measurement method developed by Charnes et al. [2]. Another possible
extension of this work is using the results of the analysis to enrich event logs
with knowledge about resource behaviour.

We have applied the framework to a real event log and demonstrated that
it can extract knowledge about resource behaviour. We have shown how our
framework can be used to analyse various aspects of behaviour and demon-
strated the different types of analysis that can be applied. We also explained
how this analysis can help in evaluating a resource’s performance and in identi-
fying resource-related issues.
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Abstract. Categorization of instances in dataspaces is a difficult and
time consuming task, usually performed by domain experts. In this paper
we propose a semi-automatic approach to the extraction of facets for the
fine-grained categorization of instances in dataspaces. We focus on the
case where instances are categorized under heterogeneous taxonomies in
several sources. Our approach leverages Taxonomy Layer Distance, a new
metric based on structural analysis of source taxonomies, to support the
identification of meaningful candidate facets. Once validated and refined
by domain experts, the extracted facets provide a fine-grained classifica-
tion of dataspace instances. We implemented and evaluated our approach
in a real world dataspace in the eCommerce domain. Experimental re-
sults show that our approach is capable of extracting meaningful facets
and that the new metric we propose for the structural analysis of source
taxonomies outperforms other state-of-the-art metrics.

Keywords: dataspaces, web data integration, taxonomy integration,
facet extraction.

1 Introduction

The dataspace abstraction describes data integration architectures that deal with
large heterogeneous data, which are partially unstructured, possibly sparse and
characterized by high dimensionality [6]. Differently from traditional data inte-
gration architectures, where data from local sources are consistently integrated
in a global view after their schemas are aligned, pay-as-you-go data integration
is needed in dataspaces: data are more and more integrated along time, as more
effective data access features are required [11].

Data integration methodologies inspired by dataspace principles are widely
adopted for industry-scale Web data integration because of the amount and het-
erogeneity of source instances to be integrated [5]. Several examples of Web data
integration systems can be found in the eCommerce domain. Price Comparison
Engines (PCEs) integrate a very large number of heterogeneous product offers
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(i.e., dataspace instances) from many different e-marketplaces providing search
and browsing features over the integrated information. Through PCE front-ends,
end-users compare different eMarketplaces product offerings in terms of price
and/or product features. Many PCEs such as Google Shopping 1, PriceGrab-
ber 2 and Amazon 3 have been developed, which differ in terms of coverage and
effectiveness of search and browsing features.

Category-based and facet-based browsing are two examples of data access fea-
tures that many PCEs aim to deliver to their users. These features require the
creation and maintenance of categorizations respectively based on taxonomies,
i.e., hierarchies of product categories such as “Mobile Phones” or “Wines”, and
facets, i.e., sets of mutually exclusive coordinate terms that belong to a same
concept (e.g., “Grape: Barolo, . . . , Cabernet”, . . . , “Type: Red Wine, . . . , White
Wine”) [19,21]. A global taxonomy is used to annotate all the instances in the
dataspace with a coarse-grained categorization, which helps end-users to rapidly
recall the “family” of instances they are interested in. Facets can be used within
a specific (global) taxonomy category, to annotate instances in the dataspace
with a fine-grained categorization, which helps end-user to rapidly recall in-
stances with specific characteristics (e.g., “Grape: Barolo”, “Type: Red Wine”).
Facet-based categorizations can be also useful in relation to Search Engine Opti-
mization because facets indexed by search engines can bring more traffic to the
PCEs’ websites.

Unfortunately, facet creation and maintenance is an extremely time and effort
consuming task in PCEs, which is left to manual work of domain experts. The
definition of meaningful facets at large scale requires a deep understanding of
the salient characteristics of dataspace instances (e.g., wines are characterized
by grape, type, provenance, and so on) for a large number of diverse product
categories. As a result, while a global taxonomy is used in most of PCEs4, many
PCEs provide only few generic facets (e.g., “Price Range” and “Merchant”) and
others provide a richer set of facets but only for a limited amount of popular
product categories.

In this paper we propose an approach to automatic facet extraction in datas-
paces, which is aimed to support domain experts in creating and maintaining
significant facets associated with global categories. Our approach leverages the
information already present in the dataspace, namely (i) taxonomies used to
classify instances in the data sources and (ii) mappings established from source
taxonomies to the global taxonomy of the dataspace, to suggest meaningful
facets for a given global category. Unlike the global taxonomy, which has to
cover instances from very diverse domains, source taxonomies are often special-
ized in certain domains (e.g., “Wines”). Domain experts map specific categories
in source taxonomies (e.g., “Barolo”) to generic categories in the global tax-
onomy (e.g., “Wines”). The idea behind our approach consists in reusing the

1 http://www.google.com/shopping
2 www.pricegrabber.com/
3 http://amazon.com/
4 See, e.g., http://www.google.com/basepages/producttype/taxonomy.en-US.txt

http://www.google.com/shopping
 www.pricegrabber.com/
http://amazon.com/
http://www.google.com/basepages/producttype/taxonomy.en-US.txt
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fine-grained categories that occur in several source taxonomies mapped to the
global taxonomy (e.g., “Barolo”,“Cabernet”), to extract a set of relevant facets
for a given global category (e.g., “Grape: Barolo, . . . , Cabernet”, . . . , “Type:
Red Wine, . . . , White Wine”).

Our approach incorporates an automatic facet extraction algorithm that
consists of three steps: extraction of potential facet values (e.g., “Cabernet”);
clustering of facet values into sets of mutually exclusive terms (e.g., “Bor-
deaux”, “Cabernet”, “Chianti”); labeling of clusters with meaningful labels (e.g.,
“Grape”). The algorithm is based on structural analysis of source taxonomies
and on Taxonomy Layer Distance, a novel metric introduced to evaluate the
distance between mutually exclusive categories in different taxonomies. Experi-
ments conducted to evaluate the approach show that our algorithm is able to ex-
tract meaningful facets that can then be refined by domain experts. In addition,
since our approach extracts facets from source categorizations, the annotation of
the dataspace instances with the extracted facets is straightforward, supporting
facet-based browsing.

The paper is organized as follows. The problem of facet extraction is defined
and explained in Section 2. Our approach to facet extraction is described in
Section 3 and the evaluation is discussed in Section 4. Related work is presented
in Section 5. Section 6 draws conclusions and discusses future work.

2 Problem Definition and Domain Example

A facet can be defined as “a clearly defined, mutually exclusive, and collectively
exhaustive aspect, property, or characteristic of a class or specific subject” [19].
As input to our problem, we assume that there exists a global taxonomy used in
the dataspace and a set of mappings from leaf categories in source taxonomies
to leaf global categories. We assume that the mappings have many-to-one car-
dinality, i.e., many categories in each source taxonomy are mapped one global
category. Observe that mappings of this kind can be easily extracted in any
dataspace where instances are categorized using one source taxonomy category
and one global taxonomy category.

In the following paragraph we summarize the terminology used in the rest of
the paper, along with a precise description of the problem of Facet Extraction.

Source Taxonomy: a source taxonomy consists of a partially ordered set S of
source categories s.

Global Taxonomy: a global taxonomy consist of a partially ordered set G of
global categories g.

Leaf-to-leaf Category Mapping: a leaf-to-leaf (leaf for brevity) category
mapping m : g ← s is a correspondence from a leaf category s of some
source taxonomy S to a global leaf category g. The semantics of a leaf map-
ping from s to g is that instances that are classified under s at the source
can be classified under g once they enter the dataspace.

Facet: a facet F g for a global category g is a finite set of values v1, ..., vn (e.g.,
{“Red Wine”, “White Wine”}) associated with a label; conceptually, a facet
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Fig. 1. Conceptual architecture of a Price Comparison Engine

label for a facet F g briefly describes the concept of reality that facet values
refer to (i.e., “Wine Type”).

Facet Extraction Problem: given a global leaf category g, a set of mappings
M from source categories s1, . . . , sn to g in the form g ← s1, . . . , g ← sn,
extract a set Fg of facets F g, each one associated with a label.

As introduced in Section 1, the Facet Extraction problem is common in PCEs.
The dataspace of a PCE consists of offers (i.e., the dataspace instances) coming
from many eMarketplaces (i.e., the data sources). The conceptual architecture
of a PCE is sketched in Figure 1. Each eMarketplace categorizes offers using a
own source taxonomy. Source instances are integrated within the dataspace by
specifying mappings from a large population of (often domain specific) source
taxonomies to a global taxonomy. Mappings are defined and maintained by do-
main experts with the aid of (semi) automatic algorithms. To size the problem,
we provide some figures about the dataspace of one of the most popular PCE on
the Italian market. TrovaPrezzi5 integrates many times per day 7 millions prod-
uct offers from about 3900 eMarketplaces. Over more than 10 years of activity,
more than 1 million of leaf mappings have been specified from source categories
to more than 500 global categories.

3 Facet Extraction

The semi-automatic approach to facet extraction proposed in this paper is
sketched in Figure 2 and is aimed to support domain experts who are in charge
of maintaining classifications and mappings within a dataspace. Domain experts
trigger the facet extraction process for a specified global category using a Web
interface. An automatic facet extraction algorithm suggests a set of facets to
domain experts, who inspect, validate and refine the result of the automatic
extraction algorithm, deciding which facets will be part of the dataspace.

5 www.trovaprezzi.it

www.trovaprezzi.it
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Fig. 2. Overview of the proposed approach to facet extraction

The automatic facet extraction algorithm at the core of the proposed approach
is inspired by the following principle: the specialized taxonomies used in data
sources contain information that can be analyzed to extract a set of significant
facets for a global taxonomy category. The facet extraction algorithm extracts
the set of facets Fg for a global category g using a three-phase process:

1. Value Extraction: A set of normalized facet values is produced by case
lowerization, special characters removal and stemming of all the source cat-
egories mapped to g.

2. Value Clustering: Facet values are clustered together into facets according
to source taxonomies structural analysis. Since we look for facets of mutual
exclusive values, we admit facets containing at least two values. Thus, values
that cannot be added to any facet (i.e., clusters of one element) are discarded.

3. Facet Labeling: Facets are labelled using external knowledge sources.

The third phase of the facet extraction process is aimed to suggest labels to
domain experts’ who can accept the suggestion or change the label. We assume
that all the taxonomies are lexicalized in a same language. However, our approach
does not depend on a particular language: frequency and structural-based princi-
ples are used to select and cluster facet values; state-of-the-art Natural Language
Processing techniques available in nearly any language are used for facet value
normalization; external knowledge sources like the one we used for facet labeling
are now available in several languages.
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3.1 Value Extraction

During this phase we identify the set of facet values that are frequently used
for categorization at the sources. In order to identify such values for a global
category g we rely on existing mappings to g. For each source taxonomy S we
form the set Ng

S of values occurring as names of source categories mapped to
g and all their ancestors in the respective source taxonomy. The level of detail
of source taxonomies can be different in each source taxonomy, thus ancestors’
names are included in Ng

S to consider every possible significant value. The set Ng
S

for a global category g and a source taxonomy S is defined as Ng
S = {s | ∃ g ←

s or ∃ g ← s′, with s ∈ S and s′ is a descendant of s}.
The set V g

S of normalized values is obtained by applying case lowerization,
special characters removal and stemming to Ng

S . As far as stemming is concerned,
we use Hunspell Stemmer6 to normalize values’ terms with respect to their sin-
gular form. Hunspell stemmer is based on language dependent stemming rules
that are available for most of languages. Normalized values are then unioned
together to form the set V g of facet values for a global category g. In this phase,
duplicated values are removed. The set V g of unique values for a global category
g over all the n source taxonomies is V g =

⋃n
i=1 V

g
Si .

After normalization and unioning, a simple ranking function is applied to
V g. Unique values are ranked according to their frequency over the all sets
V g
Si . Intuitively, the more a value occurs as source category name mapped to

the global category g, the higher rank it will get. Based on this ranking we
reduce V g to the set V g

k of the top k frequent values. The rationale behind this
choice is to keep only those values that are more commonly used across many
independent and heterogeneous sources and thus are likely to be more relevant
for the fine-grained classification of dataspace instances. The set V g

k of the top
frequent values produced by this phase represents the input for the next phase.
In addition, we keep track of the (possibly) many source categories to which each
value v ∈ V g

k correspond. In this way, the annotation of the dataspace instances
with facet values extracted by the algorithm is straightforward.

Example. Given the two taxonomies A and B in Figure 2, for the global
category “Wines”, Nwines

A = {“Beverages”, “Wines”, “Tuscany”, “Chianti”,
“Sicily”, “Nero d’Avola”, “Vermentino”} and Nwines

B = { “Root”, “Food And
Drinks”, “Wines”, “White Wines”, “Verdicchio”, “Red Wines”, “Cabernet”,
“Lombardy”, “Sicily”, “Chianti”}. After normalization, values from Nwines

A and
Nwines

B form the set of unique values V wines = {“Root”, “Beverage”, “Food
And Drink”, “Wine”, “Lombardy”, “Cabernet”, “Tuscany”, “Chianti”, “Sicily”,
“Vermentino”, “Nero d’Avola”, “White Wine”, “Verdicchio”, “Red Wine”}.

3.2 Value Clustering

Values in V g
k are clustered to form the set of facets Fg. We aim at cluster-

ing together all values that are more likely to be coordinate values of a same

6 http://hunspell.sourceforge.net/

http://hunspell.sourceforge.net/
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Fig. 3. An example of mutually exclusive source categories

characteristic. As an example, suppose that we get V wines
k = {“Cabernet”, “Chi-

anti”, “Lombardy”, “Sicily”}. An ideal clustering should be F g
1 = {“Cabernet”,

“Chianti”} and F g
2 = {“Lombardy”, “Sicily”} because each facet refers to a

same characteristic (i.e., the wine’s grape variety and the origin Italian region).
In order to discover the set Fg of facets over V g

k we make use of the DB-
SCAN density-based clustering algorithm [4]. DBSCAN clusters together values
within a maximum distance threshold ε and satisfying a cluster density crite-
rion and discards as noise values that are distant from any resulting cluster.
DBSCAN algorithm requires in input the minimum cardinality of expected clus-
ters minPoints and the maximum distance threshold ε. We set minPoints to
2 and empirically find the best value for ε (see Section 4). Finally, DBSCAN
does not require a number of expected clusters as input. We use DBSCAN for
several reasons. We deal with heterogeneous taxonomies, thus we cannot make
any assumption about the shape of clusters (i.e. facets) and we must employ
clustering techniques that incorporate the notion of noise. Otherwise, clustering
algorithms requiring the expected number of clusters as input are not suitable
(e.g. KMeans) since the number of facets to detect is not known in advance.

In order to use the DBSCAN clustering algorithm it is crucial to provide
an effective distance metric between the values. We propose a distance metric
that considers near those values that refer to a same characteristic of instances,
according to a taxonomic structural criterion. We now formally define the pro-
posed distance metric, starting from the principle that it aims at capturing:
source categories mutual exclusivity.

Source Category Mutual Exclusivity Principle. We recall from Section 2
that a facet is “a clearly defined, mutually exclusive, and collectively exhaustive
aspect, property, or characteristic of a class or specific subject” [19]. The Source
Category Mutual Exclusivity principle (SCME) states that the more two values
refer to mutually exclusive categories, the more they should be grouped together
into the same facet. Given two source categories s1 and s2, their occurrence as
siblings indicates that s1 and s2 are mutually exclusive (e.g., “Lombardy” and
“Sicily” in Figure 3). SCME is a structural principle: it takes source taxonomies
structure into account by considering reciprocal relationships among categories.
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Taxonomy Layer Distance. We propose a distance metric that captures the
SCME principle by considering sibling relationships between source categories, or
more generally, the co-occurrence of categories on a same taxonomy layer. Given
a taxonomy S, a taxonomy layer lS of S is the set of all categories that are at
the same distance from the taxonomy root. For example, the set {“Lombardy”,
“Tuscany”, “Sicily”} is a layer for taxonomy A in Figure 3. At large scale,
categories occurring on same taxonomy layers are likely to be mutually exclusive
since they usually represent partitions of the set of entities categorized under the
considered taxonomy. Considering co-occurrences on the same taxonomy layer
represents a good way to capture the SCME principle: the more two values v1
and v2 co-occur at the same layer across all source taxonomies, the more they
should be clustered together and thus the less they are distant from each other.

We compute the Taxonomy Layer Distance (TLD) between two values v1 and
v2 by counting their co-occurrences on the same taxonomy layer and scaling it
by their nominal occurrences across all source taxonomies. Computing TLD is
equivalent to computing the Jaccard Distance between the two sets of taxonomy
layers where two values v1 and v2 occur, respectively. Given a value v and a source
taxonomy S we define the set LS

v of layers containing v in S as LS
v = {lS | v ∈ lS}

(a category can occur in more than one layer). The overall set Lv of layers
containing v is computed by unioning all layers across all n source taxonomies
as Lv =

⋃n
i=1 L

Si

v . Then we compute the Jaccard Distance between Lv1 and Lv2 :

TLD(v1, v2) = 1− |Lv1 ∩ Lv2 |
|Lv1 ∪ Lv2 |

(1)

Example. Given the two source taxonomies from Figure 3 and values “Cabernet”
and “Chianti”, we first compute layers containing “Cabernet” and “Chianti”:
lA1 = {“Cabernet”, “Chianti”, “Cantina Firriato”, “Cantina Almeria”}
lA2 = {“Cabernet”, “Nero d’Avola”}
lB1 = {“Vermentino”, “Cabernet”, “Verdicchio”, “Chianti”}
The set of layers containing “Cabernet” and “Chianti” are:
LCabernet = LA

Cabernet ∪ LB
Cabernet = {lA1 , lA2 , lB1 }

LChianti = LA
Chianti ∪ LB

Chianti = {lA1 , lB1 }
Then, we compute the distance between “Chianti” and “Cabernet” as:

TLD(“Cabernet”, “Chianti”) = 1−
|LCabernet ∩ LChianti|
|LCabernet ∪ LChianti|

= 1−
2

3
=

1

3

3.3 Facet Labeling

During the labeling phase a semantically meaningful label is attached to each
facet F g discovered in the value clustering phase. Ideally, each label should
shortly describe the characteristic to which the values of a facet are likely to
refer. For example, if we consider two facets F g

1 = {“Cabernet”, “Chianti”}
and F g

2 = {“Italy”, “France”}, meaningful labels can be “Grape Variety” and
“Country”, respectively. Conceptually, labeling each facet means responding to
the following question: “to which concept of reality do values of facet F g refer?”.
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In order to answer this question, we reconcile each facet value to entities from
the Freebase7 multilingual knowledge base. Given a facet F g, we submit each
facet value of F g as a keyword query to the Freebase Search Web service8.
This API performs keyword search over Freebase entities and returns a list of
entities ranked by relevance. We select the entity type of the top k ranked entities
returned by the keyword search API. We pick as label the most frequent type
returned by the Freebase Search API for all facet values in F g.

4 Evaluation

The core idea of our proposed approach to facet extraction is that we group facet
values according to a structural criterion (i.e., TLD). We focus on evaluating the
facet value clustering phase. Our goal is to show that TLD effectively captures
the SCME principle and supports domain experts in facets definition. To the best
of our knowledge there are no distance metrics for taxonomies that explicitly
aim at capturing the SCME principle. However, structural similarity metrics
that consider path distance between categories within a taxonomy are good
candidates to compare our work to. Intuitively, the more two source categories
co-occur in the same source taxonomy path (i.e. they are similar to some degree
according to structural similarity metrics) from the root to a leaf, the less they
are mutually exclusive and the more they should be clustered into different facets
(i.e., the clustering algorithm should consider them distant from each other).

We compare TLD with two known structural concept similarity metrics,
namely Leacock and Chodorow [9] (LC) and Wu and Palmer [22] (WP) metrics.
Both LC and WP achieve high effectiveness results in determining the similarity
of concepts within the WordNet taxonomy [16]. LC measures the similarity be-
tween two taxonomy categories by considering the shortest path between them
and scaling it by the depth of the taxonomy. Similarly, WP measures the sim-
ilarity between two categories by considering the distance from their nearest
common ancestor and the distance of the nearest common ancestor from the
taxonomy root. We adapted LC and WP to the case of multiple taxonomies.
More specifically, given two values v1 and v2 we evaluate their LC and WP sim-
ilarities for each source taxonomy where v1 and v2 co-occur and we take the
mean similarity as the final distance value.

4.1 Gold Standard

We created a gold standard from the real world TrovaPrezzi Italian PCE datas-
pace. We chose ten TrovaPrezzi global categories and ran the Values Extraction
phase over them. We presented the set of top k frequent values to TrovaPrezzi
domain experts, who found that relevant facet values generally appear among
the top 100 ranked values. Thus we choose k = 100 as cardinality of the set of

7 http://www.freebase.com/
8 https://developers.google.com/freebase/v1/search-overview

http://www.freebase.com/
https://developers.google.com/freebase/v1/search-overview
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extracted facet values. Facet values were manually grouped together by a do-
main expert from TrovaPrezzi mapping team and facets were then validated by
other domain experts in order to ensure their correctness. As we expected, some
of the values were discarded by domain experts as they could be added to any
existing facet.

Gold Standards’ global categories cover different domains and a relevant por-
tion of the overall dataspace of the PCE, that is 688 source taxonomies and 22594
leaf mappings. For each source taxonomy an average of about 33 mappings have
been specified. Moreover, for 322 source taxonomies mappings to more than
one global category have been specified. Notice that all the data upon which
we created the gold standard are lexicalized in Italian. Our approach to facet
extraction is language independent, thus results that we present in following
sections are comparable to others obtained considering different languages. For
sake of clarity, we provide examples translated to English.

4.2 Evaluation Metrics

We evaluate our facet extraction approach from two different perspectives: facet
value effectiveness and value clustering effectiveness. This kind of evaluation
campaign has been previously used to evaluate several facet extraction algo-
rithms [8,3]. We introduce the notation we will use in the rest of the section.
Given a global category g, we denote with Vg the set of discovered facet values
(i.e. values that have not been classified as noise by the algorithm). We denote
with Vg

∗ the set of gold standard facet values (i.e., values not classified as noise
by domain experts). Lastly, we denote with Fg

∗ the set of manually discovered
facets (i.e., the gold standard for the global category g), which is compared to
the set Fg of automatically discovered facets.

Value Effectiveness. In our proposed approach noisy values are discarded. In
order to evaluate the ability of our technique to filter noisy values out we compare
sets Vg and Vg

∗ , using Precision (P ), Recall (R) and F-Measure (F1). All these
metrics do not take clustering effectiveness into account.

Value Clustering Effectiveness. We evaluate clustering effectiveness using several
standard clustering quality metrics, that are Purity (P ∗), Normalized Mutual
Information (NMI∗), Entropy (E∗), and F-Measure for clustering (F ∗). One
remark about the usage of these evaluation metrics is that the set of facet values
clustered by our approach is different from the set of facet values grouped by
humans (i.e., Vg 	= Vg

∗ ). We may fail in including meaningful values into some
clusters, or we may mistakenly include noisy values into some facets. Clustering
quality metrics cannot handle these cases. Thus, we modify facets in Fg by
(1) removing all noisy values and by (2) adding to Fg as single value facets
all gold standard values that have been automatically classified as noise. These
adjustment ensures that Vg = Vg

∗ and thus clustering quality metrics can be
used properly. With this adjustment, facet value effectiveness is not considered.
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Table 1. Effectiveness of TLD, LC and WP metrics

Value Effectiveness Clustering Effectiveness Quality

P R F1 F ∗ NMI∗ Purity E∗ PRF ∗

LCn 0.359 0.447 0.370 0.403 0.603 0.308 0.243 0.359
LCq 0.394 0.953 0.537 0.666 0.709 0.220 0.685 0.531
WP 0.377 0.984 0.525 0.682 0.714 0.210 0.744 0.520
TLD 0.416 0.901 0.541 0.719 0.746 0.286 0.416 0.558

Overall Quality. In order to evaluate the overall effectiveness of our approach, we
aggregate facet value precision P , facet value recall R and clustering F-measure
F ∗ into an overall quality measure. The PRF ∗ measure combines P , R and F ∗

by means of an armonic mean:

PRF ∗ =
3 ∗ P ∗R ∗ F ∗

R ∗ P + P ∗ F + P ∗R (2)

4.3 Experimental Results

We conducted several experiments, comparing clustering performance of TLD,
LC and WP metrics. We recall from Section 3.2 that the DBSCAN algorithm
used for clustering is configured with a maximum distance threshold ε. Optimal
values of ε depend on the used distance metric, and influence clustering perfor-
mance. The tuning of ε can be driven by two orthogonal factors: overall quality
(i.e., PRF ∗) and the number of discovered clusters. High values of ε (i.e., quality
oriented configuration) can lead to better overall quality, but fewer discovered
clusters (i.e., the clustering algorithm will tend to group values into one single
cluster). Lower values of ε (i.e., cluster number oriented configuration) can lead
to lower quality, but more discovered clusters. We found that quality oriented
and cluster number oriented configurations generally coincide except for LC. In
the following section we refer to quality oriented configuration of LC as LCq

while we indicate with LCn the corresponding cluster number oriented configu-
ration. Since optimal configurations for WP and TLD coincide we omit pedices
for them. Moreover, due to space limitation we include only the mean value of
metrics computed across all gold standard categories.

Table 1 presents results of our experiments. TLD is more effective in finding
relevant facet values and discarding noisy ones, as indicated by an higher F1.
The ability of effectively discarding noisy values substantially reduces domain
experts’ effort in validating discovered facets. LCq and WP obtain almost per-
fect value recall, but substantially lower precision. Thus, they do not effectively
support domain experts. Moreover, TLD achieves best performance according
to quite all clustering effectiveness metrics, with the exceptions of purity and
entropy for LCn. Clusters discovered by LCn contain more homogeneous values,
in the sense that they have been manually classified as belonging to the same
gold standard group. However, LCn achieves better purity and entropy at the
cost of discarding most of the values as noise, thus sacrificing overall quality.
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Table 2. Number of groups discovered by TLD, LC, and WP for each source category,
compared to the gold standard

|Fg
∗ | LCq LCn WP TLD

Dogs and Cats Food 3 1 5 1 7
Grappe, Liquors, Aperitives 1 1 5 1 6
Wines 3 1 1 1 6
Beers 2 6 4 3 14
DVD Movies 2 2 3 1 3
Rings 4 1 6 2 7
Blu-Ray Movies 2 2 3 2 5
Musical Instruments 6 1 3 1 5
Ski and Snowboards 1 1 3 1 7
Necklaces 8 2 6 3 11

The difference between TLD and state-of-the-art metrics is even more evident
if we consider the number of detected clusters for each gold standard category
g (Table 2). WP and LCq fail in properly partitioning the overall set V g

k of
facet values, thus failing in detecting groups (i.e. they detect only one or two
clusters). They are too inclusive and thus they group facet values at a granularity
level that is too high to be suitable for effectively supporting domain experts in
bootstrapping a faceted classification system within the dataspace. From the
other side, LCn discards too much values to be effective.

In addition to standard evaluation metrics, we provide a more intuitive insight
of results of the facet extraction process, using TLD for facet value clustering
compare to state-of-the-art metrics. Table 3 depicts an example of facets dis-
covered for the global category “Wines” by TLD, WP, LCq, and LCn compared
to manually defined ones. Validating and refining groups discovered by TLD re-
quires much less domain experts’ effort than LCq, LCn and WP, thus sensibly
reducing the cost of bootstrapping faceted classification.

Table 3 highlights a difficulty of TLD in grouping together different lexi-
calizations of same values (e.g., “Red Wine” and “Red”). One naive approach
to overcome this difficulty is to normalize source category names by removing
terms belonging to the global category for which the facets are extracted (e.g.,
the term “Wine” when extracting facets for global category “Wines”). However,
this naive solution cannot be generalized to every global category. For example,
if we remove from the source category “Dog Food” all the terms belonging to
the gold standard global category “Dogs and Cats Food” we end up with an
empty, inconsistent facet value. Moreover, also the more conservative approach
of removing global category terms only if they all occur in the source category
cannot be generalized. For example, if we consider the gold standard category
“Musical Instruments”, using the more conservative approach we will not nor-
malize source categories “Wind Instruments” and “Winds”.

We implemented and evaluated both the previously described naive solutions
(we omit them due to space limitation), and found that they both decrease the
effectiveness of our approach. We believe that effectively solving the problem of
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Table 3. Discovered facets for TLD, WP and LC compared to manually discovered
facets. Numbers after groups indicate group cardinality.

LCq
F g

1 = {Wine, Red Wine, White Wine, . . . , Piedmont, Lombardy, . . . , Sicily, Don-
nafugata, Cusumano, . . . , Alessandro di Camporeale, . . . , France} (98)

LCn F g
1 = {Wine, Red Wine, White Wine, . . . , France, . . . , Chianti} (36)

WP
F g

1 = {Wine, Red Wine, White Wine, . . . , Piedmont, Lombardy, . . . , Sicily, Don-
nafugata, Cusumano, . . . , France} (100)

TLD

F g
1 = { Piedmont, Tuscany, Sicily, , . . . , France } (14)

F g
2 = { Red, White, Rosé } (3)

F g
3 = { Red Wine, White Wine, Rosé Wine } (3)

F g
4 = { Moscato, Chardonnay, . . . , Merlot } (13)

F g
5 = { Tuscany Wine, Sicily Wine} (2)

F g
6 = { Donnafugata, Cusumano, . . . , Principi di Butera } (27)

Gold Standard
F g

1 = { Piedmont, Lombardy, . . . , Sicily } (21)
F g

2 = { Red Wine, White Wine, . . . , Rosé Wine } (14)
F g

3 = { Donnafugata, Cusumano, . . . , Alessandro di Camporeale} (12)

different lexicalizations requires Natural Language Processing language specific
techniques. NLP techniques can be used to discriminate between global category
terms that refer to nouns, verbs, etc. and thus can be safely removed from source
categories without creating inconsistencies or change category names’ semantics.
Introducing this kind of NLP language specific techniques comes at the cost of
sacrificing the language independence of our approach. However, this represents
an interesting extension of our approach.

5 Related Work

Many different approaches to the problem of extracting facets from structured
and unstructured Web resources have been proposed (see [21] for a recent sur-
vey). Facets are usually extracted from a document collection (e.g., [2,18,13,20]),
from search engine query results (e.g., [23,8,3,7]) or from the combination of doc-
uments and search engine query logs (e.g., [15,14,10]).

Document collection based approaches tackle the problem of extracting faceted
taxonomies across a document collection. Faceted taxonomies represent a hier-
archy topics to which document refer to. External structured resources such as
WordNet [2,18], Wikipedia [2,20] or its Linked Data version DBPedia [13] are
exploited to enrich the extracted set of facets. Our approach is different from
document collection based ones because: (1) we extract facets and facet values
in stead of a hierarchy of topics and (2) we analyze taxonomy structure in order
to provide sets of mutually exclusive facet values.

The focus of query result based approaches is on classification of documents
returned by a keyword query search. Facets for browsing results of a query
are extracted from Wikipedia documents [23] analyzing, among other things,
Wikipedia categories and reciprocal links between documents. In more gen-
eral approaches facets are extracted by analyzing raw HTML pages in order
to identify potential faceted classifications within them using unsupervised [3]
or supervised [8] machine learning techniques. Facets are also extracted by im-
ages annotated with a folksonomy [7] and external resources are exploited for
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value disambiguation and hyponym detection. State of art query result based
approaches deal with the specific problem of integrating and ranking heteroge-
neous facets that are already present in documents. Our approach takes in input
source taxonomies and mappings between them and the global taxonomy.

The focus of query logs approaches is on the usage of user query statistics to
identify facet values that are useful/relevant. Query logs are analyzed in order to
select relevant facet values with respect to closed, fixed [15] or open, not defined
a-priori [14,10] set of facets. Query log based approaches are strictly dependent
on end-user queries: they do not consider currently available dataspace instances.
Our approach analyzes classifications at the sources, and thus provide a more
comprehensive fine-grained dataspace instances classification.

All the previously described approaches are complementary to ours. We ex-
tract facets from a different source than previous approaches: taxonomies used to
categorize instances within a dataspace. We expect the facet extraction process
to benefit from the integration of state-of-the-art facet extraction techniques.

Taxonomy structure analysis has been employed in the field of Ontology
Matching [17]. In this field, several similarity metrics between ontology (and
also taxonomy) concepts have been proposed and/or adapted from other do-
mains [1,9,22,12]. However, experimental results provided in this paper prove
that our proposed distance metric (i.e. TLD) is more effective in capturing the
mutual exclusiveness of concepts across multiple heterogeneous taxonomies.

6 Conclusions

In this paper we proposed a semi-automatic, language independent approach to
the problem of facets extraction from heterogeneous taxonomies within datas-
paces. We proposed a novel metric designed ad-hoc to capture source categories
mutual exclusivity across taxonomies. We used the proposed metric as a cluster-
ing distance metric for grouping together mutual exclusive facet values. Exper-
imental results show that our approach outperforms state-of-the-art taxonomy
concepts similarity metrics in capturing category mutual exclusiveness. Our ap-
proach provides valuable aid and reduces domain experts’ effort in bootstrapping
dataspace fine-grained classifications.

We plan to extend our approach along different directions. Advanced NLP
techniques can be used to improve the facet labelling phase and to normalize
source categories considering different lexicalizations. Finally, the effective inte-
gration of the proposed approach with evidence coming from the consideration
of different additional input (e.g., user queries) as proposed in related work is
currently under investigation.
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Abstract. The traditional approach to relational database design starts
with the conceptual design of an application based schema in a model
like the Entity-relationship model, then mapping that to a logical design
and eventually representing it as a set of related normalized tables. The
project we present has been motivated by needs of healthcare-IT where
small group practices are currently in need of systems that will cater
to their dynamic requirements without depending on EMR (Electronic
Medical Record) systems. It is also relevant for researchers for mining
huge repositories of data such as social networks, etc. and create extracts
of data on the fly for data analytics. Based on user characteristics and
needs, the data is likely to vary and hence, a dynamic back-end database
must be created. This paper addresses a form-based approach to schema
creation and modification.

Keywords: Dynamic user interface, Schema modification, Dynamic form
generator, Schema evolution.

1 Introduction

It has been observed that a database schema frequently experiences a lot of
changes with time [13]. In most of the domains, there is a lack of a set of com-
mon data elements, that users would like to store in the database thus requiring
different database schemas. In such cases, a static database schema would pose
a problem. One approach to modifying the schema would be to have a database
administrator track the data elements and periodically modify the schema. This
would require a lot of manual labor and periodic updates would eventually delay
data entry. In most large organizations, the DBA staff has been entrusted with
dealing with schema management however the costs associated with database
management systems and other large-scale application systems such as EMR
(Electronic Medical Record) systems tend to be prohibitive for most “small-
business”, or start-up operations. For most small outfits dealing with a specialty
practice with a handful of physicians, adopting large generic systems is pro-
hibitive in adoption, training and maintenance costs. We propose an approach
in this paper to:
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1. Create schemas based on predefined forms
2. Update and customize schemas as per changing user needs
3. Align the back-end storage of data as the schemas evolve

Our primary goal is to reduce user intervention and to let the database “evolve”
consistently as time progresses. For developing a generically applicable system,
we base it on the relational model. Our approach to dynamic schema creation
and management has been described here in the context of healthcare just for
illustrative purposes. This project was motivated by our interaction with a local
neurosurgery practice through Dr.Laborde, a neurosurgeon, who convinced us
that there is merit to developing approached to “ad-hoc” database creation and
management for applications where elaborate and costly solutions like EMR and
EHR (Electronic Health Record) systems are an overkill.

We made some assumptions while developing the prototype. Our current im-
plementation has been designed to cater to clinical researchers and physicians
who want to use existing data for clinical trials and studies and want to add
some parameters of their own. Very little knowledge about database modeling
and query languages is assumed. The forms could then be made available to the
end users such as patients. The users (physicians, nurses, etc. but not patients)
are provided with predefined forms developed based on the underlying database
schema. These forms are automatically generated based on the metadata, which
is stored in a separate database. This process is discussed later in the paper.

The users can customize these existing forms by adding and deleting data
elements of their choice. As a result of this the tables in underlying database
will undergo appropriate schema modifications as discussed later in the paper. In
our test implementation, we have used a neurosurgery application database from
a local clinic called the ALIF (Anterior Lumbar Inter-body fusion) database [10].
We dealt with the ALIF data with Dr.Laborde’s expertise as a domain expert in
the specific specialty which deals with surgical procedures of the spine. The term
“user” will apply to physicians , nurses, researchers etc. who are knowledgeable
about the application domain, who can evaluate the suitability of existing forms
and who can be guided in their choices when they undertake to modify the forms.
Totally naive end users will not be a target audience for our approach.

2 Technical Challenges and Claims

One of the major challenges we faced while developing this system was to avoid
anomalies or inconsistencies at the back-end when the user makes changes to the
forms provided for entering the data. The traditional approach to constructing a
relational database application involves building a conceptual schema of the re-
lational database using a model like the extended entity-relationship model and
then constructing a relational database schema [12]. For most advanced applica-
tions the schema of the relational database changes during development. We are
interested in providing a solution to environments where the database schema
needs to be adjusted in real time keeping all constraints and rules of a relational
database intact while the user makes changes to the existing forms or creates
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new forms. This involves maintaining a metadata database to store metadata
about the forms (FORMS DATABASE) and a domain specific database (DSD)
to store the actual data entered by the user. The system also provides an easy
to use Form Field Selection feature, which can be used by novice users to build
their own forms.

A dialog based UI is designed to create a new database from scratch or modify
an existing one. It would gather information about the nature of the form field
(label in the form) being added which would in turn lead to appropriate changes
in the schema of the DSD. Addition of a form field leads to formation of a new
attribute in the appropriate table in the DSD. For the data which already exists
in the database before adding a new field, the system populates default values
for that particular field. Deletion of the form field does not lead to deletion of
the corresponding attribute from the schema. These deletions are tracked and
recorded in a metadatabase, and a customized form is presented to the user.
Modification of a form field does not modify the field name at the back-end.
Mappings are created between the field at the back-end and the ones in the UI.
A new user may choose from any of the existing customized versions of a form
and select the most appropriate one or he (henceforth we will use the pronoun
“he” for the user without any intended bias) may customize them further based
on his requirements. In order to ensure a smooth working of the system after
plugging in any DSD which stores the data entered via the forms, the FORMS
DATABASE stores the metadata of all forms and also the information about
what tables a form is connected to.

A user is typically shown all available forms, which guide the user to use one
that comes close to their requirements and to modify it. They are also given
the option to create a form from scratch. Our algorithms for storing metadata,
for defining the schema for the back-end, for storing actual data as well as
displaying user defined forms are generic. We propose the mechanism by which
a metadata layer called the FORMS meta-database is created to accommodate
the current form definitions and subsequent changes to it. In this approach, a
user can choose to display data elements that he would like to view together
without providing an SQL query. At the back-end the algorithm performs joins
between tables based on primary key-foreign key relationships and displays data
elements requested by the user. The user can also request the system to perform
aggregation operations on data elements, add conditions as well as sort the
results. This is particularly geared for researchers who would want to do studies
or clinical trials using patient treatment data related to a specific drug as the
DSD. They would then create a new database after appropriate aggregation to
define a cohort of patients.

3 Approach to Dynamic User Interface Management

The user interface of the system is a form-based UI since its functionality is
guided by a set of forms. The user is provided with two modes; one of them
deals with ‘Data Entry’ and the other with ‘Data Retrieval’. Data entry can be
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done by either using the existing template forms provided by default based on
the current state of the DSD, or the existing forms may be customized to suit
new requirements before being used to insert data. The users can also create
new forms if the requirements for the data they want to enter are not met.
These changes are automatically translated into appropriate modifications at
the schema level.

A large set of options is provided to the user as to what type of form field
he wants to create for his form. The options are Radio buttons, Checkboxes,
textboxes, dropdowns and buttons. Any of these options apply while modifying
existing forms or creating new forms. On creating a new form field, the user is
required to provide details about its data type, default value, ability to have
multiple values, etc. helping the system to make appropriate modifications in
the database. Similarly, creation of a new form requires some information from
the user which helps in creating a new table at the back-end. E.g. information
regarding its relationship with the existing forms, cardinality of the relationship,
etc. The UI has help buttons to describe the semantics of these questions in
simple language with examples.There may be a class of users such as researchers
that may use an existing large database, create a form using our tool and then
modify the form slightly to add some fields/attributes of their own using the
data entry function.

The other important feature of this system is ‘Data Retrieval’ which is used
for retrieving data by generating queries based on user input. The operations
currently handled by the system are ‘Select’, ‘Aggregation’, ‘Group By’, and
‘Having’. Appropriate selections may be made by the user and on doing so the
system builds the query and displays the results after validation. This feature
would be explained later in section 5. Figure 1 illustrates the process flow adopted
by the system.

3.1 Data Entry

The user is presented with template forms based on the underlying DSD. He has
a choice of either using the available forms to enter data or customize the forms
appropriately. In the latter case he uses the Form Field Panel which displays
the potential types of form fields available. A dialog is initiated with the user,
which requires him to provide details about the form field chosen. For example,
if a radio button is selected for a field ‘Gender’, then he is required to enter
the number of options he wants to keep for this field and their corresponding
labels. The new form field added to a form would become a new attribute in the
corresponding table having the rest of the form fields of that form after the user
provides information about this new attribute using an ‘Add New Form Field’
screen. This information consists of the label of the form field, it’s data type,
e.g Integer, String, etc. The user would also need to specify a default value of
the field which would be stored if the field is left blank while entering data. This
new field may have multiple values e.g If the new field which is getting added
is ’Symptoms’ then it may contain multiple values since a patient may have
multiple symptoms. This can be specified in the ‘Add New Form Field’ screen.
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Fig. 1. Process flow of the system

Each modified template form would be stored as a new version of the existing
template and will be annotated with the username of the user modifying it. E.g
‘Form A User1’ is ‘Form A’ modified by ‘User1’ and ‘Form A User2’ is ‘Form A’
modified by User2. All the versions of a template are shown to every user from
which he can select one for data entry.

The user may create a new form from scratch for which he would be required
to provide some information about the new type of data he would like to store
(See Figure 2). As mentioned before the ‘?’ marks alongside each label would
assist the user in filling this form. The ‘Form Name’ is the name of the new
form the user wants to create. The ‘Unique Form Field’ would be the field which
uniquely identifies an observation. This is equivalent to the key for that form.
Initially this field would be empty since it is a new form and no fields have
been added. The user would use the ‘Add New Form Field’ screen to add fields
to this form. The system allows selection of multiple fields for the cases when
a combination of more than one fields uniquely identifies an observation. The
‘Related to Form’ field would require the user to choose from a list of existing
forms to which this form is related to. As shown in the figure ‘Patient’ form
has a relationship with ‘Visits’ form in the context of patients having visits in a
hospital. The ‘Cardinality’ can have values 1:1, 1:N and M:N according to the
standard cardinality ratio concept in database modeling [3]. Based on the nature
of the relationship between the forms the user needs to select the cardinality.
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In the example shown in figure 2, the selected cardinality ‘M:N’ denotes that a
single patient may undergo multiple procedures and a procedure may be done
on multiple patients. The label ‘Is there any Attribute for the Relationship’
requires the user to specify attributes which are descriptive of the relationship.
E.g. ‘No. of Hours’ are the the number of hours that the patient undergoes a
particular procedure. It is neither an attribute of the ‘Patient’ since a patient
may undergo multiple procedures, each for a different amount of time nor of the
‘Procedure’ since each procedure may be done on different patients, each time
for a different number of hours. It is describing the instance of the relationship
‘undergoes’ between ‘Patient’ and ‘Procedure’. Multiple attributes are allowed
via the drop-down menu. Based on this information the schema of the DSD is
modified by adding a new table at the back-end and relating it to appropriate
tables based on the rules discussed in [3,7]. Appropriate changes are made in the
FORMS DATABASE simultaneously. These rules help creating a new table and
relate it to appropriate tables in the database maintaining consistency.

Fig. 2. New Form Screen

4 Approach to Dynamic Schema Management and
Maintenance

Our system has two databases, one is the DSD, which primarily stores the actual
data, that is entered by a user using the forms provided, and the other one is the
FORMS DATABASE that stores the metadata about the forms. The FORMS
DATABASE is the one primarily responsible for the dynamics of the system and
is explained in more detail in the following section.
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4.1 Meta-Database Schema

This database (see Figure 3) consists of all the information about the form
structure such as the form name, the fields it consists of, the label of each form
field, the type of form fields, etc. needed to build a form. The arrows in the fig-
ure stand for foreign-key to primary-key referential integrity constraints. In our
present implementation the users are provided with already existing form tem-
plates pertaining to the data for a local neurosurgery practice. The database we
used for our test was the already pre-populated ALIF database with information
about the template forms.

The table ‘Form’ records a list of all forms provided by the system by default
in a well-annotated format. Any new form created by the user gets added to
the list. The modified form gets stored as a new form and there is a record
of which form it originated from. This table is used to pull out all the forms
existing in the current state of the database for the user to choose from to fill
data or to select data elements to aggregate data as explained before. The table
’Form Field’ stores information about the different fields present in the form
along with the forms that they are a part of. It also stores the label of the form
fields and a detailed explanation of the field which would translate into a tool
tip description in the UI to assist the user in filling the data. The table ‘Form
Field Type’ is created where values such as textbox, radio-button, check-box,
drop-down,etc are stored. The table ‘Form Modifications’ is needed to keep a
record of modifications made to the existing form. If a form field is added or
deleted by a user to create his customized form then this table will keep track of
the changes and pull out the customized form fields for users. The ‘Form Field
Option’ table stores the enumerations of values for the aforementioned types of
form fields. For instance, the form field ‘Gender’ has options ‘Male’ and ‘Female’
which are stored in the ‘Form Field Option’ table.

The table ‘Table Information’ stores the tables, which are present in the actual
database holding the data, which in our case is the ALIF DATABASE. This table
is required for the purpose of aggregating data using the view creation mode
where users have an option of aggregating data elements, which they want to
view together. The table ‘Attribute Information’ stores all the attributes present
along with their data-types and default values in the actual database holding the
data. We also keep track of attributes which are primary keys or foreign keys in
a particular table. This enables the system to decide the table joins when user
selects data elements to be aggregated in the view creation mode explained in the
following sections. If a user selects some data elements from a set of tables, which
cannot be joined due to the absence of Primary Key-Foreign Key relationship
then the user is prompted against the action

This FORMS DATABASE is populated by acquiring the definition of the
underlying DSD, say as an SQL file, with CREATE TABLE statements. The
level of automation is being improved by providing this functionality. The system
currently has the ability to filter out attributes which need not be displayed
on the forms. Our strategy for dealing with schema evolution as the database
creation progresses is explained below. The algorithm can be used to modify an
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Fig. 3. Schema of the metadata database. The arrows show referential integrity con-
straints.

existing database at the back-end with the help of a dialog based UI or create
a new database from scratch. When modifying an existing database by adding
additional forms we already have the metadata database and the DSD at the
back-end contrary to the case when a new database is created. In the latter
case, an unpopulated metadata database exists at the back-end. As and when
the user creates forms at the front-end, the DSD gets developed. We explain our
approach for the 2 cases below:

Case 1: Database Schema Modification of the DSD
This is the case when a user chooses to modify existing forms to customize
based on his requirements in turn leading to modification of the DSD schema.
The modified form would be treated as a new form with a new ‘Form ID’.
The creation of this new form is recorded in the ‘Form’ table. In this table the
‘Form ID’ of the original form is stored, which was modified to create the new
form. The modifications would be stored separately in another table ‘Form Field
Modification’ where we store the form fields that were added or deleted from a
particular form to create a new form. Any form field which gets added to a form
first needs to be added to the ‘Form Field’ table, ‘Form Field Type’ table and
the ‘Form Field Option’ table appropriately. For every new form field which gets
added to a form, a corresponding attribute gets added to the existing table which
has other attributes corresponding to the other form fields of the form. This
requires population of the ‘Attribute Information’ table with all the information
about the new attributes. The ‘data entry’ feature is used to populate the table
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with data. If there is data already existing in the table corresponding to the
form being modified then default values of the newly added attributes would be
inserted for these existing observations.

Case 2: Database Schema Creation
This is the case when a user does not want to use any of the existing templates
and instead creates a new set of forms. This may occur if the data that the
user wants to store pertains to a different domain. He would be required to
create new forms from scratch which would guide the creation of a new domain
specific database. At the metadata level this involves populating the ‘Form’
table with information about the new forms. The ‘form modified’ field would be
‘NULL’ since we are not modifying any existing forms to create the new forms. In
this case we would also populate the ‘Table Information’ table with information
about the new tables that would be formed in the new DSD corresponding to
the new forms created. Subsequently the ‘Form DSD’ table and the ‘Attribute
Information’ table would also be populated as and when new form fields are
added in the forms. The process of creation of new form fields has been explained
in CASE 1.

In both cases, when adding a form field to a form if the form field is supposed
to have atomic values then the corresponding table in the DSD is updated but
if the form field is expected to have multiple values then a new table is created
in the DSD which references the original table corresponding to that form.

4.2 Guranteeing Consistencies during Schema Evolution

In our approach a lot of flexibility has been provided to the user in terms of
freedom of choice of creating new forms when the existing form templates do
not seem to be suitable. This can lead to a lot of redundancy at the back-end since
a user may choose to build a new form instead of modifying existing templates
even though his requirements differ from the existing forms by a small amount.
For example, a user needs only 8 out of 10 form fields of a particular form and
wants to add more fields of his own choice. We would assume that the user would
use our feature of modifying this form by deleting the two irrelevant fields and
adding the new extra fields. But instead it is possible that he creates a new form
and adds all the form fields he needs to this new form. At the back-end this would
result in an extra table in the DSD which would store data being entered via
this new form. Periodic reorganization of the DSD and the metadata database
is required. This would involve manually identifying such redundant tables and
integrating them into one table by performing a full outer join between them.
This would be done when the primary keys of the two tables which are getting
integrated are the same. The two keys may have different labels but if they have
the same semantics, we would go ahead with the join. Such merging would be
done only with human approval. If the keys are different then we would keep
the tables as they are. A full outer join may result in a lot of null values in
the integrated tables. Due to the increase in the volume of data and creation of
multiple redundant tables, the decision to go ahead with the integration would
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depend on the relative advantage of querying a single table with a lot of null
values over querying multiple tables to get the data.

5 Data Retrieval: Query Creation and Validation

The system also supports data retrieval by giving the user a choice of either
selecting existing result sets previously created by users or creating his own. The
user is presented with four types of operations namely ‘Select’, ‘Aggregation’,
‘Group By’ and ‘Having’ to build a query.

1. Select Operation
The user can select fields, which need to be displayed together in the result
set. This may be done by selecting a table from a drop down list and on
doing so the corresponding attributes of the selected table would be shown.

2. Aggregation Operation
The operation may be used by user to perform aggregate functions like
COUNT, MIN, MAX, AVG, etc on the fields.

3. Group By and Having Operation
If the user decides to use the Aggregation operation then the ‘Group By’ and
‘Having’ operations would be enabled. Using them the aggregated results
may be grouped with respect to certain fields which may or may not be
based on some condition.

The system maintains consistency of the user request as well as of the back-
end operations as follows. If the selected attributes belong to multiple tables
then the system would perform a join between those tables using the Primary
Key and Foreign Key constraints. A ‘Where’ clause is appended to the query
being created, to reflect the join. If there are any attributes that the user has
selected to group his result by then those attributes would be added to the
attribute selection list already created by the ‘Select’ Operation in the first step.
If the attributes that the user has selected require a join of tables, which cannot
be joined due to absence of a primary key-foreign key relationship, then the
user would be prompted to change the selection. If the user has selected some
attributes and is also performing aggregation then the system would remove the
selected attributes other than the ones he is grouping by from the SELECT
clause. The user would be prompted of this action. The system would also check
for validity of attributes selected for aggregation. E.g. Calculating ‘Average’ of
a non numeric attribute is prevented. After validation the query is executed and
the result is displayed. The user has the choice of saving the result set with a
description of the same. At the back-end the query is stored in the DSD along
with the description provided and can be executed again when selected by its
query label.

6 Related Work

Some research has been done in the area of dynamic schema modification with
respect to a clinical dental relational database [12]. Their approach primarily
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focuses on handling One-to-Many and Many-to-Many relationships between ta-
bles via concepts of ‘detail’ and ‘link’ tables. The user interface developed by the
authors is limited to the dental domain. In our approach the metadata database
remains unchanged and there exists a provision for plugging in any DSD which
in turn can be modified by users. Our application can also be used to create
a new database from scratch and store data while it is created in real time.
In addition to this, in [12] the interface to manage the addition of datasets re-
quires the user to be familiar with the dataset being loaded after which it is the
responsibility of the user to map it to an existing domain or create a new do-
main. In our approach the user is oblivious about the back-end structure. While
he creates new form fields or a whole new form, our application automatically
begins to modify the existing schema by creating new attributes or relations
respectively to accommodate the new data elements. In addition to the dynamic
schema modification approach, a feature of aggregating data and presenting the
results to the user, which he can store for future use is also supported by our
system. Palisser et al [1] discuss drawbacks of the systems called Orion [5] and
Encore [11]. The former constructs a version of the database state every time
any transformation in the schema takes place. This leads to the problem of man-
aging multiple versions. The latter focuses on versioning of object types when
design environment object types change in an object oriented database. In our
approach on the other hand the original schema is modified based on the changes
requested by the user but the user is kept unaware of these changes. For instance,
a user might modify an existing form to create a new customized version but
at the back-end the original schema accommodates the new data elements in an
appropriate manner to avoid resorting to versioning. Kim et al. [6] have handled
versioning of object types as well as schemas for single as well as multi-user de-
sign environment in Orion and also provided semantics of versioning the schema.
Ferran et al. [4] discuss an approach to handle schema and database evolution
in O2 object database system. The algorithm proposed by the authors automat-
ically makes the database consistent on any update operation performed on the
schema. However, depending on what the updates are, either immediate or de-
ferred transformations are made. Deferred transformations cause problems while
implementing complex conversion functions,that the user needs to specify if the
default functions do not suit their needs. Our approach on the other hand does
real time modification of the original schema based on the changes requested by
the user and avoids user intervention to a large extent.

7 Use Case

Let us describe the current interface for this prototype used by ALIF practition-
ers at a local neurosurgery practice.

1. Basic menu for user [Figure 4]: This figure shows the menu which will
be presented to the user after logging in. It consists of all the template
forms consisting of data elements currently in the back-end database. The
last bullet is “Create New Form” which would be explained ahead. It has a
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Fig. 4. Basic Menu

Fig. 5. View Creation Screen

‘Form Field Selection’ panel which the user can use when creating new form
fields when needed. The main menu also consists of a ‘Choose Patient’ option
which will help pulling up existing patients in the database when additional
data needs to be entered about them.

2. Ability to use existing forms : On choosing a particular template the
corresponding form is displayed for the user to fill in data. This data gets
saved in the appropriate tables at the back-end.

3. Creating / Updating forms : If the user feels the need to update existing
templates to accommodate data elements, which are not in the form, he
can modify the form using the ‘Add New Form Field’ feature. This creates
a new version of the existing form incorporating the changes requested by
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the user. The new form fields added get saved in the back-end database at
appropriate places. The “Create New Form” feature can be selected from
the screen shown in Fig. 4 to create a new form from scratch and add new
form fields.

4. View Creation [Figure 6]: The data retrieval feature allows users to select
the fields they wish to integrate together, perform aggregation operations on
them and also group the result set fields of their choice. The result set can
be saved for future use. All screens could not be shown for space reasons.

8 Discussion and Conclusion

8.1 Why not NoSQL?

A lot of organizations which collect vast amounts of customer, scientific, sales
data have traditionally stored data in a relational structure, but recently some of
these organizations are tending to use various types of non-relational databases
called NoSQL databases since they have been found to be efficient in handling
unstructured data where there is no fixed schema [8]. In our case we also have
a schema that is flexible since the user can modify it based on his requirement,
but we chose not to go for NoSQL due to the following reasons.

1. Consistency, availability, and partition tolerance are the three properties
taken into consideration when designing a database system. According to the
CAP theorem [2] it is only possible to have two out of these three properties
together in a database system at once. Traditional relational databases main-
tain consistency and availability but have trouble with partitions whereas
NoSQL databases are able to maintain either consistency or availability along
with partition tolerance. In our case the main goal of the system is provid-
ing the user with all the data in a consistent state and available in user’s
expected form.

2. The primary goal of our system is to add flexibility to existing schemas
and dynamically modify them. Since most of the healthcare databases have
a relational structure at the back-end, we formulated our approach using
relational databases.

8.2 Metadatabase Flexibility

The metadata database in our system plays an important role in driving the
dynamic nature of the DSD which stores tha actual content entered using the
forms. The schema of the metadata database is designed in such a way that
the DSD can be modified without any manual interference. It guides the UI
formation and the selection process of the different UI components other than
providing the forms with a particular structure under different circumstances.
The metadata also has the capability to form queries based on information en-
tered by the users along with verifying the correctness of those queries.
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8.3 Summary and Future Work

In this paper we proposed a UI and metadata based approach to dynamically
modify and create a database schema which would address the problem of dy-
namic data entry in data-rich environments where the schema can be “built”
incrementally as new data becomes available. It is intended for users with needs
for managing data for operational and research purposes but who have no ac-
cess to DBAs or database design experts. Template forms are provided to the
user but since there may be difference in requirements between users, the system
facilitates modification of existing forms or create new forms from scratch result-
ing in appropriate real time modifications in the database schema keeping the
user oblivious to the back-end The changes at the back-end involve adding new
attributes to existing tables, adding new tables, creating relationships between
these new tables and existing tables by assigning appropriate cardinality, etc.
Unlike other systems such as Encore and Orion, our approach does not create
versions of the schema whenever there is a change; instead it creates different
versions of a single form if needed after modifying the schema appropriately.
Our system also has a data retrieval feature which helps users to aggregate and
extract data from the database, perform aggregate operations on them and stor-
ing the result sets for future use. This feature does not require the user to write
queries instead it automatically generates and validates queries based on the
data elements selected.

There is still a lot of scope for improvement in this system like making the sys-
tem usable for novice users who do not have any knowledge of database modeling
concepts. Given a good domain ontology about synonyms such as WordNet [9]
we would like to automate the process of removing redundant tables. There is a
possibility that a user modifies a form to add a form field, which has semantic
equivalence with one of the existing fields in the form. This would result in re-
dundancy. To avoid such cases we would like to incorporate semantic validation
in the future. The paper represents preliminary work awaiting field experimenta-
tion with small group practices of physicians. It addresses the problems related
to relational schema evolution in real-time which opens up a lot of room for
improvement. We have been motivated for the need of such system in data-rich
environments with relatively limited volume such as medical practices. We are
addressing a large user population where the typical user is not very knowl-
edgeable about database concepts but would like to be able to create robust
databases on the fly. We would like to like to address the aforementioned ideas
of improvement before making it available to the medical community.
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Abstract. Differently from OLTP workloads, OLAP workloads are
hardly predictable due to their inherently extemporary nature. Besides,
obtaining real OLAP workloads by monitoring the queries actually is-
sued in companies and organizations is quite hard. On the other hand,
hardware and software benchmarking in the industrial world, as well as
comparative evaluation of novel approaches in the research community,
both need reference databases and workloads. In this paper we present
CubeLoad, a parametric generator of workloads in the form of OLAP
sessions, based on a realistic profile-based model. After describing the
main features of CubeLoad, we discuss the results of some tests that
show how workloads with very different features can be generated.

Keywords: OLAP, DataWarehouse, Business intelligence, Benchmarks.

1 Introduction

The term OLAP (On-Line Analytical Processing) is now widely used to refer to
multidimensional databases and to data warehouse systems. However, originally,
it was meant to denote a specific class of queries characterized by high interac-
tivity and flexibility, small formulation effort, read-only access, and data ag-
gregation, run by decision makers to analyze their business trend and effectively
explore key figures and indicators. While OLTP (On-Line Transactional Process-
ing) queries are normally grouped into transactions that support the everyday
operational processes in a company, OLAP queries are typically sequenced into
sessions. Users create sessions by applying a sequence of OLAP operations (such
as drill-down and slice-and-dice) that transform one multidimensional query into
another, starting from an initial query that is usually predefined [15]. During an
OLAP session the user analyzes the results of a query and, depending on the spe-
cific data she sees, applies one operation to determine a new query that will give
her a better understanding of information. The resulting sequences of queries
are strongly related to the issuing user, to the analyzed phenomenon, and to the
current data.

Differently from OLTP workloads, that are 90% frozen within operational
applications, OLAP workloads are hardly predictable due to their inherently
extemporary nature. Besides, obtaining real OLAP workloads by monitoring
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the queries actually issued in companies and organizations is quite hard because
(i) OLAP queries are at the core of the decision-making process, hence they are
jealously guarded by managers and administrators, and (ii) reconstructing OLAP
sessions by interpreting the query log of a multidimensional engine operating in
a multi-user context is very complex.

On the other hand, hardware and software benchmarking in the industrial
world, as well as comparative evaluation of novel approaches in the research
community, both need reference databases and workloads. To this end, some ef-
forts have been done over the years to provide standard benchmarks. Specifically,
in the OLAP context, the TPC-DS benchmark [14] has been recently developed;
it is based on a fixed set of star schemata including 7 fact tables and 17 dimen-
sion tables, and it provides a workload featuring queries that address complex
business problems and use a variety of access patterns.

The TPC-DS benchmark is carefully designed and offers a solid reference.
However, especially in research papers, there is often a need for using bench-
marks based on schemata with varying characteristic and on multiple alterna-
tive workloads with different features. For instance, it could be interesting to
understand how the performance of a proposed approach varies with the num-
ber of dimensions in a cube, with the average branching factor of hierarchies,
with the maximum length of sessions, or with the average selectivity of queries.
In particular, generating parametric OLAP workloads is crucial to the experi-
ments made in the context of OLAP prediction and recommendation, where the
features of sessions and queries may have a strong impact on the approach effec-
tiveness and efficiency. So, the papers in this context often rely on synthetically
generated OLAP workloads, where queries and session are built in a completely
random way based on a set of structural and statistical parameters [1–4]. Un-
fortunately, while these synthetic workloads serve well for efficiency tests, they
cannot provide significant results for effectiveness tests because they do not lean
on a realistic user model.

To fill this gap, in this paper we present CubeLoad, a parametric generator of
OLAP workloads. The main features of CubeLoad are:

– No predefined multidimensional schema is used. The benchmarker1 can cre-
ate a workload for any multidimensional schema provided it has been ex-
ported in XML compliant with the Mondrian format.

– The workload is generated in the form of sessions, each including a variable
number of aggregate queries. The main parameters used are related to a
realistic profile-based workload model.

– Sessions are generated according to a set of four templates, that model re-
current types of user analyses.

– If an instance of the multidimensional schema is available (in particular,
in the form of a set of dimension tables), its data are used for generating
instance-dependent (hence, more realistic) workloads.

– The generated workload is exported in XML to ensure maximum usability.

1 To distinguish users of OLAP front-ends from the users of CubeLoad, we will call
benchmarkers the latter.



612 S. Rizzi and E. Gallinucci

CubeLoad is written in Java and can be downloaded at http://big.csr.unibo.it/
downloads/CubeLoad.zip. It can be freely used by researchers, practitioners, and
vendors whenever they need to create parametric bulk OLAP workloads for
benchmarking and testing.

The paper outline is as follows. After discussing some related literature in Sec-
tion 2, in Section 3 we describe the overall functional architecture of CubeLoad.
Then we present our workload model and the session templates we defined so
far in Sections 4 and 5, respectively. Finally, in Section 6 we discuss the results
of some tests we made to profile the generated workloads and in Section 7 we
draw the conclusions.

2 Related Works

A milestone in OLAP benchmarking is the TPC-DS [14], that models the deci-
sion support functions of a retail product supplier relying on multiple snowflake
schemata with shared dimensions. The TPC-DS provides four classes of queries;
in particular, the class of iterative OLAP queries is distinguished by the ten-
dency of one query to be related to the previous query so as to create sequence
of queries —essentially, OLAP sessions. Queries are randomly generated starting
from four templates; however, there is no way of parameterizing the generation
of sessions.

In [7] the authors introduce the concept of workload profile as a way for sum-
marizing the features of an OLAP workload to support designers during logical
and physical design. However, the profile used there has a merely statistical na-
ture, and has no relationship with classes of users. Besides, only stand-alone
queries are generated.

A workload for evolutionary analytics is proposed in [10] together with several
test metrics and with a methodology for running the workload. The emphasis
there is not on standard OLAP sessions but rather on queries that evolve over
time (which may imply much more drastic changes than those obtained through
OLAP operations) and are formulated over changing data and schemata.

A Data Warehouse Engineering Benchmark (DWEB) that allows to generate
various ad-hoc synthetic data warehouses and workloads is presented in [6].
Though the DWEB workload is parameterized to fulfill data warehouse design
needs, it does not create queries in sessions and is ruled by statistical parameters
rather than by realistic assumptions.

The author of [13] starts from the query generator of the TCP-DS to define a
set of rules that transform a SQL query into another SQL query similar to the
original. However, this transformation works at a merely syntactical level (e.g., a
new query can be created by changing the comparison operator in the selection
predicate) and does not consider OLAP operations such as slicing and drilling.

In [18] the authors introduce a query generator to evaluate the quality of a
query optimizer. Similarly to ours, the generator presented is schema-independent
and is able to produce valid queries on any database. However, only OLTP
queries are generated and, therefore, there is no mention of query sessions.
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Fig. 1. Functional overview of CubeLoad

Finally, a benchmark on star schemata that extends the TPC-H is presented
in [12]; the emphasis here is more on data schemata than on queries, so only 4
non-parameterized OLAP sessions (called query flights here) are provided.

3 Overview

A functional overview of the CubeLoad architecture is sketched in Figure 1.
The main input is the multidimensional schema on which the workload is to
be generated. To provide this input we adopt the XML specification used by
Mondrian for its metadata [9].

Example 1. IPUMS is a public database storing census microdata for social and
economic research [11]. An excerpt of the XML specification for its CENSUS
multidimensional schema is given below.

<?xml version=”1.0”?>
<Schema name=”Ipums”>
<Cube name=”CENSUS”>
<Table name=”FACT500K”/>
<Dimension name=”CITY” foreignKey=”CITY”>
<Hierarchy hasAll=”true” primaryKey=”IDCITY” allLevelName=”AllCity” allMemberName=”All”>
<Table name=”CITY”/>
<Level name=”Region” column=”REGION” type=”String” uniqueMembers=”true”/>
<Level name=”State” column=”STATE” type=”String” uniqueMembers=”true”/>
<Level name=”City” column=”CITY” type=”String” uniqueMembers=”false”/>

</Hierarchy>
</Dimension>
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<!– other dimensions –>
<Measure name=”SumCostGas” column=”COSTGAS” aggregator=”sum”/>
<Measure name=”SumIncTot” column=”INCTOT” aggregator=”sum”/>
<!– other measures –>

</Cube>
</Schema>

Here, a CITY hierarchy is declared that features three aggregation levels, Region,
State, and City besides the AllCity level. Besides, two measures SumCostGas and
SumIncTot are declared. �

To maximize interoperability, the workloads generated by CubeLoad are coded
using XML; an example is shown below:

<Benchmark>
<!– parameters –>
<Session profile=”Manager” progressive=”1” template=”Goal Oriented”>
<Query progressive=”1”>
<GroupBy>
<Element> <Hierarchy Value=”CITY”/> <Level value=”State”/> </Element>
<!– other group-by elements –>

</GroupBy>
<Measures>
<Element value=”MaxCostGas”/> <Element value=”SumCostGas”/>

</Measures>
<SelectionPredicates>
<Element>
<Hierarchy value=”OCCUPATION”/> <Level value=”Category”/>
<Predicate value=”Dentists”/>
<YearPrompt value=”false”/> <SegregationPredicate value=”false”/>

</Element>
</SelectionPredicates>

</Query>
<!– other queries –>

</Session>
<!– other sessions –>

</Benchmark>

(an explanation of the parameters and of the other workload elements mentioned
in this XML will be given in Section 4).

To generate realistic selection predicates and enable report sizes to be esti-
mated, dimension data are needed. These data can be fed into CubeLoad using
the CSV (comma-separated values) format, which can be easily obtained by
benchmarkers by exporting dimension tables.

Internally, CubeLoad includes five components:

1. The user interface, that allows benchmarkers to select the XML multidi-
mensional schema to be used and choose values for global and profile param-
eters.

2. The file interface, in charge of reading and parsing XML and CSV input
files and of writing XML output files.

3. The multidimensional schema manager, that builds an internal repre-
sentation of cubes and dimension data.

4. The session generator, that runs the basic procedures for creating sessions
respecting the constraints posed by global and profile parameters.

5. The template manager, that gives the session generator additional rules
for creating sessions based on each template.
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4 The Workload Model

The output of CubeLoad is an OLAP workload, defined as a set of sessions. A
session is a sequence of queries. In the current implementation, we support a basic
form of multidimensional query consisting of (i) a group-by (i.e., a set of hierarchy
levels on which measure values are grouped); (ii) one or more measures whose
values are returned (the aggregation operator used for each measure is defined
by the multidimensional schema); and (iii) zero or more selection predicates, each
operating on a hierarchy level. We call report the result of a query; its size is
the number of facts returned. Roughly, the size of a report can be estimated
as the product of the domain cardinalities for all levels in the query group-by,
reduced by considering the selectivity factors of the selection predicates; more
accurate estimates can be computed if the sparsity of the cube is known [5]. Two
consecutive queries within a session are normally separated by the application of
one OLAP operation, that changes either the group-by, or the selection predicate,
or the set of measures returned, as shown in the following example.

Example 2. An example of a session starting from seed query q1 is s =
〈q1, q2, q3, q4〉; the group-by’s, selection predicates, and returned measures for
the queries involved are shown in Table 1. Query q2 is obtained from q1 by
drilling-down the cube along the CITY dimension; q3 is obtained from q2 by
slicing-and-dicing the cube; q4 is obtained from q3 by changing the measure
returned. �

Table 1. Queries for the sample session in Example 2

Query Group-by Selection predicate Measures
q1 State, Year Region=’South Atlantic’ SumCostGas
q2 City, Year Region=’South Atlantic’ SumCostGas
q3 City, Year Occupation=’Dentists’ SumCostGas
q1 City, Year Occupation=’Dentists’ SumIncTot

In company settings, users of OLAP front-ends are normally grouped into pro-
files with different skills (e.g., CEO, marketing analyst, department manager)
and involved in business analyses with different features (e.g., more or less repet-
itive, more or less complex). Importantly, different profiles generally have quite
different permissions for accessing data; often, a profile has one or more segre-
gation predicates, i.e., it can only view a specific slice of the cube data (e.g., a
department manager can only access the sales for her department).

When a user logs to the OLAP front-end, she is typically shown a page where
some predefined queries (which we call seed queries) are linked. Sometimes seed
queries include a prompt, meaning that the front-end asks the user to select one
value out of the domain of a level (often, the year). After choosing and executing
one of these queries, the user starts applying a sequence of OLAP operations that
progressively transform a query into another so as to build an analysis session.
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Features such as the number of seed queries available, the maximum size and
complexity of reports returned by seed queries, and the average length of sessions
may significantly depend on the typical ICT skills and business understanding
for the users of each profile —besides on the quality of the OLAP fron-end.

To simulate the above setting, CubeLoad uses a set of parameters that rule
workload generation and are distinguished into global parameters and profile
parameters. The global parameters rule:

– the number of distinct user profiles to be simulated. Each profile simu-
lates a specific class of OLAP users and is characterized by different values
of the profile parameters. Each session is generated for one profile, so the
sessions in the resulting workload can be naturally grouped into clusters; the
more different the parameters for the profiles, the sharper the clusters.

– the maximum number of measures that can be returned by a single
query. A report including several measures is hardly readable by anyone,
so the value for this parameter mainly depends on how sophisticated the
visualization modes supported by the OLAP front-end are.

– the minimum and maximum size of seed query reports. The size (i.e.,
number of cells) of a query result depends on the query group-by and on
the presence of selection predicates. While during an unconstrained OLAP
sessions users can (either consciously or unconsciously) formulate a query
that returns a report with either negligible or huge size, seed queries are
typically created by front-end programmers in such a way that their report
size is reasonable. This is reason the reason why in our model the size of
seed query reports ranges within a parametric interval.

– the number of surprising queries, whose meaning will be explained in
Section 5 in relationship to the explorative template.

Each profile is then associated to a further set of parameters, that rule:

– the number of seed queries. Specialists’ profiles have a large number of
seed queries; managers’ profiles may have a low number of seed queries.

– the minimum and maximum length of sessions. The values for these
parameters depend on the ICT skills of the users of each profile and on the
complexity of the analyses they usually carry out.

– the number of sessions to be created. The more intensive the use of the
OLAP front-end for the users of a profile, the higher the value of this pa-
rameter.

– the fraction of seed queries that include a year prompt. This fraction
depends on the time scope of decision-making tasks for each profile (operative
profiles typically analyze daily to monthly trends, while managerial profiles
are often interested in yearly trends).

– the presence of a segregation predicate. A segregation predicate is typ-
ically present in departmental or geographically-distributed profiles (e.g.,
production manager and sales manager for Italy).

The workload model is summarized in Figure 2 in the form of a UML class
diagram.
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Fig. 2. UML workload model

5 Session Templates

Each session generated by CubeLoad for a given profile starts from one of the
seed queries for that profile and evolves, consistently with global and profile
parameters, according to a template. In its current implementation, CubeLoad
uses four different templates for generating sessions:

1. Slice-and-Drill. In several OLAP front-ends, the default behavior when a
user clicks on a row/column of a pivot table is to disaggregate the values for
that row/column into its components, which in OLAP terms means slicing
and drilling down. For instance, starting from a report showing sales per
state and year, clicking on 2013 would trigger a query showing sales per state
and month of 2013, while clicking on Florida would trigger a query showing
sales per Florida cities and year. In sessions based on this template, (non-
segregated) hierarchies are progressively navigated by choosing a hierarchy
h, a member v of the current group-by level l ∈ h and creating a new query
with selection predicate l = v and group-by on the level l that precedes l
within h.

2. Slice-All. Users are sometimes interested in navigating a cube by slices, i.e.,
in repeatedly running the same query but with different selection predicates.
In sessions based on this template, a level l of the group-by of the seed query
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Fig. 3. Session templates (seed queries in green, surprising queries in red)

is chosen, and new queries are generated by keeping the same group-by
and adding selection predicates on the different members of l. For instance,
starting from a query asking for the monthly sales by state for the video
department, the subsequent queries could ask for the same report for the
audio, the photo, and the PC departments.

3. Explorative. Some queries may return reports that are particularly inter-
esting for most users, for instance because they show unexpected results (e.g.,
they show that the impact of a social policy is not the one that had been pre-
dicted) or have a strong impact on business (e.g., they show that the level of
qualified employment in a given area is extremely low, which requires a cor-
rective action to be taken). Following [16], we call them surprising queries.
The motivation for this template is the assumption that several users, while
exploring the cube in search of significant correlations, will be “attracted”
by one surprising query. So, sessions based on this template tend to converge
“near” to one of the surprising queries, then they evolve casually. Note that
the overall number of surprising queries is fixed by a global parameter, while
each surprising query is randomly generated.

4. Goal-Oriented. Sessions of this type are run by users who have a specific
analysis goal, but whose OLAP skills are limited so they may follow a com-
plex path to reach their destination. All the goal-oriented sessions starting
from the same seed query q end in the same (randomly-generated) query
p, but the sequence of OLAP operations to be applied to reach p from q is
generated randomly.

Figure 3 shows an intuition of sessions based on the four templates in a qual-
itative group-by/selection predicate space.
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6 Experiments

To verify that the CubeLoad parameters and templates actually allow a wide
spectrum of workloads to be generated, and to help benchmarkers better under-
stand the relationships between those parameters/templates and the workload
features, we use a similarity function that was specifically proposed in [2] for
comparing OLAP queries and sessions. The query similarity function, σque, is
a combination of three components: one related to group-by’s, one to selection
predicates, and one to measure sets.

Definition 6.1 (Similarity of OLAP queries). Let q and q′ be two queries
on the same n-dimensional schema. The similarity between q and q′ is

σque(q, q
′) = 0.35σgbs(q, q

′) + 0.50 · σsel(q, q
′) + 0.15 · σmeas(q, q

′) ∈ [0..1]

where:

– The similarity between the group-by’s of q and q′, {l1, . . . , ln} and {l′1, . . . , l′n}
respectively, is

σgbs(q, q
′) = 1−

∑n
i=1

Distlev(li,l
′
i)

Li−1

n

where Li is the total number of levels in the i-th hierarchy, hi, and
Distlev(li, l

′
i) ∈ [0..Li − 1] is the distance between its two levels li and l′i.

– The similarity between the selection predicates of q and q′, {p1, . . . , pn} and
{p′1, . . . , p′n} respectively, is

σsel(q, q
′) = 1−

∑n
i=1

Distpred(pi,p
′
i)

Li

n

where the distance Distpred(pi, p
′
i) between predicates pi and p′i, both formu-

lated on levels of hierarchy hi, is 0 if they are expressed on the same level
and using the same constant, 1 if they are defined on the same level but not
on the same constant, greater than 1 if they are defined on different levels.

– The similarity between the measure sets returned by q and q′, M and M ′

respectively, is

σmeas(q, q
′) =

|Meas ∩Meas′|
|Meas ∪Meas′|

The session similarity function, σali(s, s
′) ∈ [0..1], is based on the best align-

ment between the queries belonging to sessions s and s′. The best alignment is
computed by means of the Smith-Waterman algorithm, which efficiently matches
subsequences of two given sequences by ignoring the non-matching parts [17]. It
is a dynamic programming algorithm based on a matrix whose value in position
(i, j) expresses the score for aligning subsequences of s and s′ that end in queries
si and s′j , respectively. This score is computed starting from the similarity be-
tween the queries included in the aligned subsequences [2].
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Table 2. CubeLoad parameters used for generating the three sample workloads

Sample workload W1 W2 W3
Number of profiles 1 1 1

Max number of measures 2 2 2
Size of seed query reports 10÷ 100 10÷ 100 10÷ 100

Number of surprising queries 5 2 1
Number of seed queries 50 5 1

Length of sessions 7÷ 12 7÷ 12 7÷ 12
Number of sessions per seed query 4 40 200

Year prompt fraction 0.25 0.50 1.00
Segregation predicate No Yes Yes

To explore the range of possibilities of CubeLoad we generated three sample
workloads with the following “extreme” features:

1. Workload W1 is a sparse one, i.e., the sessions generated are quite different
one from another. This result is mainly obtained by using a high number of
seed queries and generating a few sessions per seed.

2. Workload W2 is a clustered one, i.e., the sessions generated are similar
to each other in five groups. This is mainly obtained by defining five seed
queries.

3. Workload W3 is a dense one, i.e., the sessions generated are all quite similar
to each other. This is mainly obtained by defining a single surprising query
and by generating all sessions starting from the same seed query.

For a fair comparison, all three workloads include the same numbers of sessions
(200); the values for the other parameters are summarized in Table 2.

A qualitative analysis of these three workloads can be made by observing
Figure 4, that shows for each of them the session-to-session similarity. Each row
and column corresponds to one of the 200 sessions of the workload, so each cell
shows the similarity between two different sessions of the same workload: white
means σali = 0, black σali = 1, gray shades mean 0 < σali < 1. As expected,
in Figure 4.a we find a very low average similarity between sessions, while in
Figure 4.c the average similarity is much higher. In Figure 4.b we can easily
find the five cluster as areas with higher-than-average similarity. A quantitative
confirmation of this fact can be found in Figure 5, that shows for each workload
the average session-to-session similarity and its standard deviation: they are
both lower for the sparse workload W1 (where all sessions are different), while
they increasingly grow higher for the clustered workload W2 (where sessions in
the same cluster are very similar to each other and very different from those in
the other clusters) and the dense workload W3 (in the latter case, the standard
deviation is high because the four templates adopted inevitably introduce a
scattering in the sessions generated).

Figure 5 also shows the propensity of each workload to being clustered. The
indicator we adopted to this end is the Hopkins statistics [8]. Given a workload
W , i.e., a set of N sessions, we first generate a set S of m fake sessions (m � N)



CubeLoad: A Parametric Generator of Realistic OLAP Workloads 621

200 sessions
200 sessions

(a)

200 sessions

200 sessions

(b)

200 sessions

200 sessions

(c)

Fig. 4. Session-to-session similarities for the three sample workloads

that are randomly and uniformly distributed in the space of possible sessions.
For each fake session si ∈ S, let ui be its distance from the nearest-neighbor
session in W (where Distance(s, s′) = 1 − σali(s, s

′)). Then, m sessions are
randomly chosen from W ; let wi be the distance of the i-th of these sessions
from its nearest-neighbor in W . The Hopkins statistics is then defined as

H =

∑m
i=1 wi∑m

i=1 ui +
∑m

i=1 wi

For workloadW1,H is near to 0.5; this means that the distance of each session in
W1 from its nearest-neighbor is very similar to the distance of each fake session,
i.e., that W1 has a random distribution. For W2 is quite small; this is because
the wi’s are small, which means that sessions are well clustered. For W3 H is
even smaller, because all sessions are part of a single, dense cluster.
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Finally, Figure 6 gives a quantitative explanation of the differences between
our four templates by showing the similarity σque between the first query and
the subsequent queries for sessions based on each template. In the slice-and-
drill template, the saw-tooth trend arises because when a sequence of slice-and-
drill clicks along hierarchy h leads to a query grouped by the finest level of h,
the simulated user behavior is to go back to the seed query and start a new
slice-and-drill sequence along a different hierarchy (three such sequences are
clearly visible in the figure). In the slice-all template, only the specific member
appearing in the query selection predicate is changed during the session, so the
query similarity is mostly constant and quite high. In the explorative template,
the session rapidly converges towards the surprising query (the sixth query in
the session in this case), then it moves randomly in the query space (in this case,
it tends to reapproach the seed query). Finally, in the goal-oriented template the
session randomly moves towards its goal query.

7 Final Remarks

In this paper we have described the features of CubeLoad, a generator of OLAP
sessions aimed at simulating realistic workloads. The sessions generated are cur-
rently based on four templates and ruled by a set of parameters. The template
features and the impact of parameters on the resulting workload have been dis-
cussed with the support of some tests using a similarity function specifically
devised for OLAP sessions.

Some comparison between CubeLoad and TPC-DS is useful at this point.
Overall, the focus in the TPC-DS is more on the complexity of single queries
rather than on query sessions. Indeed, while the query model is more expressive
than in CubeLoad because nesting is supported, three of the four classes of
queries provided in the TPC-DS (namely, ad hoc queries, reporting queries, and
data mining queries) only include stand-alone queries; as such, they could be
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generated with CubeLoad by setting the maximum length of sessions to 1 and
properly tuning the maximum size of seed query reports (differently from the
first two classes, data mining queries are characterized by high cardinality of
the results). Conversely, the class of iterative OLAP queries comprises four base
sessions each including exactly 2 queries; more sessions can be generated from
each base session by randomly changing a selection predicate. In two of the base
sessions, the subsequent queries are not related by the application of a single
OLAP operator like in CubeLoad, so they can be quite “distant” from each
other, but still they are finalized to the same analysis goal. In the other two base
sessions, the two subsequent queries differ from their selection predicate. Thus,
an effective way to generate sessions like these ones with CubeLoad is to use the
goal-oriented and the slice-all templates and fix the number of seed queries to 4,
with a session length equal to 2.

Our future work on this topic will be mainly aimed at enhancing the capabili-
ties of CubeLoad in three directions: (i) by allowing benchmarkers to distinguish
skilled and non-skilled profiles, so as to enable a finer tuning of the workload fea-
tures; (ii) by defining other templates, so as to make CubeLoad more flexible and
usable for a wider array of benchmarks; and (iii) by adopting a more complex
query model, so as to make the generated workloads more realistic still. From
the engineering point of view, we plan to refactor the CubeLoad code according
to an open architecture where each benchmarker can write her own templates
in the form of a plugin.

Acknowledgements. We would like to thank Luca Spadazzi for his support in
implementing and testing CubeLoad, and Patrick Marcel (Université François
Rabelais, Tours, France) for the fruitful discussions about the features of a real-
istic OLAP workload.
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Abstract. Software systems are prone to evolution in order to be kept
operational and meet new requirements. However, for large systems such
evolution activities cannot occur in a vacuum. Instead, specific action
plans must be devised so that evolution goals can be achieved within
an acceptable level of deviation or, risk. In this paper we present an
approach that allows for the identification of plans in the form of actions
that satisfy a goal model when the environment is constantly changing.
The approach is based on sequences of mutations of an initial solution,
using a local search algorithm. Experimental results indicate that even
for medium size models, the approach outperforms in execution time
the weighted Max-Sat algorithms, while it is able to achieve an almost
optimal solution. The approach is demonstrated on an example scenario
of re-configuring a dynamically provisioned system.

Keywords: local search, weighted partial max-sat, task specification.

1 Introduction

Complex software systems are prone to continuous change and re-configuration.
Software maintenance, hardware upgrades, and dynamic provision of resources
in elastic or autonomic systems, are just a few of the factors that drive the need
for designing systems that assist administrators to compile action plans. In this
context, the focus is to devise a) models that represent system goals; b) models
that associate such goals with tasks and actions ; and c) reasoning methodologies
that allow for the selection of tasks and actions in order to form coherent plans.
The software engineering community has responded with models to represent
system-wide functional and non-functional properties as well as, formalisms to
associate such functional properties with design decisions, tasks, actions, and
stakeholder views. These models include i* [1], KAOS [2,3], the Goal-oriented
Requirements Language (GRL) [4], the Extended Enterprise Modeling Language
(EEML), and the Unified Modeling Language, to name a few. Similarly, reason-
ing on these models has emerged as a key problem in order for useful logical
and sound conclusions to be reached. Such reasoning approaches are based on
logic deductions (rules), propagation of labels, domain specific heuristics or, SAT
solvers. SAT solvers in particular have been a focal point of the research con-
ducted in this area. However, there are still open issues to be investigated when
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the goal models themselves are modified as a result of changes in the operating
environment or, as a result of the actions incurred so far.

In this paper, we investigate the use of local search algorithms and boolean
expression evaluators to reason with Decision Task Models introduced in Section
3, when labels related to cost and benefit values, for actions and tasks, are altered
as a result of context changes. Experimental results indicate that the approach
allows for obtaining a solution that is within 90% range of the optimal value at
a fraction of time that is required by a Weighted Partial MAX-SAT algorithm
to compute the optimal solution for the problem at hand. Applications of such
reasoning include the formation of plans to re-configure autonomic systems, plan
for software and hardware upgrades in a large scale where the administrators
must conform to specific guidelines (e.g. ITIL), or devise alternative plans to
meet specific goals and requirements. We illustrate the approach by a running
example depicted in Fig. 2, that focuses on a goal model that denotes how
high quality of service can be maintained in an elastic cloud based system. The
approach has been evaluated on a large number of sizeable goal models that have
been compiled by an automated construction process with positive results.

The paper is organized as follows: Section 2 provides an outline of the proposed
approach. Section 3 introduces the elements of Decision Task Models (DTMs)
and discusses their semantics. In Section 4 a formalization for DTMs is pro-
vided along with a process for the transformations of DTMs to CNF formulas.
Subsequently, in Section 5 two reasoning approaches are discussed based on op-
erating environment for the task model and in Section 6 experiment results are
discussed to provide an evaluation for the proposed framework and algorithms.
Finally, related work is discussed in Section 7 and Section 8 concludes the paper.

2 Process Outline

The outline of the proposed framework process is depicted in Fig. 1. Initially,
certain tasks and actions, along with the relationships that exist between them
are modeled in a Decision Task Model (DTM) like the one presented in Fig. 2,
which describes what tasks and actions can be performed in order to maintain
the QoS to a required level. Given such a model, we are interested in determining
the optimal (or at least, suboptimal) plan to accomplish the root task while the
weights assigned to each node change dynamically as a consequence of contextual
changes. For example, for the model of Fig. 2, the weights of A5 and T11 change
from C1 and B1 to C2 and B2 respectively, leading to different optimal solutions
as this is summarized in Tables 3 and 4. An impossible low negative weight value
(i.e. high cost) deems an action unachievable, while a high positive weight value
(i.e. high benefit) deems a task achievable.

The first step towards plan determination is to extract a CNF formula that
fully captures the logical dependencies modeled by the DTM. This enables the
reduction of plan determination to the SAT problem, and as a consequence allow
the use of a SAT solver. Moreover, as nodes in DTMs are annotated with weights
which may change as a consequence of certain context changes, we are interested
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Fig. 1. The proposed framework for optimal and efficient plan determination

in finding an assignment that not only satisfies the CNF formula but also has
the best score, in terms of node weights. This optimization problem, referred
to as optimal plan determination, can be reduced to an instance of Weighted
Partial Max-SAT problem, hence a Max-SAT solver can be utilized to solve it.
The steps required for the determination of the optimal plan are depicted as
dashed rectangles in Fig. 1.

However, as the context (and thus node weights) may change dynamically,
computing an approximate solution may be a preferable alternative to optimal
plan determination, as Max-SAT is a known NP-hard problem. In this paper, we
propose the use of a local search algorithm as an effective technique for efficient
plan determination. The steps required for the determination of an effective plan
are depicted as bold rectangles in Fig. 1.

3 Decision Task Modeling

In order to model the actions that realize certain tasks, and to express se-
mantic and temporal relationships that exist between tasks and actions, we
propose a metamodel which borrows notions from the goal model theory. The
proposed DTM metamodel, an instance of which is illustrated in Fig. 2, retains
the AND/OR-decomposition schema used in goal models. However, additional
modeling elements are used to capture logical and temporal relationships, in-
creasing thus the expressiveness of the proposed notation. In the rest of this
section we briefly describe the semantics of the various modeling artifacts.

Nodes: DTM nodes may be either Tasks or Actions. The former may be
AND/OR decomposed and represent a collection of actions or subordinate tasks,
where either more than one subtasks or actions should be combined together, or
one or more subtasks or actions may be alternatively selected to accomplish the
task. In contrast, action nodes represent atomic activities. In the example DTM
of Fig. 2, tasks are depicted as ellipses and Actions as hexagons.

Links: The DTMmetamodel contains three types of links between nodes namely,

Logical Preconditions (
lp−→), Temporal Preconditions (

tp−→), and Contributions.
The former two links interconnect task and action nodes and express temporal

dependencies. More specifically,
lp−→ links resemble precedence links originally
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Fig. 2. An Example Decision Task Model

introduced in [5], and indicate the fact that the target node can only be per-

formed as long as the source node has already been performed. In contrast,
tp−→

links denote a weaker notion of precondition, which implies that in case both
the target and the source node participate in a plan (i.e. a sequence of actions),
then the target task/action must performed after the source task/action.

Finally, in a similar manner as in [6], we consider four types of contributions
namely, ++S/−−S meaning that the target node is satisfied/denied when the
source node is satisfied, and; ++D/−−D meaning that the denial of the source
node leads to the denial/achievement of the target node. However, in the context
of this paper, contribution links can terminate only to task nodes as an action is
only satisfied when the corresponding atomic activity is performed and it cannot
be fulfilled otherwise.

4 DTM Formal Definition and CNF Generation

In this section we are going to introduce a process that transforms DTMs into
CNF formulas that fully capture the constraints modeled by the DTM. This
reduces the problem of plan determination to an instance of the SAT problem,
and allows for the use of SAT solvers. However, before going into the details of
CNF formula generation, we are going to formally define DTMs.

4.1 DTM Formal Definition

A DTM contains a set of task or action nodes which are connected with each
other through decomposition rules or rules that describe binary relations on the
set of nodes i.e. binary rules such as Precondition, and Contribution links. Hence,
we formulate the following definition for DTMs:
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Definition 1. A Decision Task Model is a tuple of the form 〈N,Rd, R〉, where
N = Nt ∪Na with Nt and Na denoting the sets of task and action nodes respec-
tively, Rd is the set of decomposition rules, and R the set of binary rules.

In the above definition, a decomposition rule rd ∈ Rd describes the way a
parent task node p is AND/OR decomposed to a set {c1, c2, · · · cn} of child task
or action nodes. There must be one decomposition rule for each task node p,
which is formally written as:

rd = 〈T, p, {c1, c2, · · · , cn}〉 where T ∈ {AND,OR}.

For example, task node T 7 (“Achieve throughput below threshold”) in Fig. 2
is AND-decomposed to action nodes A10 (“Assign VM”) and A11 (“Migrate
Jobs”), so the corresponding decomposition rule is 〈AND, T 7, {A10, A11}〉.

A binary rule r ∈ R between source node s and target node t is denoted as:

r = 〈T, s, t〉 where T ∈ {lp,++S/D,−−S/D}.

where as discussed above, for contribution rules the target node t ∈ Nt. In the
example DTM in Fig. 2, task node T 7 participates as the target node of three
binary rules, namely 〈++S, T 9, T 7〉, 〈−−S,A17, T 7〉 and 〈lp, T 10, T 7〉.

Finally, given a DTM 〈N,Rd, R〉 and a node b ∈ N , we can define for each
type T of binary rule the following set of nodes:

N [T ](b) = {s ∈ N |∃r = 〈T, s, b〉 ∈ R} where T ∈ {lp,++S/D,−−S/D},

which includes the source nodes of all rules of type T for which node b is the
target node. Given the DTM of Fig. 2, the following sets can be defined for node
T 7 : N++S(T 7) = {T 9}, N−−S(T 7) = {A17}, and N lp(T 7) = {T 10}.

4.2 Boolean Rules and CNF Formula Extraction

Given a DTM, a corresponding set of Boolean rules that capture all the con-
straints in the model can be generated. The semantics of those rules as well as
their mappings to CNF clauses are originally presented in [7], and for the sake
of presentation completeness summarized in Table 2. The required CNF for-
mula can then be easily extracted by taking the conjunction of the CNF clauses
corresponding to each individual Boolean rule.

The generation of Boolean rules starts by extracting set N lp(p), and also the
following two sets for each task node p ∈ Nt of the DTM :

Npos(p) = N++S(p) ∪N−−D(p) = {e1, · · · , ek} ∪ {f1, · · · , fl} (1)

Nneg(p) = N−−S(p) ∪N++D(p) = {g1, · · · , gm} ∪ {h1, · · · , ho} (2)

which, along with the decomposition rule rd = 〈T, p, {c1, c2, · · · , cn}〉 for node
p, determine the set of Boolean rules that must be generated for this node.
According to whether some or all of those sets are empty, a different set of rules
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Table 1. AND/OR rules generation for task and action nodes. There is always a
decomposition rule rd = 〈T, p, {c1, c2, · · · , cn}〉 for each task node p ∈ Nt.

Npos(p) Nneg(p) N lp(p)
Generated AND/OR Rules

p ∈ Nt p ∈ Na

= ∅ = ∅ = ∅ p ← T(c1, c2, · · · , cn) -

= ∅ = ∅ {b1 · · · bq} p ← AND(b1 · · · bq, p d) p ← AND(b1 · · · bq , p leaf)

= ∅ �= ∅ = ∅ p ← AND(p d,¬p c neg) -

= ∅ �= ∅ {b1 · · · bq}
p ← AND(p ,¬p c neg)

-
p  ← AND(b1 · · · bq, p d)

�= ∅ = ∅ = ∅ p ← OR(p d, p c pos) -

�= ∅ = ∅ {b1 · · · bq}
p ← OR(p , p c pos)

-
p  ← AND(b1 · · · bq, p d)

�= ∅ �= ∅ = ∅
p ← OR(p d, p c)

-
p ← AND(p c pos,¬p c neg)

�= ∅ �= ∅ {b1 · · · bq}
p ← OR(p , p c)

-p c ← AND(p c pos,¬p c neg)

p  ← AND(b1 · · · bq, p d)

is generated as this is illustrated in Table 1. Additionally, the following apply
for the pseudo-variables p c pos (contributions that positively affect the target
node p), p c neg (contributions that negatively affect the target node p), and p d
(decomposition rule for node p) that appear in Table 1:

p c pos ← OR(e1, · · · , ek,¬f1, · · · ,¬fl)
p c neg ← OR(g1, · · · , gm,¬h1, · · · ,¬ho)

p d ← T(c1, c2, · · · , cn)

where T is the type of the decomposition rule and nodes ei, fi, gi and hi corre-
spond to the ones in equations (1) and (2). It is important to note that p c pos
(p c neg) is substituted by e1 or ¬f1 (g1 or ¬h1) in case k = 0 or l = 0 (m = 0 or
o = 0) respectively, while if both of k and l (m and o) are equal to zero, set Npos

(Nneg) is empty, and the pseudo-variable p c pos (p c neg) does not appear in
the rules. For example, given task node T 7 of Fig. 2 for which N lp(T 7) = {T 10},
Npos(T 7) = N++S(T 7) = {T 9}, and Nneg(T 7) = N−−S(T 7) = {A17}, the fol-
lowing Boolean rules are generated based on the last case of Table 1:

T 7 ← OR(T7 �,T7 c) (3)

T7 � ← AND(T 10,T7 d) (4)

T7 c ← AND(T 9,¬A17) (5)

T7 d ← AND(A10, A11) (6)
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Table 2. Mapping of Boolean rules to CNF Clauses

Boolean Rule Equivalent Constraints CNF Clauses

o ← AND(i1, i2, · · · , in)
¬i1 ⇒ ¬o, · · · ,¬in ⇒ ¬o, (i1 ∨ ¬o) ∧ · · · ∧ (in ∨ ¬o)∧
i1 ∧ i2 ∧ · · · ∧ in ⇒ o (¬i1 ∨ ¬i2 ∨ · · · ∨ ¬in ∨ o)

o ← OR(i1, i2, · · · , in)
i1 ⇒ o, · · · , in ⇒ o, (¬i1 ∨ o) ∧ · · · ∧ (¬in ∨ o)∧
i1 ∧ i2 ∧ · · · ∧ in ⇒ o (i1 ∨ i2 ∨ · · · ∨ in ∨ ¬o)

which can be directly mapped to CNF clauses as this is illustrated in Table 2.
For example the following CNF formula corresponds to rule (5):

(T 9 ∨ ¬T7 c) ∧ (¬A17 ∨ ¬T7 c) ∧ (¬T 9 ∨ A17 ∨ T7 c)

Finally, Boolean rules are also generated for action nodes when they are the

target of
lp−→ links. This case is also presented in Table 1 (second row).

5 Reasoning

The extracted CNF formula for the DTM provides a formal model of logical rela-
tionships between the DTM nodes. Such a model can be used to apply reasoning
techniques in order to identify possible DTM model resolutions as combinations
of actions, that if performed in coordination, can realize the root task of the
DTM model. In this respect, finding such a task resolution equals to solving the
SAT problem for the extracted CNF which would assign truth values to both
tasks and actions, and then executing all actions assigned as true. However, as
discussed above, DTM nodes may be annotated with weights indicating either
benefit (for task nodes) or cost (for action nodes). So we are not only interested
in finding an assignment that satisfies the CNF formula, but also an assignment
that has the best score taking into account the cost/benefit of each true node.

Given the nature of the problem, different strategies can be utilized based on
whether the model resides in static or dynamic environments. The former are
characterized by absent or extremely rare changes of assigned benefits and costs
to DTM nodes, while the latter by frequent context changes that lead to changes
for the weights associated to all or to a subset of the model’s nodes.

5.1 Reasoning in Static Environment

Optimal plan determination is an optimization problem that can be reduced
to an instance of Max-SAT problem called Weighted Partial Max-SAT (WP-
MAXSAT). In WP-MAXSAT we have two sets of clauses namely, hard and soft
clauses. The former are the clauses that a solution assignment must satisfy, while
the latter are clauses that have weights and the solution must satisfy only those
that ensure the maximum total weight.
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In our case, the generated CNF corresponds to the hard constraints of the WP-
MAXSAT, while the weight-node pairs are used to build the soft constraints of
the problem. For example, given the weights illustrated in Table 3 two single
literal soft clauses namely, (T 2) and (A8) with weights 97 and -412 respectively
are generated for nodes T 2 and A8.

5.2 Reasoning in Dynamic Environment

An exhaustive WP-MAXSAT algorithm can be applied to get an optimal plan
determination; however, having to apply such an algorithm for each context
change can limit significantly the applicability of the approach, especially when
working with task models of significant size and complexity in dynamically alter-
ing environments. In such cases, computing an approximate to optimal solution
may be a preferable alternative instead of attempting to compute the optimal
solution, for two primary reasons. First, the average time between any two con-
text changes may be less than the average time required to compute the optimal
solution, making the application of typical WP-MAXSAT algorithms impracti-
cal. Secondly, even when the time between any two context changes is adequate
for WP-MAXSAT, the extra time required to compute the optimal solution may
ultimately impose higher aggregate costs than utilizing a good-enough, approx-
imate solution to perform the task right after the context change occurs. Before
examining a search process to approximate optimal solutions for task models,
we introduce certain concepts required for the definition and application of a
local search algorithm that can efficiently explore the solutions space.

Boolean Rules Evaluation. Boolean rules, which have been introduced in the
previous section, consist of a set of input variables (i.e. variables denoted as i1 to
in in Table 2) and a single output parameter (i.e. variable o in Table 2). Given a
Boolean rule Br, we are going to use the notations In[Br] and Out[Br] to signify
the input variables and the output parameter of rule Br respectively.

Definition 2. We say that a Boolean rule Bra directly requires rule Brb , de-

noted as Bra
req−−→ Brb iff Out[Brb ] ∈ In[Bra ].

For example, for the rules presented in the previous section, rule (4) directly
requires rule (6) as variable T 7 d appears in the input variables of the former
and is also the output parameter of the latter rule.

Definition 3. We say that a Boolean rule Bra requires rule Brb , denoted as

Bra
req∗−−−→ Brb iff Bra

req−−→ Brb or there exist a Boolean rule Brk such that

Bra
req−−→ Brk and Brk

req∗−−−→ Brb .

Rule (3)
req∗−−−→ (6) as (3)

req−−→ (4) because of T 7 �, and (4)
req−−→ (6) as we have

previously mentioned.

Furthermore, the
req∗−−−→ operator provides a mechanism that allows us to create

sequences of Boolean rules in which every rule depends only on rules that appear
earlier in the sequence. More precisely:
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Definition 4. We say that a sequence of Boolean rules Br1 , Br2 , · · · , Brn is
a proper one if for every pair Bri , Brj of Boolean rules in the sequence, Bri

appears earlier than Brj in case Brj
req∗−−−→ Bri .

Hence, sequence (6)(5)(4)(3) is a proper sequence of Boolean rules, while se-

quence (3)(6)(5)(4) is not, as (3)
req∗−−−→ (6) and the latter appears after the for-

mer in the sequence. If circular dependencies exist in a set of Boolean rules, no
proper sequence of those rules exists. However, as the DTMs used have no cycles
because of the validation phase illustrated in Fig. 1, we ensure that no circular
dependencies exist in the Boolean rules sets generated from DTMs, and so there
is always a proper sequence for them. Proper sequences of Boolean rules can be
computed at definition-time through typical topological sorting algorithms.

Additionally, given a set B = {Br1 , Br2 , · · · , Brn} of Boolean rules we define
the following two sets of variables:

L[B] =

n⋃
i=1

In[Bri ]−
n⋃

i=1

Out[Bri ] I[B] =

n⋃
i=1

Out[Bri ] (7)

where the former contains the variables that appear only as input while the
latter those that appear as output parameters in the Boolean rules of set B.
We call variables in L[B] and I[B] leaves and inner respectively and we assign
weights to them as follows: those that correspond to nodes of the initial model
have the same weight as the node, while those that correspond to pseudonodes
(i.e. nodes added during CNF generation) have a zero weight. Finally, using a
proper sequence of Boolean rules and an assignment on L[B] elements we can
propagate the truth assignment to I[B] elements, and by adding the weights of
all true variables we can calculate the total weight of the given sequence.

Local Search on DTM Leaves. Motivated by the above scenarios, we propose
a parameterized local search algorithm that can be applied as soon as context
changes occur and provide solutions whose quality generally converge to the
optimal after a number of iterations. The iterations of the search algorithm can
be configured through input parameters so that the search process can be tunned
to run within acceptable execution times. The defined search algorithm operates
on L[B] and attempts to rapidly reach solutions of improving quality. It should
be noted that while a WP-MAXSAT algorithm has to be applied to the whole
weighted model (that is, variables corresponding to both inner and leaf nodes)
to compute the optimal solution, the proposed search algorithm constructs truth
assignments for leaves only by mutating previous ones. In this way, the search
space is considerably smaller, particularly for task models of significant depth
and complexity (i.e. high inner to leaf nodes ratio). The search process begins
by examining a fixed size pool of cached solutions that fulfill the model’s hard
constraints, and selects the best-performing one. For the process to start even one
cached solution suffices, and this solution can be obtained with low computation
cost by utilizing a simple SAT solver applied once and offline. The solutions
pool is enriched with new solutions as these are discovered at execution-time.
By keeping the solution pool with a fixed size we allow for better computation
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Algorithm 1. Leaves Local Search

Input: X: Initial solution, B: Boolean rules, L[B]: Leaves of B, FF : flips-factor, NF :
neighborhood-factor

1: S ← X
2: x ← {xn}, where xn = 〈n, v〉, xn ∈

X ∧ n ∈ L ∧ v ∈ {TRUE,FALSE}
3: for i = 1 to FF ∗ |L[B]| do
4: y ← x
5: d ← random integer ∈ [1, NF ∗

|L[B]|]
6: for j = 1 to d do
7: ym ← ¬xn, where n random leaf
8: end for

9: if evaluate(y,R) then
10: Y = propagate(y,R)
11: if weight(Y)≥weight(X) then
12: S ← Y
13: x ← y
14: end if
15: end if
16: end for
17: return S

complexity for seed selection when a context change occurs. Once such a solution
is selected, the local search algorithm is applied on L[B] in order to gradually
reach better solutions.

The proposed Leaves Local Search (LLS) algorithm begins with setting as
current solution the one provided and proceeds by computing an initial leaves
truth assignment based on the provided solution (lines 1-2). Then, the algorithm
applies a set of assignment mutating steps for a fixed number of times which is
equal to a specified flips factor parameter (FF ) times the number of leaves.
During the mutating steps, the assignment’s values are flipped in random pairs,
for up to a different number of pairs in each iteration which is equal to a specified
neighborhood factor (NF ) parameter times the number of leaves (lines 5-8). The
new leaves truth assignment is evaluated against a precomputed proper sequence
of Boolean rules to examine whether it leads to a solution of the model, i.e. root
R is satisfied (line 9). If the new leaves assignment leads to a solution for the
model, then the respective DTM solution’s weight is compared to the currently
selected solution and provided that the former is better, it becomes the selected
solution, while the next iteration of the mutating process will be applied to
the leaves assignment that led to the new solution (lines 10-15). Finally, the
algorithm returns the best solution met throughout the search.

5.3 Reasoning Example

To illustrate the application of the WP-MAXSAT algorithm and the execution
of the LLS algorithm for different contexts (i.e. different weights t1, t2) and for
different FF values, we use the DTM presented in Fig. 2. In this respect, Table
3 contains two weight assignments (t1 and t2) in the DTM example, where the
second assignment (t2) reflects changes in the initial weights (t1) of nodes A5 and
T 11 as a result of a context change. As discussed before, task nodes are annotated
with positive weight values indicating the benefit included in fulfilling the task
while action nodes are annotated with negative values reflecting the associated
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Table 3. Weights assignment for two context changes (DTM in Fig. 2)

A11 A17 A4 A5 A6 A8 A9 T11 T2 T4 T5 T6 T7

Weight (t1) -709 -359 -26 -957 -841 -412 -79 0 97 608 643 664 976

Weight (t2) -709 -359 -26 -593 -841 -412 -79 599 97 608 643 664 976

Table 4. Results on Running Example

Leaves Local Search WP-MAXSAT

FF 0 1 2 3 4 5 ≥ 6 -

Weight (t1) -395 1022 1172 1757 1731 1584 1757 1757

Weight (t2) 568 1546 1520 2255 2255 2255 2255 2255

cost for executing the activity. The model’s nodes that are not included in Table
3 have weights that are equal to zero. Based on the above weight annotations,
we apply WP-MAXSAT and compute an optimal solution for the problem with
total weights equal to 1757 for context t1 and 2255 for context t2.

In order to apply the LLS algorithm we utilize a solution computed by a
SAT solver which will be used as a seed. Table 4 presents the results of the LLS
algorithm with different FF values for both the initial weight assignment as well
as the one after the context change. As the number of iterations increases the
acquired solution converges to the optimal one. Also, the LLS algorithm required
less iterations (FF ≥ 3 for context t2 vs. FF ≥ 6 for context t1) in order to reach
the optimal solution during the second run. This relationship between the rate
of context changes and the solution quality performance of LLS is examined in
the next section. In this respect, in order to evaluate and assess the performance
of the algorithm with regard to solution quality, as well as the computational
requirements we discuss a series of experiments in the following section.

6 Case Studies and Experiments

In order to evaluate the applicability and the performance of the proposed frame-
work we conducted a series of experiments with randomly generated task models
of varying size and complexity. Using these models we evaluated the application
of a WP-MAXSAT algorithm with regards to execution time required for models
of different size. Additionally, using the same models, we evaluated and compared
the performance of the search process presented in the previous section with re-
gard to the execution time required as well as the quality of acquired solution
for different FF values.

In order to evaluate the proposed framework we implemented a random task
model generation mechanism which, given certain parameters, such as model
size, task vs. actions ratio, AND vs. OR decompositions ratio and maximum
binary rules coverage returned a randomly generated task model. Due to space
limitations, the results presented and discussed in this paper were acquired with
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the following task model generation configuration: a) model size (|N |): 20 - 300,
with an interval of 20 nodes b) task vs. actions ratio: 1 c) AND vs. OR decom-
position ratio: 1 d) Maximum binary rules coverage: 30% (percentage of nodes
participating in on or more binary rules) We used the above configuration and
acquired 10 randomly generated models per model size, for 15 model sizes. For
each model, we simulated five context changes each of which assigned different
weight values to 10 percent of the nodes and for each context change we ran
the WP-MAXSAT algorithm to get the optimal solution, as well as the WP-
MINSAT algorithm to get the worst solution for the model with regard to total
weight. In order to evaluate and compare the search process performance vs. the
WP-MAXSAT results, we used the following measures:

– twp−maxsat: WP-MAXSAT algorithm execution time,

– tFFlls : LLS algorithm execution time with flips factor FF , and

– QS = WS−Wworst

Woptimal−Wworst
: solution quality,

where WS is the total weight of the solution, and Woptimal and Wworst being the
total weights of the solutions computed by WP-MAXSAT and WP-MINSAT al-
gorithms respectively. For each generated model the search process was executed
for the following parameter values: FF ∈ {5, 10, 15, 20, 25, 30, 35, 40},NF = 0.2
and average values were computed for the above measures.

6.1 Results

The presentation of the results is split into: (a) evaluation of time performance
through considering twp−maxsat and tFFlls , and (b) evaluation of solution quality
through computing QS for different model sizes and flips factor values.

Time Performance. Fig. 3 depicts the average twp−maxsat versus model size.
The execution time required by the WP-MAXSAT algorithm scales exponen-
tially with regard to model size, which is expected due to the nature of the
problem. Additionally, Fig. 3 depicts the average t5lls as well as the average t40lls
for all examined model sizes (FF = 5 and FF = 40 are the minimum and
maximum flips factor values considered in our experiments) while results for all
intermediate FF values lie between the results for the two extreme values de-
picted. t5lls is generally proportionate to FF ; however, independent of the FF
value, the average tlls scales almost linearly to the number of nodes. For large
models, LLS is significantly faster compared to applying WP-MAXSAT. For in-
stance, for model size equal to 300 nodes and flips factor value equal to 40, LLS
required on average 1

1000 of the time that WP-MAXSAT required and compute
solutions of high quality (QS = 0.938) as will be discussed in the next section.

Solution Quality. Fig. 4 presents how QS varies versus FF values for model
sizes of 100 and 300 nodes. The quality of the initial solution is depicted for
FF = 0 and it is around 0.5 for both model sizes. From that point on, as FF
increases, the quality converges asymptotically to the optimal solution getting
its maximum value for FF = 40 (0.961 for size = 100 and 0.938 for size = 300).
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Finally, Fig. 5 depicts the average solution quality for the proposed search
process, with regard to the number of consecutive context changes using average
values from 3 models of 200 nodes and 30 context changes. As the number of
consecutive context changes in a dynamic environment increases and the LLS
algorithm is applied more times, the solution quality provided by the algorithm is
improved for each run. Also, the lower the FF, the more evident the improvement
effect is. This effect can be explained by the fact that context changes are gradual,
allowing for the algorithm’s seed solutions that originate from the solutions’
cache to be of higher quality. In this respect, as the starting point for each
application of the algorithm gets better, the outcome with regard to solution
quality is improved, indicating thus in environments with high rates of gradual
context changes, using the proposed search technique can provide further benefit.

7 Related Work

Decision support and action selection for a given context and a given set of
goals is a key problem that still motivates researchers and practitioners to de-
vise solutions for. There are two main facets to this problem, namely decision
support for static environments, and dynamic decision support for dynamic en-
vironments. In the first category, [8] discusses a qualitative approach as well as
a numerical approach for reasoning with goal models. In [9] an approach of eval-
uating qualitative or quantitative satisfaction levels of goals and tasks through
the propagation of appropriate values via the goal model links, is presented.

A variation to these approaches are utility based decision support approaches
that aim also to maximize or minimize a utility function such as benefit or cost
for each task and action, or the number of constraints that are satisfied for each
possible plan. Assuming that a goal or other type of model can be represented
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as logic formulas a number of reasoning approaches based on SAT reasoners are
applicable. In [10] an algorithm that implements Weighted Partial MAX-SAT by
successively invoking a SAT solver and by attempting to minimize the penalty
for not satisfying soft-constraints, is presented.

In [11], GRASP a search algorithm for propositional satisfiability is proposed.
The search algorithm is based on the concept of identification of assignments that
cause conflicts at a given level, and then non-chronologically backtrack to earlier
levels to improve pruning of the search space. In [12] an extension of the GRAPSP
algorithm augmentedwith path re-linking that attempts to intensify and focus the
search around good-quality isolated solutions that have been originally computed
by the GRASP algorithm is presented. The basic difference of the GRASP and
also the path re-linking augmented GRASP algorithms from the approach here is
that, in our approach we do not utilize backtracking or a and we are solely based
on mutations of the possible assignments of truth values to the variables in the
given set of clauses. The quality of the produced solution is based on the num-
ber of mutations (i.e. iterations) and the size of possible mutations in each flip.
The augmented GRASP algorithm guarantees a better approximate solution to
the Weighted MAX-SAT than ours, as it already starts from known good (elite)
solutions, but on the other hand requires the use of GRASP as its initial input.

In the second category, the environment is considered dynamic in the sense
that actions of a plan may become impossible once the plan is devised and
started being enacted because the environment is dynamically altered. Work
in this category relates to approaches proposed in autonomous agents and au-
tonomic software systems. In [13] an approach that allows for reasoning about
partial satisfaction of soft-goals is discussed. The approach is based on the anno-
tation of softgoals with reward (e.g. benefit), and penalty (e.g. cost) functions.
The approach utilizes Dynamic Decision Networks (DDN) in order to identify a
selection of softgoals that provide an optimal decision with respect to softgoal
satisfaction and the utility functions used. The difference from our approach is
that we do not require the compilation of intermediate models such as a DDN,
and we allow for utility functions (rewards, and penalties) to vary dynamically
as the system operates. In [14] a framework that implements an adaptation
manager for autonomic systems is proposed. The framework is based on the
Goal-Attribute-Action model and allows for a decision to be reached regarding
the selection of actions in order to adapt or re-configure an autonomic system
according to specified goals that need be reached.

8 Conclusion

In this paper,we investigated the use of local search algorithms andboolean expres-
sion evaluators to reasonwith DTMs when labels related to cost and benefit values
for actions and tasks are altered as a result of context changes.The approachallows
for obtaining a solution that is within 90% of the optimal value at a fraction of time
that is required by a Weighted Partial MAX-SAT algorithm to compute the opti-
mal solution for the problem at hand. The applicability and the performance of the
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proposed frameworkwas evaluatedwith promising results by conducting a series of
experiments with randomly generated taskmodels of varying size and complexity.
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Abstract. Incremental method engineering proposes to evolve the information
systems development methods of a software company through a step-wise
improvement process. In practice, this approach proved to be effective for re-
ducing the risks of failure while introducing method changes. However, little at-
tention has been paid to the important problem of identifying an adequate plan
for implementing the changes in the company’s context. To overcome this de-
ficiency, we propose an approach that assists analysts by suggesting—via au-
tomated reasoning—optimal and quasi-optimal plans for implementing method
changes. After formalizing the Process-Deliverable Diagrams language for de-
scribing the method changes to implement, we present a planning framework for
generating plans that comply with different types of constraints. We also describe
an implementation of the modeling and planning components of our approach.

Keywords: method engineering, evolution, planning, logic programming.

1 Introduction

Incremental method engineering [18,24] is a paradigm that proposes to change infor-
mation systems development methods through a continuous improvement process. This
strategy adheres to the common understanding that spreading changes over a time pe-
riod is less risky and more efficient than introducing them all at once.

Empirical studies have provided significant evidence in favor of incremental method
engineering [24,16,7], including cases on the introduction of Scrum [21], showing that
it helps to cope with the major obstacles to change, including resistance to change, fear
of ineffectiveness by the involved personnel, and resource constraints [2].

However, existing research has largely ignored the relevant problem of identifying a
plan that specifies when to implement the changes. This requires defining which are the
most (and least) urgent changes, how many changes can be implemented given time and
budget constraints, and when a plan is better than another. See the following example.

Example 1. A software organization wants to improve customer satisfaction by intro-
ducing the Kano analysis [13]. However, introducing and learning the Kano analysis
requires a significant effort, due to its complexity (Fig. 4). The management team is
concerned with upfront costs and risks of resistance to change. A product manager sug-
gests introducing it incrementally, but she cannot devise a proper plan. How can Kano
analysis be embedded within the current process? Are there any variations possible? �

M. Jarke et al. (Eds.): CAiSE 2014, LNCS 8484, pp. 640–655, 2014.
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In this paper, we address the problem of devising a plan for the incremental imple-
mentation of a set of method changes in an organization (as elaborated in Sec. 2). We
use automated reasoning techniques for generating optimal and quasi-optimal plans.
We propose a formalization of the Process-Deliverable Diagram (PDD) modeling lan-
guage [23], that we use to describe the changes to be implemented.

We combine these elements into a method that, based on a description of the changes
to be enacted, assists the analysts by suggesting possible plans, and helps to refine these
plans to improve fitness with the organizational context. These plans have to satisfy
mandatory constraints, and should satisfice [19] weak (nice-to-have) constraints.

While we are inspired by automated planning techniques, we develop a novel so-
lution that copes with the specificities of method engineering. This includes defining
sequencing based on deliverables rather than activities, and using weak constraints to
derive a plan leading to an incremental maturity growth in the organization.

After stating our problem in Sec. 2, and discussing our research baseline in Sec. 3,
we propose the following contributions:

– We formalize the PDD modeling language, adding clear semantics, so as to make
it usable for automated reasoning. This formalization is described in Sec. 4.

– We define a formal framework that defines optimal and quasi-optimal plans with
respect to an input PDD, an organizational context, and a set of time and budget
constraints. The framework in Sec. 5.1 forms the basis for plan generation.

– We propose a process that guides the analysts in applying the framework to generate
plans and to refine them by strengthening and relaxing constraints (Sec. 5.2).

– We develop tool support for our method: PDD models can be created via a graphical
modeling environment, and automatically converted into input for a logic program
in disjunctive Datalog [15] that generates (quasi-)optimal plans (see Sec. 6).

Sec. 7 illustrates our approach using the scenario in Example 1. Sec. 8 discusses
related work, presents conclusions, and outlines future directions.

2 Problem Statement

Our research context is method evolution, i.e, the process through which an organi-
zation’s methods change over time. We focus on incremental method engineering, a
well-defined process for managing and incrementally introducing method changes.

This approach is illustrated in Fig. 1. Whenever the process is triggered (either by
an occurred event, or every N months/years), the maturity of the current processes is
assessed. If any process shows low maturity, the stakeholders’ needs are considered to
identify what to change, and, subsequently, by defining a plan that specifies how and
when to deploy these changes in the organization. Finally, the changes are enacted as
per the plan. This process is highly iterative, for organizations are in constant evolution.

In this paper, we focus on the important yet under-explored activity of change plan-
ning. The problem is that of determining a (quasi-)optimal scheduling for implementing
the changes, based on all the constraints (hard and soft ones) of the stakeholders. To ad-
dress this non-trivial problem, several sub-questions have to be answered:

– Which factors determine the optimality of a plan?
– Which elements describe the hard constraints that cannot be violated?
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Fig. 1. Research context: systematic method evolution illustrated

– Which factors determine the priority of changes?
– How can one ensure that, even when partially deployed, the introduced changes can

be effectively used in the organization?

In this paper, we consider the gradual introduction of new methods. In reality, it is
more common to deal with changes to existing methods, which also requires to consider
the removal and replacement of fragments. We leave dealing with the more complex
case of decrements (as opposed to increments) for future research.

3 Baseline

We approach the challenges in Sec. 2 as part of the Online Method Engine (OME) [22],
a knowledge management system for incremental method engineering. The OME con-
sists of a method base that contains method fragments (generic descriptions of common
approaches to software development tasks), rules for combining fragments, and organi-
zational experience related to the fragments. These elements feed the four main func-
tions of the OME: (a) disseminating method knowledge; (b) assessing the maturity of
an organization’s processes; (c) suggesting improvements based on method fragments
and experience from similar organizations; and (d) enacting improvement proposals.

Process-deliverable Diagrams (PDDs) are a fundamental component of the method
base: method fragments are modeled using a combination of UML activity diagrams—
to describe the procedural aspects—and UML class diagrams—to express the data

Fig. 2. Example of a Process-Deliverable Diagram (excerpt)
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aspects (using classes called “deliverables”). These models are connected through a
“results in” relationships from the activities to the deliverables. PDDs also distinguish
between simple, closed, and open activities and deliverables [23]. Fig. 2 illustrates the
core components of a PDD through an example. More details can be found in [23].

We also adopt the notion of focus area maturity matrix from the Situational As-
sessment Method (SAM) [4] (see Tab. 1). This matrix is filled in based on questions
concerning situational factors as well as organizational capabilities. Each of these ca-
pabilities (with level A-F) contributes to the maturity of the organization in a specific
focus/process area. For example, capability A in the focus area (row) “Requirements
gathering” corresponds to a basic registration of the requirements, which contributes to
maturity level 1, while capability F in the same area corresponds to the involvement of
partners in the product management process, which contributes to maturity level 8.

By using a focus area maturity matrix instead of a fixed level maturity matrix, we are
able to suggest more detailed improvement suggestions [4]. SAM enables assessing the
maturity level of an organization and identifying the desired (target) maturity level.

Table 1. Example Capability Maturity Matrix (excerpt)

Focus Area Maturity Levels
Title Code 0 1 2 3 4 5 6 7 8 9 10
Requirements Management
Requirements Gathering RG A B C D E F
Requirements Identification RI A B C D
Requirements Organizing RO A B C

4 PDDs for Planning Method Changes

We formalize the relevant parts of the PDD language [23] so as to make it usable for
automated reasoning. We state the requirements for our refinement in Sec. 4.1, and we
present a revised metamodel and its semantics in Sec. 4.2.

4.1 Requirements

We want to leverage previous work: PDDs are a simple yet expressive means to model a
method fragment’s activities, deliverables, and their relationships. This choice is made
to reuse the method base of fragments (modeled as PDDs) within the OME system.

PDDs were designed as a means to intuitively communicate methods and fragments
to users. The price of this choice is that some constructs have ambiguous semantics that
cannot be readily used for automated reasoning. Thus, we need to provide a clear se-
mantics of the PDD metamodel, by fulfilling the three requirements (R1 to R3) below.

R1: Avoid Generic Associations. Consider a directed association between two de-
liverables: “customer wish” and “theme”. The original PDD metamodel does not spec-
ify a detailed semantics for associations, which inhibits determining the nature and the
strength of the link. Thus, we require our language to avoid generic associations.
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R2: Include Input and Output Relationships. PDDs do not express input relation-
ships, i.e., that an activity needs to use a deliverable. This choice eases readability, but
does not express when a deliverable is needed. This obstacles planning for change: an
activity that requires a deliverable cannot be introduced until that deliverable is pro-
duced. Our language needs to unambiguously express input and output relationships.

R3: Distinguish Deliverable Dependency Types. Consider the following depen-
dency between deliverables: the priority of a requirement is based on the input from
customers and partners, but one of them suffices. This can be represented as an asso-
ciation between a requirement and an aggregated input deliverable in PDDs, but the
semantics are not sufficiently detailed to indicate the choice. We thus require our lan-
guage to support more specialized deliverable relationships.

4.2 PDD Metamodel

In Fig. 3, we present a refinement of the part of the PDD metamodel [23] that relates
with describing method change. The semantics of the language should enable describ-
ing what changes have to be introduced, and expressing the dependencies between de-
liverables that pose constraints on when the different activities are introduced.

Deliverable

Produces

Capability

focus area

* *ContributesTo

Depends

ControlFlow 
Element

1

*

11

1
1..*

Activity Deliverable 
Relationship

Requires HasOne HasAll

1
1..*

Updates
maturity level

Fig. 3. Partial metamodel of the PDD language for describing method changes

Since we are interested in the implementation order of a set of activities, rather than
in their execution order, our metamodel does not restrict the process side of the PDD:
ControlFlowElement in Fig. 3 is a generic placeholder for all the control flow constructs
of PDDs (sequence, decision point, fork and merge, etc.).

ContributesTo: this relationship indicates that an Activity contributes to a certain Ca-
pability, thus helping the organization to reach that capability’s maturity level. An ac-
tivity can contribute any number of capabilities, and a capability can be contributed by
any number of activities. Graphically, contributions are textual annotations “FocusArea-
Code:Capability” on the left of activities. In Fig. 1, e.g., activity “Analyze Product En-
vironment” contributes to capability D of focus area “Requirements Gathering”.
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We implement several changes to fulfill R1–R3. We remove the distinction between
simple, complex, and closed deliverables, as these concepts are not useful for our pur-
poses. Also, we replace generic associations (R1) with the following relationships.

Requires: a transitive and asymmetric binary relationship between deliverables D1

and D2, indicating that the D1 can be produced only when D2 already exists. In Fig. 4,
deliverable “Functional Questions” requires “Requirements”.

Fig. 4. PDD for the KANO Analysis
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Produces/Updates: in a PDD, activities can be linked to deliverables only through
the “results in” relationship between activity A and deliverable D. Here, we specialize
this relationship into Produces, to denote that A creates a previously non-existent deliv-
erable, and Updates, to indicate the modification of a previously available deliverable.
In Fig. 4, activity “List Results of Individual Criteria” produces deliverable“Table of
Results”, while activity “Evaluate Answer Frequencies” updates it.

Together, the Requires, Produces, and Updates relationships satisfy R2: Requires
(D1,D2) denotes that any activity that produces or updates D1 needs D2 as an input;
Produces(A,D) indicates that A has output D; and Updates(A,D) specifies that D is
both an input and output for A.

HasOne/HasAll : to allow for fine-grained deliverable dependencies (R3), we spe-
cialize aggregation into the HasOne and HasAll relationships. The former indicates that
at least one of the parts of a deliverable shall be available in order to produce the deliver-
able itself, while the latter requires that all of its parts are available. In Fig. 4, “Require-
ments” requires both (HasAll ) “Customer Requirements” and “Product Requirements”;
on the contrary, “Questionnaires” requires at least one among “Functional Questions”,
“Dysfunctional Questions”, “Importance Scales”, and “Satisfactory Scales”.

5 Planning for Method Evolution

We present the formal framework that derives plans for implementing a set of changes
described in a PDD (Sec. 5.1). We introduce a process for determining the most ade-
quate plan (Sec. 5.2), and illustrate our approach on the Kano analysis scenario (Sec. 7).

5.1 Formal Framework

We introduce the necessary elements to define the plan generation function genplans ,
which returns all plans for implementing a set of changes, given a set of constraints. We
represent time instants via natural numbers: typically, 0 would denote the current time
(CT), 1 would denote CT + X milliseconds, 2 would denote CT + 2·X milliseconds, etc.

Definition 1. Implementation cost is defined by a function cst : ACT × ORG → R+

s.t. cst(A,Org) is the cost of implementing activity A in the organization Org. �

The notion of cost here goes beyond monetary expenses, and it includes additional costs
for the organization, including the learning effort, risk of failure, impact on motivation,
time, etc. We measure cost in terms of abstract cost units; the definition of a mapping
that reduces real cost to units is beyond the purpose of this paper.

Definition 2. A scheduling schema is a list of time slots (〈St1,End1,Bdg1〉, . . . , 〈Stn,
Endn,Bdgn〉) wherein changes can be implemented. The i-th time slot 〈Sti : N0, Endi :
N0,Bdgi : R

+〉 starts at time Sti, ends at time Endi, and has budget Bdgi. For all i, it
is required that Sti ≤ Endi and Endi < Sti+1. �

A scheduling schema defines the time slots within which changes are to be imple-
mented. Each slot has a budget, i.e., an upper bound on the implementation cost in that
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slot’s time frame. The specification of a scheduling schema depends on the character-
istics and strategy of the organization, and on the changes to implement. For example,
an organization may define a linear schema where all slots have the same duration and
budget, while another may start with low effort, and increase it in later slots.

Definition 3. Given a PDD model Mdl and a scheduling schema (〈St1,End1,Bdg1〉,
. . . , 〈Stn,Endn,Bdgn〉), a set of scheduling constraints Cstr defines temporal restric-
tions on the allocation of the activities and the production of the deliverables of Mdl
with respect to a time T : N0:

– actBefore(A,T): activity A shall be scheduled in a slot i, s.t. Endi < T;
– delBefore(D,T): deliverable D shall be produced in a slot i, s.t. Endi < T;
– actAfter(A,T): like actBefore, but Sti > T;
– delAfter(D,T): like delBefore, but Sti > T;
– actAt(A,T): activity A shall be scheduled in a slot i, s.t. Sti ≤ T ≤ Endi;
– delAt(D,T): deliverable D shall be produced in a slot i, s.t. Sti ≤ T ≤ Endi. �

Scheduling constraints enable imposing fine-grained temporal restrictions on the allo-
cation of activities and on the production of deliverables. In Sec. 7, we will show how
these constraints are a useful tool in our method to identify the most suitable plan.

Definition 4. Given a PDD model Mdl and a scheduling schema Schema, a plan is a
set Pln = {〈A1,T1〉, . . . , 〈An,Tn〉} such that:

– A1, . . . ,An are all and only activities in Mdl, and
– for each i, 1 ≤ i ≤ n, there exists exactly one slot 〈Stj ,Endj ,Bdgj〉 in Schema

such that Stj ≤ Ti ≤ Endj . �

A plan is an allocation of all and only the activities of a PDD model into a scheduling
schema. The activities shall be allocated within exactly one slot.

We say that a plan is feasible if it respects budget constraints, i.e., if for each slot, the
sum of the implementation costs of the activities in that slot does not exceed the budget.
We say that a plan is contiguous when all slots have at least one allocated activity. In
this paper, we are concerned with the generation of feasible and contiguous plans.

The function genplans brings together the concepts defined above and generates
the feasible and contiguous plans for implementing a set of changes described by a
PDD model in an organization, according to a specified scheduling schema, additional
temporal constraints, and considering a cost function for implementing the changes.

Definition 5. Plan generation is a function that returns all feasible and contiguous
plans for implementing a set of changes in an organization. Formally, genplans : PDD
×ORG×CSTF ×SS×CSTR × → 2PLN , and genplans(Mdl,Org, cst , Schema,Cstr) =
{Pln1, . . . ,Plnn} is such that:

– Mdl is a description of the changes to implement in PDD;
– Org is the organization where the changes are implemented;
– cst defines the cost of implementing the activities of Mdl in Org (Def. 1);
– Schema is a scheduling schema (Def. 2);
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– Cstr is a set of constraints on scheduling (Def. 3);
– for each i, 1 ≤ i ≤ n, Plni is a feasible and contiguous plan (Def. 4) for Mdl and

Schema such that (i) Pln respects all constraints in Cstr; and (ii) Pln complies with
the deliverable and capability dependencies in Mdl. �

While genplans deals with hard scheduling constraints that cannot be violated, it does
not consider the optimality of a plan. In this paper, we conceive plan optimality in terms
of incremental maturity improvement: the changes should be introduced in accordance
with a growing maturity level of the organization. The activities that contribute to ca-
pabilities with lower maturity levels shall be introduced first, followed by the activities
contributing to higher maturity levels, up to the highest maturity. Def. 6 introduces the
notion of penalty for a plan, i.e., its distance from an optimal plan where activities are
introduced with a monotonic increasing level of maturity.

Definition 6. Plan penalty is a function that returns the distance between a given plan
and an optimal plan that would introduce all activities in increasing order of maturity.
Let the predicate preceeds(A,A′,Pln) indicate that activity A is scheduled before activ-
ity A′ in Pln. The maturity of an activity mat(A) is the lowest maturity level among the
capabilities that the activity contributes to. Formally, penalty : PLN × PDD → N0,
s.t. penalty(Pln,Mdl) =

∑
A,A′:preceeds(A,A′,Pln) max(mat(A)−mat(A′), 0). �

When an activity contributes to multiple capabilities, we consider the capability having
the lowest maturity level, for that activity is important for the organization to achieve
that level. The penalty is the number of “steps” that have been skipped in the plan:
for instance, consider only activities “Gather Requirements” and “Analyze Customer
Problems” in Fig. 4. The former activity has lowest maturity level 1 (it contributes to
capability A in area requirements gathering), while the latter has lowest maturity level 6
(the contributed capability with lowest maturity is D in requirements gathering). If the
former activity is introduced before the latter, the plan penalty would be 5.

We call a plan optimal when its penalty is zero, and quasi-optimal when its penalty
is greater than zero but lower than Δ. This number Δ is domain-specific, and it depends
on the number of activities in the plan, the organization, the cost of activities, etc.

In this paper, we limit ourselves to a special kind of scheduling schema, where for
each slots i (1 ≤ i ≤ n), Sti = Endi, and the slots are such that St1 = 1, . . . , Stn = n.

We do not consider constraints related to organizational resources (other than the
abstract unit Cost) and human factors (such as worker resistance), as such factors are
harder to attribute to single activities and deliverables. The method we propose is a
support tool for analysts, and does not replace their role as decision makers.

5.2 A Method for Identifying and Refining Plans

We present an elaboration of the Change planning step in Sec. 2 that uses genplans
(Def. 5) for identifying plans and for refining them to fit well with the organization at
hand. This method, illustrated in Fig. 5, helps to restrict or widen the space of alternative
plans, depending on the plans that the function genplans returns.

The process begins with two preparatory steps that provide the inputs to the genplans
function: the planning context is defined (the changes to implement, the organization,
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Define planning 
context: 

Mdl, Org, cst

Plans 
adequate?

Set scheduling 
constraints: 

Schema, Cstr, Δ 

Run planning 
via genplans

Relax 
constraints

Strenghten 
constraints

Initiate change 
enactment

[yes]

[cannot judge, 
too few]

[cannot judge, 
too many]

[no]

Fig. 5. A method for identifying and refining (quasi-)optimal plans

and the cost function), and an initial version of the scheduling constraints is created
(the scheduling schema and constraints, and the quasi-optimality upper bound Δ). This
input feeds the genplans function, which returns all optimal and quasi-optimal plans.
The analyst then judges the adequacy of the returned plans:

– Adequate: a plan is identified and change enactment starts (see also Fig. 1);
– Uncertain: a final decision cannot be made at the moment, due to scarcity or excess

of results. In order to identify a better plan, the analyst can modify the constraints:
• Relaxation: when too few plans are returned, the scheduling constraints can be

relaxed/weakened. Time slots can be merged to spread changes over a longer
period with higher budget. Temporal scheduling constraints can be relaxed,
or the quasi-optimality upper bound Δ increased. More intrusive options (from
the organization’s perspective) are to increase the number of slots or the budget.

• Strengthening: if too many plans are returned, the analyst cannot make an in-
formed choice, and the constraints can be tightened: the slots in the schema
and their budget can be reduced, and temporal constraints can be added.

– Inadequate: no satisfactory plan can be devised in the current planning context,
irrespective of the scheduling constraints. This terminates the process, which can
be re-executed in a different context.

6 Realization

We have developed a graphical modeling tool for PDD within MetaEdit+ [20]. This tool
is built around the Graph, Object, Property, Relationships, Role (GOPRR) metamodel,
which we used to describe the PDD metamodel; instances of the latter metamodel are
PDDs. The editor enforces syntactical rules, thereby ensuring the well formedness of
the model. In addition, we have developed a set of code generators that transform any
PDD model into a set of Datalog statements, which are needed to generate plans.

We have realized the mechanisms for identifying optimal and quasi-optimal plans
via logic programming (specifically, via the disjunctive Datalog engine DLV [15]). The
program consists of a set of inference rules (Tab. 2) that returns feasible and contiguous
plans for a given input. The input consists of the Datalog statements that are generated
from the PDD model, the temporal constraints, and the Δ quasi-optimality upper bound.
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The following extensional predicates formalize in Datalog the primitives of our lan-
guages (Sec. 4 and Sec. 5): activity(A) states that A is an activity; produces(A,D) and up-
dates(A,D) denote the relationships between activities and deliverables; requires(D1,D2)
indicates that namesake relation between deliverables in Sec. 4. The predicate atLea-
stOnePart(D) (allParts(D)) says that D requires at least one (all) of its parts, each part
being stated through hasPart(D,D1); cost(A,N) states that the deployment of activity
A costs N (a natural number); slot(N1,N2) states that slot at time N1 has a budget of
N2 cost units; actAt(A,N), delAt(D,N), actBefore(A,N), delBefore(D,N), actAfter(A,N), de-
lAfter(D,N) state constraints telling that activity A or deliverable D shall be scheduled
at/before/after slot N; contributes(A,C) states that activity A contributes to capability C;
depends(C1,C2) says that capability C1 shall be implemented strictly after capability
C2; maturity(C,N) states that capability C has maturity level N.

Tab. 2 presents the inference rules (syntax head :- tail.) to generate plans. By default,
the program returns all possible plans that satisfy the constraints. A plan is defined
as a set of predicates chosen(A,N), each stating that the deployment of activity A will
be scheduled in slot N. Rules without a head (those starting with “:-”) are integrity
constraints: the condition expressed in the tail shall not become true in any model.

Table 2. Core disjunctive Datalog inference rules for deriving plans

Id Rule definition
1 chosen(A,T) :- activity(A), slot(T, ), not chosenNotT(A,T), not missingReq(A,T).
2 chosenNotT(A,T) :- activity(A), chosen(A,T2), slot(T, ), slot(T2, ), T2!=T.
3 :- activity(A), 0=#count{T: chosen(A,T)}.
4 :- slot(T, ), 0=#count{A : chosen(A,T)}.
5 chosen(A,T) :- actAt(A,T).
6 :- delAt(D,T), T1=T-1, producedAt(D,T1).
7 :- delAt(D,T), not producedAt(D,T).
8 :- actBefore(A,T), chosen(A,T1), T1>=T.
9 :- delBefore(D,T), 0=#count{T1 : producedAt(D,T1), T1<T}.
10 :- actAfter(A,T), chosen(A,T1), T1<=T.
11 :- delAfter(D,T), 0=#count{T1 : producedAt(D,T1), T1>=T, not producedAt(D,T)}.
12 :- slot(T,B), #int(C), C=#sum{Cs,Act : cost(Act,Cs), chosen(Act,T)}, C>B.
13 missingReq(A,T) :- uses(A,D), #int(T), not producedAt(D,T), T2=#max{T1 :

slot(T1, )}, T2<=Z.
14 producedAt(D,T) :- chosen(A,T1), #int(T1), #int(T), T1<=T, produces(A,D),

T3=#max{T2 : slot(T2, )}, T3<=Z.
15 uses(A,D1) :- produces(A,D), requires(D,D1).
16 uses(A,D) :- updates(A,D).
17 requires(D1,D3) :- requires(D1,D2), requires(D2,D3).
18 hasOnePart(D) :- atLeastOnePart(D), produces(A,D), chosen(A,T), hasPart(D,D1),

producedAt(D1,T).
19 :- atLeastOnePart(D), not hasOnePart(D).
20 :- allParts(D), produces(A,D), chosen(A,T), hasPart(D,D1), not producedAt(D1,T).
21 :- contributes(A1,C1), contributes(A2,C2), A1!=A2, depends(C1,C2), cho-

sen(A1,T1), chosen(A2,T2), T1<=T2.
22 minmaturity(A,M) :- activity(A), M=#min{L : contributes(A,C), maturity(C,L)}.
23 penalty(Cs) :- #int(Cs), Cs=#sum{C,A1,A2 : chosen(A1,T1), chosen(A2,T2),

T1<T2, minmaturity(A1,M1), minmaturity(A2,M2), M1>M2, C=M1-M2}.
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Rules 1–3 ensure that all activities are assigned to exactly one slot. Rule 4 guaran-
tees that all slots have at least one assigned activity. Rules 5–7 deal with actAt and delAt
constraints: the activity (the deliverable) shall be scheduled (produced) in the specified
slot. Rules 8–9 and rules 10–11 guarantee the fulfillment of the similar constraints in
the before/after variant. Rule 12 ensures that the sum of the costs for implementing the
activities in a slot does not exceed the slot budget. Rules 13–14 ensure that deliverables
are produced before their use. Rule 15 states that an activity A uses a deliverable D1
if X produces D, and D requires D1. Rule 16 says that updating a deliverable implies
using it. Rule 17 says that the requires relationship is transitive. Rules 18–20 take care
of atLeastOnePart(D) (allParts(D)): at least one part of D (all parts) shall be available
when D is produced. Rule 21 handles the depends(C1,C2) relationship between capa-
bilities: all activities that contribute to C1 are scheduled strictly before any activity that
contributes to C2. Rules 22–23 compute the penalty of the plan as in Def. 6.

The program can be run with different parameters to return only optimal and quasi-
optimal plans. By adding the rule :∼ penalty(Cs). [Cs:1], only the plans with mini-
mum penalty are listed (“:∼” is a weak constraint that DLV optimizes by returning
the models that minimize it). In order to return all quasi-optimal plans, the parameter
“-costbound=Δ” can be specified when executing DLV.

7 Illustration

We apply our planning method to the scenario of Example 1 and Fig. 4. Kano analysis
uses a two-dimensional quality model used for the analysis of customer requirements,
which is useful to elicit customer needs about a service or product under design. It uses
two types of questionnaires and an evaluation table for classifying the requirements into
different categories [13]. We show how the company can use our method to identify an
incremental plan to introduce the 15 activities and 13 deliverables of Kano analysis.

Step 1: Define the Planning Context. We begin with the creation of a PDD model
that describes the changes to introduce (Kano analysis, as in Fig. 4), the organiza-
tional context (our example organization), and the cost function that returns the costs
for each activity. In this example, we use a simple cost scheme, where we use natu-
ral numbers in the range [1,5] to describe the complexity of implementing and learn-
ing each activity. For each activity, we add a fact as input to our datalog program:
cost(analyze customer problems, 4). cost(analyze product environment, 2)., etc.

Step 2: Set Scheduling Constraints. This activity involves the specification of the
number of slots for implementing the plan, and the budget for each of them. Here, we
define four slots, each with a budget of nine cost units (adopting the same unit as for
activities cost). We do not define any temporal constraint, and we set Δ = 25.

Step 3: Run Planning. When we run our planner with the settings above, we obtain
1,442 plans, with penalties between 8 and 22. Making a choice at this point would
obviously be difficult; moreover, no optimal plan exists (no plan has penalty 0). Some
constraints have to be introduced.
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Step 4: Strengthen Constraints. The company wants to have a running implementa-
tion of Kano analysis in slot 0. This requires to have at least a table of results based
on requirements from the customer and the product environment. More advanced tools,
such as the QI-index plots and the CS-coefficient plots, can be introduced later. To such
extent, the following temporal constraints are added:

delAt(tables of results, 0). delAfter(cs coefficient plots, 0). delAfter(qi index plots, 0).
actAt(analyze product environment, 0). actAt(evaluate answer frequencies, 1).

When we re-run the planner, we obtain no results. By forcing the planner to schedule
the activity that produces the table of results at slot 0, the require relationships between
the deliverables imply that several other activities have to be schedules in slot 0 as well.
Their total cost exceeds the budget of slot 0. This forces us to relax some constraints.

Step 5: Relax Constraints. To cope with the required effort for implementing the table
of results in slot 0, the organization can either combine the effort of multiple slots,
thereby lengthening the implementation time, or allocate more resources to slot 0. We
assume the analyst opts for the latter: the budget of slot 0 is raised to 20, but a slight
reduction in the overall budget is required (-4 units); the remaining units are allocated
in two slots with budget 6, and the last slot is removed.

Table 3. Slot allocation for the activities of Kano analysis: the (quasi-)optimal plans in Step 5

Activity Plan A Plan B Plan C Plan D Plan E
analyze customer problems 0 0 0 0 0
analyze product environment 0 0 0 0 0
analyze conditions of applications 2 2 2 1 1
gather requirements 0 0 0 0 0
formulate functional questions 0 0 0 0 0
formulate dysfunctional questions 0 0 0 0 0
assemble questionnaire 0 0 0 0 0
conduct customer interview 0 0 0 0 0
combine func. and dysfunc. answers 0 0 0 0 0
list results of individual criteria 0 0 0 0 0
evaluate answer frequencies 1 1 1 1 1
construct satisfactory ranking scale 1 1 2 2 1
construct importance ranking scale 1 2 1 1 2
determine quality improvement index 2 2 1 2 2
calculate satisfaction coefficient 2 1 2 2 2
penalty 8 8 8 12 12

When we re-run our planner, we obtain 5 plans. Tab. 3 shows them and outlines their
differences via a gray background color. Two of them have a penalty of 12, the other
three have a penalty of 8. The analyst is free to consider a restricted set of plans. The
choice is between introducing both plots in slot 2, implementing QI index plots first and
then CS coefficient plots, or vice versa.
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8 Discussion and Future Directions

We have presented a method that assists analysts in the planning phase of method
evolution, i.e., to identify plans for implementing a set of changes in an organization.
Our method enables representing changes via PDD models, and is supported by our
graphical modeling tool. The method includes the automated generation of plans that
comply with scheduling constraints, and that maximize incremental growth in matu-
rity, by trying to introduce changes according to an increasing maturity level. We also
propose a process that guides analysts in refining plans by strengthening and relaxing
constraints.

This work is performed within the context of the Online Method Engine, and it
touches upon several related fields. We discuss our approach in the light of these fields.

Software Process Improvement. Research in the area of software process improve-
ment has produced effective frameworks to determine what to change, including
CMMI [6] and SPICE [8]. We complement these works by proposing a method for
planning the implementation order of these changes.

Situational Method Engineering. This discipline deals with describing, constructing
and adapting software development methods for a specific situational context, thus pro-
moting reuse of standardized approaches while maintaining flexibility [11,12,3]. In this
research, we employ the method fragment concept [5] for compatibility with the OME
system; however, other notations can be used, as long as they satisfy the requirements of
Sec. 4.1. There has been some work related to the notion of method evolution [18,17].
Most approaches in method evolution consist of manual activities, although some ap-
proaches support (semi-)automatic method construction [1].

Automated Planning. The problem of identifying a plan to reach a given goal is well-
known in Artificial Intelligence [10]. Recent planners are able to deal with sophisti-
cated planning constraints on state trajectory, preferences, soft constraints, and plan
quality [9]. Our approach differentiates from existing solutions in that it employs a
capability-driven planning policy that takes in to account deliverable-based constraints,
as opposed the activity-based constraints that are typical of AI planning. We do not
preclude that an extended version of our framework could employ PDDL.

Project Management. The implementation of a set of changes in the methods of an
organization is usually executed in the form of a project. Project management is a very
mature field, which offers effective mechanisms and tools to deal with change by plan-
ning, scheduling, and controlling it [14]. Our approach is inspired by this field, but
focuses on a very specific type of scheduling that relates to method change.

We have focused only on introducing new fragments; the next step is to consider
the removal and replacement of fragments. We will also explore the preceding step of
method construction. Furthermore, we plan to convert our prototype into a comprehen-
sive tool that supports the analysts in the plan refinement process by recommending
possible refinements. We will evaluate the efficacy of our approach with case studies in
the industry, and based on the feedback from practitioners, we will extend the supported
constraints. Finally, we aim to assess the scalability of our reasoning techniques.
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Abstract. Traditional software metrics have been used to evaluate the 
maintainability of software programs by supporting the identification of code 
smells. Recently, concern metrics have also been proposed with this purpose. 
While traditional metrics quantify properties of software modules, concern 
metrics quantify concern properties, such as scattering and tangling. Despite 
being increasingly used in empirical studies, there is a lack of empirical 
knowledge about the effectiveness of concern metrics to detect code smells. This 
paper reports the results of an empirical study to investigate whether concern 
metrics can be useful indicators of three code smells, namely Divergent Change, 
Shotgun Surgery, and God Class. In this study, 54 subjects from two different 
institutions have analyzed traditional and concern metrics aiming to detect 
instances of these code smells in two information systems. The study results 
indicate that, in general, concern metrics support developers detecting code 
smells. In particular, we observed that (i) the time spent in code smell detection 
is more relevant than the developers’ expertise; (ii) concern metrics are clearly 
useful to detect Divergent Change and God Class; and (iii) the concern metric 
Number of Concerns per Component is a reliable indicator of Divergent Change. 

Keywords: Empirical evaluation, Metrics, Code Smells, Concerns. 

1 Introduction 

The modularization of the driving design concerns is a key factor to achieve 
maintainable information systems [16, 21]. A concern is any important property or 
area of interest of a system that we want to treat in a modular way [23]. Business 
rules, distribution, persistence, and security are examples of typical concerns found in 
many information systems and that are important, albeit hard, to achieve full 
modularization. The inadequate separation of concerns degrades design modularity 
and may lead to maintainability-related design flaws [6, 11]. Detection of these design 
flaws by programmers is far from trivial and requires effective support. 

Software metrics are the key means for assessing the maintainability of information 
systems [3, 7]. The community of software metrics has traditionally explored 
quantifiable module properties, such as class coupling, cohesion, and interface size,  
in order to identify maintainability problems in a software project [3, 8, 19, 20].  



 On the Effectiveness of Concern Metrics to Detect Code Smells: An Empirical Study 657 

 

More specifically, software measurement is also seen as a pragmatic solution to find 
symptoms of particular design flaws, such as code smells [17, 19]. Code smells are 
symptoms that something may be wrong in the system code [12].  

Marinescu [19], for instance, relies on traditional metrics to compose strategies aiming 
to detect code smells. However, some code smells are often a direct result of poor 
separation of concerns, and traditional module-driven measurement cannot be tailored to 
quantify properties of concern modularity. Whereas traditional metrics quantify the 
properties of modules, the concern metrics quantify properties of concerns, such as 
scattering and tangling [10]. A growing number of concern metrics have been proposed 
[5, 6] aiming to quantify key characteristics of concerns’ implementation. Indeed, 
concern metrics have been applied with different purposes and used in several empirical 
studies. They are used, for instance, to compare aspect-oriented and object-oriented 
programming techniques [4, 11, 13, 14] and to identify crosscutting concerns that should 
be refactored [6]. However, we still lack empirical knowledge on the effectiveness of 
concern metrics to support code smell detection in information systems. 

To fill this gap, this paper presents an empirical investigation of the effectiveness 
of concern metrics compared with traditional metrics on the identification of code 
smells. We report the results of a series of experiments relying on two benchmark 
information systems, named Health Watcher [14] and MobileMedia [11]. This study 
focuses on a two-dimension analysis comparing the trade-offs on the recall and time 
efficiency of code smell detection. To analyze the recall, we compare classes 
identified as suspects of exhibiting a code smell with the reference list of code smells 
provided by the actual developers in each information system. We also assess time 
efficiency based on the recorded time spent by each subject in the experimental tasks. 

This empirical study involved 54 subjects, which were divided into three groups. 
Subjects of each group participated on the analysis of one of three different sets of 
metrics: (i) only traditional metrics, (ii) only concern metrics, and (iii) both traditional 
and concern metrics, called hybrid metrics from now on. These metrics were 
previously applied to the source code of both target information systems. Subjects 
then analyzed the values of metrics aiming to detect three specific code smells, 
namely Divergent Change [12], Shotgun Surgery [12], and God Class [22]. Our 
overall results confirmed that concern metrics, in fact, contribute to improve the 
detection of these code smells. More specifically, this study shows that (i) concern 
metrics are clearly useful to detect Divergent Change and God Class; (ii) the subject’s 
level of experience does not have significant impact on detection rates; (iii) time 
explains most of the variations observed in detection rates; and (iv) recall of each 
metric suite is largely dependent on the adequacy of each metric to quantify a 
property explicitly mentioned in the smell definition. 

The rest of this paper is organized as follows. Section 2 summarizes the concepts 
of software metrics and code smells. Section 3 describes the study procedures. 
Sections 4 and 5 discuss the main results of this empirical study. Section 6 discusses 
the study limitations and related work. Section 7 concludes this paper and points out 
directions for future work. 

2 Software Metrics and Code Smells  

Software metrics have played an important role in understanding and analyzing 
information systems [3, 7, 17]. For the purpose of this study, software metrics can be 
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divided into three sets: traditional metrics (Section 2.1), concern metrics (Section 2.2), 
and hybrid metrics; i.e., a combination of both traditional and concern metrics. 
Section 2.3 describes the three code smells that we investigate in this study. 

2.1 Traditional Metrics 

We selected a set of the most widely used metrics to be a baseline in this study. The 
selected set includes object-oriented (OO) metrics proposed by Chidamber and 
Kemerer [3] and well-documented metrics in the software engineering literature [7]. 
Table 1 summarizes the metrics used in this study, while detailed definitions can be 
found elsewhere [3, 7]. 

Table 1. Definitions of Traditional Metrics 

Metric Definition
Coupling between Objects (CBO) Number of classes from which a class calls methods or accesses attributes. 

Lack of Cohesion in Methods (LCOM) 
Divides pairs of methods that do not access common attributes by pairs that 
do access. 

Lines of Code (LOC) Total number of lines of code.
Number of Attributes (NOA) Number of attributes defined in a class.
Number of Methods (NOM) Number of methods defined in a class.
Weighted Methods per Class (WMC) Number of methods and their parameters in a class

We selected the most common and widely used traditional metrics for several 
reasons. First, it is still not well known whether some particular combinations of these 
metrics can precisely detect specific code smells. Hence, finding combinations 
involving either concern or traditional metrics might be a relevant result of this paper. 
Second, we aim to select a reduced number of metrics since many metrics could make 
the analysis harder and with redundant measurements. Finally, the selected metrics 
have been used in previous work [8, 11, 19] and they seem to assist developers in 
software maintenance tasks. 

2.2 Concern Metrics 

Concern metrics have been defined aiming to capture modularity properties 
associated with the realization of concerns in software artifacts [10]. Their goal is the 
identification of specific design flaws [6] or design degeneration caused by poor 
modularization of concerns [9]. Some recent studies [6, 8] have also shown that 
concern metrics can be useful indicators of defect-prone modules. Concern is 
something that you may want to treat as a modular unit, including non-functional 
requirements and programming language idioms [23]. Concern metrics rely on a 
mapping between concerns and design elements [9, 10]. The mapping consists of 
assigning a concern to the corresponding design elements that realize it. Table 2 
presents a brief definition of the concern metrics evaluated in this paper. 

Table 2. Definitions of Concern-based Metrics 

Metric Definition
Concern Diffusion over Components 
(CDC) 

Number of classes whose main purpose is to contribute to the implementation 
of a concern and the number of other classes that access them. 

Concern Diffusion over Operations (CDO) Number of methods whose main function is to implement a concern. 

Concern Diffusions over LOC (CDLOC) Number of transition points for each concern through the lines of code. 
Transition points are points in the code where there is a “concern switch”. 

Number Concerns per Component (NCC) Number of concern in each class.
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A more detailed description and discussion of these metrics can be found 
elsewhere [4, 6, 10, 13]. These metrics were selected for evaluation in this paper 
because they have been successfully used in a number of studies related to software 
maintainability [11, 13, 14]. However, no systematic study has been performed to 
evaluate whether these concern metrics support code smell detection. 

2.3 Code Smells 

Code smells were proposed by Kent Beck in Fowler’s book [12] as a mean to 
diagnose symptoms that may be indicative of something wrong in the system code. 
This paper investigates the use of concern metrics to detect three code smells, namely 
Divergent Change [12], Shotgun Surgery [12] and God Class [22], which are 
described below. These code smells were chosen because they recurrently appear in 
information systems and are related to poor modularization of concerns [2, 19].  

Divergent Change. This smell occurs when one class is often changed in different ways 
for different reasons [12]. For example, we have to change three methods of a class every 
time we get a new database or we have to change other four methods every time there is 
a new financial instrument. Depending on the number of assignments of a given class, it 
may undergo unrelated changes. The fact that a class undergoes various kinds of changes 
can be associated with a symptom of concern tangling [2]. 

Shotgun Surgery. This code smell is somehow the opposite of Divergent Change. 
We identify a Shotgun Surgery instance every time we make a kind of change that 
leads to a lot of small changes in many different classes [12]. In other words, this 
code smell can lead to small changes in classes that have a common concern [2]. 

God Class. This code smell describes an object that knows too much or does too 
much [22]. It represents a class that has grown beyond all logic to become the class 
that does almost everything in the system [22]. In a different view, we can say that 
God Class implements too many concerns and, so, it has too many responsibilities [2]. 

3 Study Settings 

This study aims at evaluating the effectiveness of concern metrics in detecting code 
smells. Our study relies on traditional metrics as baseline. Therefore, we perform a 
comparative analysis between traditional and concern metrics in order to identify whether 
the latter supports the former in detecting three specific code smells. Section 3.1 
introduces the two target information systems. Sections 3.2 and 3.3 present, respectively, 
the reference list of code smells and background information for the subjects that took 
part in this study. Finally, Section 3.4 explains the tasks assigned to each subject. 

3.1 Target Systems 

Our study involved two information systems: Health Watcher [14] and MobileMedia 
[11]. These systems were selected because they have been previously used in other 
maintainability-related studies [4, 8, 11, 18], and we have access to their developers 
and experts. Therefore, we were able to recover a reference list of actual code smells 
for each analyzed information system (see Section 3.2). A brief description of the 
Health Watcher and MobileMedia functionalities and their key concerns are described 
below. Most of these concerns recurrently appear in typical information systems. 
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Health Watcher. It is a Web-based information system that supports the registration 
and management of complaints to the public health system [14]. This system has 
about 6 KLOC. Some concerns implemented in Health Watcher that we used are: 
Business, Concurrency, Distribution, Exception Handling, Persistence, and View. 

MobileMedia. Our study also involved the 7th version of the MobileMedia system 
[11]. This system is a software product line (SPL) with about 4 KLOC for 
applications that manipulate photo, music, and video on mobile devices. The concerns 
of our interest in MobileMedia are: Sorting, Favorites, Exception Handling, Security, 
and Persistence. 

3.2 Code Smells Reference List 

Before conducting the study, we performed a systematic code analysis of Health 
Watcher and MobileMedia aiming to determine which classes were affected by the 
relevant code smells. We also relied on two experts in each information system to 
help us building the reference lists. These experts participated of the development, 
maintenance, or assessment of the systems. Our goal was to detect actual instances of 
each code smell in both systems. Table 3 presents classes in the final reference list of 
each code smell per system. 

Reference List Protocol. Each expert was instructed to individually use their own 
strategy for detecting code smells in the system classes. As a result, different 
strategies were used. One expert focused on code inspection following more 
traditional code analysis. Following a different path, another expert used a 
complementary set of automated detection strategies [18] to identify candidate 
instances of the three code smells. For each code smell, the sets of potential instances 
– one set from each expert – were not exactly the same, although they have many 
classes in common (approximately 80% and 75% for Health Watcher and 
MobileMedia, respectively). In order to achieve a consensus, we promoted 
discussions among experts of the same system. The result of their discussion was 
recorded as a joint decision and double-checked by ourselves.  

Table 3. Code Smell Reference List for Health Watcher and MobileMedia 

System Smell Classes in the Reference List 

Health 
Watcher 

Divergent 
Change 

EmployeeRecord, HealthWatcherFacade, HealthUnitRecord, PersistenceMechanism, 
IFacade, HealthWatcherFacadeInit, IPersistenceMechanism, ServletInsertEmployee, 
ComplaintRecord, ServletSearchComplaintData, ServletUpdateComplaintData, 
ServletUpdateHealthUnitData 

Shotgun 
Surgery 

PersistenceMechanism, ComplaintRecordRDB, EmployeeRepositoryRDB, 
IComplaintRepository, HealthUnitRepositoryRDB, IPersistenceMechanism, 
IHealthUnitRepository, IEmployeeRepository 

God Class HealthWatcherFacade, HealthWatcherFacadeInit, PersistenceMechanism 

Mobile 
Media 

Divergent 
Change 

ImageMediaAccessor, MediaController, MediaAcessor, MediaListController 

Shotgun 
Surgery 

ControllerInterface, MediaAccessor, ScreenSingleton 

3.3 Background of Subjects 

This study involved a set of 54 subjects, named S1 to S54, from two different 
institutions (UFMG/Brazil and Lancaster/UK). Subjects from the 1st institution were 
11 young IT professional taking an advanced SE course, 4 PhD candidates, and 12 
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undergraduate students. Subjects from the 2nd institution were 14 PhD candidates and 
13 undergraduate students. We organized subjects in such a way that each group 
worked with only one set of metrics: traditional metrics, concern metrics, or hybrid 
metrics. The study was performed using the OO designs of both information systems. 
We conducted 13 rounds of the experiment in different dates. Subjects were organized 
as follows: (i) 24 subjects detected Divergent Change in 6 rounds, (ii) 20 subjects 
detected Shotgun Surgery in 5 rounds, and (iii) 10 subjects detected God Class in 2 
rounds. Health Watcher was used by subjects of Lancaster to detect all three code 
smells, while MobileMedia was used by subjects of UFMG to detect Divergent 
Change and Shotgun Surgery. Further details about the distribution of subjects are 
available at the project website [1].  

Before running the experiment, we used a background questionnaire (also available 
at [1]) to balance previous knowledge of each subject. Table 4 summarizes knowledge 
that subjects claimed to have in the background questionnaire. Although the subjects 
were asked to answer the questionnaire, it was not compulsory. Therefore, some 
subjects annotated in the last column (No Answer) in Table 4 have not answered the 
questionnaire. In fact, we asked subject to indicate their level of knowledge by 
choosing one of the following options: none, few, moderate, and high experience. The 
other columns list subjects who claimed to have moderate or high knowledge in a 
particular skill.  

Subjects answered questions about their level of knowledge with respect to Class 
Diagrams, Java Programming, and Software Metrics. Furthermore, they indicated 
their previous academic and work experience. Some subjects do not appear in a row 
because they have few or none experience in that particular topic. For instance, with 
respect to work experience in detecting Divergent Change, subjects S1 to S3 (and 
others) have not answered the questionnaire, while subjects S4, S27, S39-S44, and 
S47 claimed to have none or little knowledge in Java Programming. In general, 
excluding 13 subjects who have not answered the background questionnaire, we have 
observed that (i) about 60% of the subjects have moderate to high knowledge in Class 
Diagram and Java Programming; and (ii) 70% of the subjects have moderate to high  
 

Table 4. Background Data of Subjects 

Divergent Change Traditional Concern Hybrid No Answer 

K
no

w
le

dg
e Class Diagram S5 - S6 S9 - S11 S14 - S24 

S1, S2, S3, 
S7, S8, S12, 

S13, S18 

Java Programming S5 - S6 S9 - S11 S14 - S24 
Measurement - S9 S16, S20, S22, S24 
Academic Experience S4, S6 S9 S19, S21-S24 
Work Experience S5 S10,S11 S14 - S17, S20 

Shotgun Surgery  

K
no

w
le

dg
e 

 Class Diagram S28, S29 S31, S32 S34 - S37 
S25, S26, 
S30, S33, 

S38 

Java Programming S28, S29 S31, S32 S34 - S37 
Measurement - S31 S35, S36 
Academic Experience S27, S29 S31 S39, S41-S44 
Work Experience S28 S32 S33 - S37, S40 

God Class  

K
no

w
le

dg
e Class Diagram S46 S48 - S50 S51- S54 

- 
Java Programming S45, S46 S48 - S50 S51- S54 
Measurement - S49 - S50 S52 -S54 
Academic Experience S46, S47 S49, S50 S52-S54 
Work Experience S45 S48 S51 
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knowledge in at least one topic. Therefore, in general, all subjects have at least basic 
knowledge required to perform the experimental tasks, and subjects are fairly 
distributed among the groups of metrics. 

3.4 Experimental Tasks 

The study was preceded by a 30-minute training session to allow subjects to 
familiarize themselves with the evaluated metrics and the target code smells. After the 
training session, each subject received a document containing: (i) a brief explanation 
and a partial view of the system design as a Class Diagram, and (ii) a description of 
the concerns involved in the respective information systems. The document also 
described steps and guidelines that subjects should follow, the questions they should 
answer, and information they should register. In addition, we provided subjects with 
the results of the metrics in the respective information system under analysis. In order 
to identify the classes with code smells, we asked subjects to reason about the metrics 
and identify which of them (alone or combined with other metrics) provide relevant 
indicators based on the code smell description. We also asked subjects to register the 
time taken to conclude the experimental tasks and to explain which metrics they used 
or not to detect each code smell. Each group of subjects (traditional, concern or 
hybrid) only had access to the results of metrics to which they were assigned. Subjects 
had no access to source code of the information systems.  

4 Results 

This section presents the results of our experiments. Section 4.1 introduces the recall 
and precision metrics, while Sections 4.2 to 4.4 report the results per code smell. 

4.1 Evaluation Metrics: Recall and Precision 

We rely on three metrics, namely True Positive (TP), False Positive (FP), and False 
Negative (FN), collected based on the reference lists (Section 3.2). True Positive and False 
Positive quantify the number of correctly and wrongly identified code smells by a subject. 
False Negative, on the other hand, quantifies the number of code smells a subject missed 
out. Based on these metrics, we quantify recall and precision, presented below, to support 
our analysis. Recall measures the fraction of relevant classes listed by a subject. Relevant 
classes are classes that appear in the reference list (TP + FN). Precision measures the ratio 
of correctly detected smells by the total classes a subject listed (TP + FP).  

Recall (R) = 
TP

TP + FN
Precision (P) = 

TP

TP + FP

We focus our discussion mainly on recall because it is a measure of completeness. 
That is, high recall means that the subject was able to identify most code smells in the 
system. High precision, on the other hand, means that a subject indicated more 
relevant (TP) than irrelevant (FP) code smells. For code smell detection, a large 
number of false positives are preferred over a large number of false negatives, 
because manual inspection, which is inevitable, tends to uncover false positives. 
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4.2 Concern Metrics Support Divergent Change Detection 

Table 5 presents the results for the identification of Divergent Change. Rows in this 
table present three pieces of data: Recall (R), Precision (P), and the Time (T) in 
minutes used by subjects to complete their tasks. In total, 24 subjects had to identify 
Divergent Change in the target systems. Table 5 shows that subjects in the concern 
and hybrid groups achieved better results than those in the traditional group. The 
average recall of the concern group was 62%. Two out of five subjects in this group 
identified all code smells (100% of recall). On the other hand, the best achievement 
by a subject using only traditional metric was 33% of recall. Results of subjects in the 
hybrid group vary from 0% to 100% of recall (S19 and S16) being on average 41%. 
These results reveal that, even when analyzed in isolation, concern metrics are an 
effective means for Divergent Change detection.  

Table 5. Results for Divergent Change 
Group Traditional Concern

Subject S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11
R(%) 17 17 17 33 25 25 100 100 33 25 50
P(%) 67 50 40 50 17 25 63 100 100 25 29
T(min) 15 15 40 38 41 36 26 29 29 15 33

Group Hybrid
Subject S12 S13 S14 S15 S16 S17 S18 S19 S20 S21 S22 S23 S24 
R(%) 75 8 25 50 100 25 50 0 50 25 50 25 50 
P(%) 100 50 75 25 67 33 40 0 67 17 40 17 50 
T(min) 40 31 23 36 27 39 24 11 18 19 13 13 12 

4.3 Hard to Detect Shotgun Surgery with Metrics 

Table 6, which follows the same structure of Table 5, presents the results for Shotgun 
Surgery. Note that no group of subjects stands out with good results in this scenario. 
In fact, only one subject in each group achieved more than 60% of recall: S28 scored 
67% analyzing traditional metrics, S30 scored 75% in the concern group, and S35 
scored 67% of recall analyzing hybrid metrics. The concern group performed a little 
better: all subjects scored more than 25% of recall and the average recall was 44%. 
However, the poor detection rates for almost all subjects suggest that the used metrics 
cannot properly indicate Shotgun Surgery instances. 

Table 6. Results for Shotgun Surgery 
Group Traditional Concern 

Subject S25 S26 S27 S28 S29 S30 S31 S32 
R(%) 13 13 0 67 33 75 25 33 
P(%) 25 33 0 25 25 35 40 25 
T(min) 6 10 27 12 14 13 28 14 

Group Hybrid 
Subject S33 S34 S35 S36 S37 S38 S39 S40 S41 S42 S43 S44 
R(%) 13 50 67 33 33 33 0 0 33 0 0 0 
P(%) 25 80 6 33 25 33 0 0 20 0 0 0 
T(min) 35 14 19 15 4 10 14 9 21 3 7 5 

 

In addition to a poor recall, almost all subjects (except S34) also had low precision 
rates. In fact, more than half of the Shotgun Surgery instances detected by the subjects 
were incorrect, regardless of the metrics used. Interestingly, the subjects detecting 
Shotgun Surgery in general spent less time (on average) in their tasks than the 
subjects assigned to detect other code smells. That is, although subjects could not 
succeed detecting Shotgun Surgery, they did not take much longer to conclude their 
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tasks. This result might indicate that, if developers do not have appropriate means to 
detect a code smell, they give up with their duties soon. 

4.4 Joint Data Analysis Favor God Class Detection 

Table 7 presents the results of God Class. Data in this table suggests that traditional 
metrics when used in isolation do not offer appropriate means to detect God Class. 
Two subjects (S45 and S46) in the traditional group scored only 33% of both recall 
and precision. This low performance is much worse than the one achieved by the 
concern and hybrid groups. For example, two out of three subjects in the concern 
group and three out of four subjects in the hybrid group scored 100% of recall. 
Subjects S49 and S51 are exceptions. In addition, S52 in the hybrid group achieved 
full precision and recall. Therefore, joint analysis of concern and traditional metrics 
seems to succeed in detecting this particular code smell.  

Table 7. Results for God Class 
Group Traditional Concern Hybrid 

Subject S45 S46 S47 S48 S49 S50 S51 S52 S53 S54 
R(%) 33 33 67 100 67 100 33 100 100 100 
P(%) 33 33 67 75 100 75 50 100 60 75 
T(min) 18 25 27 37 66 43 22 53 51 35 

5 Statistical Analysis and Discussions 

This section aims to answer three research questions. We focus on the most 
interesting results, but the complete raw data can be found on the project website [1]. 
Section 5.1 analyzes the recall of concern metrics compared to the traditional metrics. 
Section 5.2 discusses to which extent the background of subjects and the time spent 
impact the recall of code smell detection. Section 5.3 analyzes possible combinations 
of metrics that increases the recall of identifying each code smell.  

5.1 Comparing Concern Metrics and Traditional Metrics 

The main goal of this paper is to evaluate the effectiveness of concern metrics to 
detect code smells. Towards that goal, this section aims to answer the following 
specific research question: RQ1. How accurate do concern metrics perform in 
comparison with traditional metrics to detect code smells? 

We start by investigating whether the type of system (Health Watcher and 
MobileMedia) influences the detection of code smells. Table 8 shows average recall 
results for traditional, concern and hybrid metrics, along with corresponding values of 
variance, sample size (i.e., number of subjects who participated in the experiment) 
and 90% confidence intervals. Results are presented separately for each system - 
Health Watcher and MobileMedia - and for each type of code smell. We also show 
results for all code smells combined (row All). In order to check for statistically 
significant differences across systems, metrics and/or types of code smell, we perform 
an unpaired t-test1 with 90% confidence level [15]. 

                                                           
1  We perform an analysis of unpaired observation since we got independent samples from two 

populations. 
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Focusing first on the use of concern metrics to detect code smells in general (i.e., 
row All); we note that the confidence intervals computed for subjects who used 
concern metrics for the two systems do not overlap. Therefore, we can state that the 
results for the two systems are significantly different at the 90% confidence. As 
shown in Table 8, the results for the system analyzed – Health Watcher – are 
significantly better (75% higher recall, on average). In other words, detection of code 
smells using the concern metrics leads to higher recall while using the Health Watcher 
system. On the other hand, the two confidence intervals computed for the group of 
subjects who used traditional metrics do overlap. This fact indicated that the results 
for both systems are not statistically different, with 90% confidence. The same 
behavior is observed for the group of subjects who used hybrid metrics. In other 
words, whereas the system used does impact the detection of code smells using 
concern metrics, the detection using traditional and hybrids metrics is not 
significantly influenced by it. 

Table 8. Confidence Intervals (CI) for the average recall in Health Watcher and MobileMedia 

Systems Health Watcher (HW) Mobile Media (MM) 
Groups Traditional (T) Concern (C) Hybrid (H) Traditional (T) Concern (C) Hybrid (H) 

All (13.26, 35.34) (54.59, 95.40) (20.98, 91.02) (18.70, 46.49) (22.94, 49.32) (19.08, 43.32) 
DC (11.6, 30.4) (12.5, 142.9) (-22.7, 94.8) (23.9, 26.5) (-41.4, 116.4) (27.2, 57.9) 
SS (-4.0, 21.3) (-107.9, 207.9) (-85.3, 148.3) (-57.3, 157.3) (28.9, 37.9) (6.4, 33.4) 
GC (11.2, 77.4) (56.9, 121.1) (43.8, 123) - - - 

Next, we applied the unpaired t-test (90% confidence level) to evaluate whether the 
concern metrics lead to significantly different results compared to the other groups of 
metrics for a fixed system, considering all code smells combined (row All). We found 
that the concern metrics produce significantly higher recall, compared to traditional 
metrics for the Health Watcher system. For the MobileMedia system, there is a 
statistical tie, at 90% confidence, though average results are better for the concern 
metrics. Moreover, we also found that the concern metrics outperform the hybrid 
metrics in both systems. Thus, we can state that, in general, concern metrics are the 
best ones, among those analyzed, for the detection of three types of code smells 
studied. Our intuition is that when the subjects use a greater set of metrics, such  
as hybrid metrics, they are not likely to obtain better accuracy compared to the 
concern metrics, since the quantity of metrics could hinder the detection of the code 
smell. We may argue that concern metrics would be more time efficient because (i) 
the set only includes four metrics, and (ii) their definitions capture concerns properties 
that might be related to the code smells.  

We also examine whether the type of code smell detected influences the recall of 
concern metrics in comparison with traditional ones. We restrict our analysis to two 
code smells, Divergent Change and Shotgun Surgery, because God Class was not 
analyzed on MobileMedia. Our results indicate that there is no significant difference 
between the two systems in terms of recall, for any code smell. In other words, 
subjects were able to recover around the same rates of code smells, regardless of the 
analyzed system. This is an interesting result because it supports the claims that 
metrics abstract most of the system complexity [7]. Therefore, metric-based detection 
of code smells is expected to scale up to larger systems. 

After ascertaining that the difference between the systems in terms of recall is not 
significant, we applied t-tests (90% confidence level) to compare concern metrics 
against traditional and hybrid metrics for each of three code smells separately, 
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considering the results for both systems together (Table 8).  Our results show that the 
superiority of the concern metrics varied according to the type of code smell. We 
observed that the use of concern metrics was consistently better in comparison with 
traditional metrics in the Divergent Change and God Class detection cases. However, 
the difference between both types of metrics for Shotgun Surgery is not statistically 
significant (with 90% confidence). Additionally, we observed that the difference 
between concern and hybrid metrics is not significant, independently of the type of 
code smell to be identified. These results indicate that the accuracy of the metric suite 
is largely dependent on the adequacy of each metric to quantify a property explicitly 
mentioned in the smell definition. For instance, God Class is characterized by the 
“high amount of class members with the realization of multiple responsibilities” [12].  

This property is better captured by concern metrics. This probably explains why 
the concern metrics outperformed the traditional ones for God Class detection. Data 
also suggests that detecting Divergent Change with only traditional metrics seems 
harder when compared to the support of concern metrics. The explanation could be 
that this code smell is closely related to poor separation of concerns. Divergent 
Change often occurs when several concerns are tangled into a module [2]. Therefore, 
this module is likely to be changed by different reasons. Focusing on subjects that 
used concern metrics (concern and hybrid groups), it is interesting to note that 10 out 
of 18 subjects in either groups achieved 68% of recall on average. 

5.2 Background of Subjects 

Our goal in this section is to analyze whether the background of subjects can impact 
the results. In other words, we aim to answer the following research question: RQ2. 
Does background of subjects impact the efficiency of the detected code smell? 

To answer RQ2, we evaluate the impact of both the background of subjects and the 
time spent by them on the effectiveness of the detection when using concern metrics. 
To that end, we apply a 2k full factorial design with k=2 factors, namely the 
developers' work experience and the time spent in detected code smells [15]. As 
discussed in Section 3.3, all subjects have at least basic knowledge in the relevant 
topics of software development, namely UML Class Diagram, Java Programming, 
and Measurement. Therefore, we decided to draw this analysis with respect to work 
experience of subjects which varied a lot among subjects [1]. In this analysis, we 
excluded subjects that did not answer the background questionnaire (Section 3.3). 

We focus on the recall of the detected code smells using the concern metrics as the 
response variable. For this analysis, we consider the results for all code smells and 
both systems together. Since we did not observe statistical difference in the recall of 
detection across systems when using concern metrics (Section 5.1), we grouped the 
results for both systems together for this analysis. Moreover, we also consider all 
three code smells indistinctly. 

We divided subjects into two categories according to their work experience: (i) no 
experience indicates those subjects who never worked, or worked for fewer than 6 
months, and (ii) some experience identifies those subjects who worked for at least 6 
months in software development industry. Additionally, we also divided subjects into 
two categories according to the time spent in detected code smells: (i) short time 
indicates those subjects who took less than 33 minutes (overall average) to detect the 
code smells, and (ii) long time indicates those subjects who took at least 33 minutes.  
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In general, results show that the recall tends to increase with the work experience 
and the time spent in the detection, as one might expect. In order to quantify the 
relative impact of each of these factors on the subjects’ recall, we compute the 
percentage of the variation in the measured recall that can be credited to each factor in 
isolation, as well as to the interaction of both factors. The higher the percentage of 
variation explained by a factor/interaction, the more important it is to the response 
variable [15].  

Out of the total variation observed in our measurements, 96% can be attributed to 
the time spent in the detection, whereas only 4% is due to variations in the subjects’ 
work experience and 1% can be attributed to the interaction of these two factors. 
Thus, both the work experience factor and the interaction seem of little importance to 
the final recall, compared to the time subjects spent in detecting the code smells.  The 
latter has a major impact on the final recall. Indeed, the results clearly show that the 
subjects who spent more time to analyze the concern metrics achieved the better 
results in terms of recall. One possible explanation is the complexity of concern 
metrics, which require more time from subjects to successfully perform the detection. 
Additionally, even the subjects who have no experience tend to obtain a higher recall 
when they spend a longer time to detect the smell. 

5.3 Metrics Flocking Together 

In this section, we analyze possible metrics that might be useful to detect specific 
code smells and answer the following research question. RQ3. Is there a combination 
of metrics that increases recall of code smell detection? 

As explained in Section 3.4, subjects reported the metrics they considered useful 
for each code smell. Based on their answers, we analyzed in this section the metrics 
that were considered useful by at least three subjects. In order to determine which 
metrics were used together to detect code smells, we performed analysis of subjects 
who used the same metrics and scored high in terms of recall. Table 9 shows the 
metrics that at least three subjects claimed to have used for Divergent Change. In this 
case, we also restricted our analyzes to metrics with average of recall higher than 
30%. Both the Number Concern per Component (NCC) and Lack of Cohesion in 
Methods (LCOM) metrics were considered useful to detect Divergent Change by 
eleven subjects. Subjects that considered these metrics useful achieved 60% and 34% 
of recall in average, respectively. Additionally, the concern metric Concern Diffusion 
over Components (CDC) was considered useful by 3 subjects. It is interesting to 
observe that subjects that considered concern metrics NCC and CDC useful achieved 
better results in terms of recall. 

Table 9. Metrics Considered Useful for Divergent Change 

Metrics NCC LCOM CDC LOC 
Subjects who used  

this metric 
S7, S8, S9, S11, S12, S14, 
S15, S16, S20, S23, S24 

S1, S2, S4, S6, S12, S13, 
S14, S15, S17, S22, S24 

S8, S10, S23 S2, S17, S20 

Average of recall 60% 34% 50% 31% 

In particular, NCC seems the most effective metric (among the analyzed ones) to 
detect Divergent Change. For instance, S7, S8, S12 and S16 used NCC - solo or in 
combination with other metrics - and achieved 94% of recall. We also observed that 



668 J. Padilha et al. 

 

subjects who indicated NCC as not being useful achieved less than 11% of recall; as it 
is the case of S10, S13 and S19. Additionally, subjects who indicated NCC and 
LCOM as being useful achieved 50% of recall in average. For instance, we observed 
that the metrics were used together by subjects S12 and S15. These subjects achieved 
75% and 50% of recall respectively. Interestingly, while S12 had 100% of precision, 
S15 had only 25%. We also observed that subjects who indicated NCC and LCOM as 
not being useful achieved 0% of recall; as it is the case of S19. 

Since most subjects had poor performance for detecting Shotgun Surgery, Table 10 
presents metrics considered useful by at least three subjects when detecting this code 
smell. Coupling between Object (CBO) was considered useful by eleven subjects. 
However, these subjects achieved only 15% of recall in average. On the other hand, 
five subjects indicated Concern Diffusion over Components (CDC) as being useful 
and achieved 23% of recall in average. In addition, Number Concern per Component 
(NCC) was considered useful by four subjects who achieved 42% of recall in average. 
Hence, the concern metrics NCC achieved better results in terms of recall. A 
combination of these metrics, i.e.., NCC and CBO, was used together by subject S37 
who achieved 33% of recall. In fact, all subjects that used NCC, solo or in 
combination with other metrics, scored higher than 30% of recall. This is the case of 
subjects S32 (33%), S35 (67%), S36 (33%), and S37 (33%). However, a combined 
analysis of Tables 6 and 10 does not allow us to conclude that these metrics (and any 
other) are good to detect Shotgun Surgery due to the global symptoms associated with 
this code smell.  

Table 10. Metrics Considered Useful for Shotgun Surgery 

Metrics CBO CDC NCC 
Subjects who used this metric S25-S29, S37, S39, S40, S42-S44 S30, S31, S33, S40, S43 S32, S35, S36, S37 
Average of Recall  15% 23% 42% 

Table 11 shows for God Class the metrics (i) considered useful by at least three 
subjects and (ii) with average of recall for these subjects higher than 60%. Coupling 
between Object (CBO) and Lack of Cohesion in Methods (LCOM) were considered 
useful to detect God Class by at least four subjects. Subjects using these metrics 
achieved about 67% of recall in average. On the other hand, three metrics also 
considered useful achieved recall rates above 85%, namely Weighted Methods per 
Class (WMC), Lines of Code (LOC), and Concern Diffusions over LOC (CDLOC). 
This result suggests that size metrics, such as LOC and WMC, and the concern metric 
CDLOC are good indicators of God Class. Additionally, we observed some cases of 
metrics that were used together. WMC with LOC seems the best combination of 
metrics. It was used by S52 and S53 and worked well since both subjects achieved 
100% of recall. In addition, the combination of WMC and CBO, was used by S47 and 
S53 and worked well since subjects achieved 67% and 100% of recall respectively. 
Another case was the combination of CBO with LCOM used by the subjects S51, S53 
and S54. These Subjects achieved 78% of recall in average. 

Table 11. Metrics Considered Useful for God Class 

Metrics CBO LCOM WMC LOC CDLOC 
Subjects who used S46, S47, S51, S54 S45, S51, S53, S54 S47, S52, S53 S52, S53, S54 S48, S49, S53 
Average of recall 67% 67% 89% 100% 89% 
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6 Threats to Validity and Related Work 

The conclusions obtained here are restricted to the involved metrics, code smells, and 
target information systems. These limitations are typical of studies like ours. 
Although we acknowledge these limitations, we note that our study fills a gap in the 
literature by reporting original analyses on the benefits of using concern metrics for 
detecting code smells. Additionally, this paper describes an experimental framework 
that can be used in further rounds of this study. 

Ultimately, the recall of concern metrics depends on how accurate the mapping 
(assignment) of each concern to code elements was. Fortunately, we observed in a 
previous study [9] that, apart from Concern Diffusion over Lines of Code (CDLOC), 
the mapping process does not significantly impact the concern metrics assessed in this 
paper. Additionally, in order to mitigate this threat, we relied on concern mappings 
produced by the original developers. Whether the concern mapping was fully correct 
or not, it just reflects how concern metrics would be used in practice. 

Detection strategies of code smells have been the subject of recent studies reported 
in the literature. They are usually based on exploiting information that is extracted 
from the source code [6, 8, 9, 11, 14, 17, 19] and rely on the combination of metrics. 
Metrics has been historically used to detect code smells [17, 19]. Marinescu [19] 
proposed the use of strategies composed of traditional metrics for detecting code 
smells. He observed that multiple metrics are required to capture all factors in the 
code smell definition. He relied on several traditional metrics also used in their study, 
but have not used concern metrics.  

Several studies have used traditional and concern metrics to assess diverse 
maintainability attributes of information systems, such as instability [11, 14] and 
error-proneness [6, 8]. Some of these studies [11, 14] rely on concern metrics to 
support the comparison of aspect-oriented and object-oriented decompositions. Unlike 
our work, these studies implicitly assume that concern metrics are reliable indicators 
of the respective quality attribute assessed. This paper, on the other hand, aims to 
verify whether concern metrics can provide appropriate means to detect code smells. 

Eaddy and his colleagues [6] have carried out three experiments to evaluate the 
usefulness of concern metrics to identify error-prone modules. Their experiments 
evaluated six concern metrics; two of them are also used in our experiment, namely 
CDC and CDO. They found a moderate to strong correlation between the concern 
metrics and defects in modules for all three experiments. The purpose of our study is 
different, due the fact that we are not focused on error-proneness analysis. Our work 
complements and extends Eaddy’s findings since we observed that concern metrics 
could also serve as reliable indicators of code smells. 

7 Conclusions and Future Work 

The evaluation of software maintainability is largely dependent on the availability of 
metrics that accurately detect code smells. Concern metrics are increasingly being 
used in empirical studies [4, 11, 13, 14]. Our study aims at examining the 
effectiveness of concern metrics to detect code smells. Our results revealed that 
concern metrics are clearly useful to detect Divergent Change and God Class and that 
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experience of developers does not have influence on the effectiveness of code smell 
detection. Additionally, we observed that the effectiveness of each metric suite is 
largely dependent on the adequacy of each metric to quantify a property explicitly 
mentioned in the smell definition. For instance, we observed that the concern metric 
Number of Concerns per Component (NCC) was efficient to detect Divergent Change 
even when used alone because it seems to quantify a dimension of module cohesion 
that is not captured by other metrics. 

This study represents a first stepping-stone towards the evaluation of concern 
metrics to detect code smells. We are currently working on strategies to detect code 
smells based on the concern metrics we found useful. We also plan to perform further 
empirical studies to analyze the role of concern metrics at different levels of 
abstraction, such as architectural and detailed design.  

 
Acknowledgments. This work was partially supported by FAPEMIG, grants APQ-
02376-11 and APQ-02532-12, and CNPq grant 485907/2013-5. 

References 

1. Data of the Experiment with Metrics,  
http://www.dcc.ufmg.br/~juliana.padilha/caise2014 

2. Carneiro, G.F., et al.: Identifying Code Smells with Multiple Concern Views. In: Proc. of 
the Brazilian Symposium on Software Engineering (SBES), pp. 128–137 (2010) 

3. Chidamber, S.R., Kemerer, C.F.: A Metrics Suite for Object Oriented Design. Trans. on 
Software Engineering (1994) 

4. Conejero, J. M. et al.: On the Relationship of Concern Metrics and Requirements 
Maintainability. Inf. and Sof. Technology (IST) (2011)  

5. Ducasse, S., Girba, T., Kuhn, A.: Distribution Map. In: Proc. of ICSM, pp. 203–212 
(2006) 

6. Eaddy, M., et al.: Do Crosscuting Concerns Cause Defects? IEEE Trans. on Software 
Engineering, 497–515 (2008) 

7. Fenton, N.E., Pfleeger, S.L.: Software Metrics: A Rigorous and Practical Approach. 
Thomson (1996) 

8. Ferrari, F., et al.: An Exploratory Study of Fault-Proneness in Evolving Aspect-Oriented 
Programs. In: Proc. of the Int’l Conf. on Software Engineering (ICSE), pp. 65–74 (2010) 

9. Figueiredo, E., et al.: On the Impact of Crosscutting Concern Projection on Code 
Measurement. Proc. of the Int’l Conf. on Aspect-Oriented Soft. Develop, AOSD (2011) 

10. Figueiredo, E., et al.: On the Maintainability of Aspect-Oriented Software: A Concern-
Oriented Measurement Framework. In: Proc. of CSMR (2008) 

11. Figueiredo, E., et al.: Evolving Software Product Lines with Aspects: an Empirical Study 
on Design Stability. In: Proc. of the Int. Conf. on Soft. Engineering (ICSE), pp. 261–270 
(2008) 

12. Fowler, M.: Refactoring: Improving the Design of Existing Code. Addison Wesley (1999) 
13. Garcia, A.: Modularizing Design Patterns with Aspects: A Quantitative Study. In: Proc. of 

the Int. Conf. Aspect Oriented Software Development (AOSD), March 14-18 (2005) 
14. Greenwood, P., et al.: On the impact of aspectual decompositions on design stability: An 

empirical study. In: Ernst, E., et al. (eds.) ECOOP 2007. LNCS, vol. 4609, pp. 176–200. 
Springer, Heidelberg (2007) 



 On the Effectiveness of Concern Metrics to Detect Code Smells: An Empirical Study 671 

 

15. Jain, R.: The Art of Computer System Performance Analysis: Techniques for Experimental 
Design, Measurement, Simulation and Modeling, pp. 1–702. John Wiley & Sons (1991) 

16. Kiczales, G., et al.: Aspect-oriented programming. In: Akşit, M., Matsuoka, S. (eds.) 
ECOOP 1997. LNCS, vol. 1241, pp. 220–242. Springer, Heidelberg (1997) 

17. Lanza, M., Marinescu, R.: Object-Oriented Metrics in Practice. Springer (2006) 
18. Macia, I. et al.: Are Automatically-Detected Code Anomalies Relevant to Architectural 

Modularity? In: Proc. of Int’l Conf. on Aspect-oriented Soft. Dev. (AOSD), pp. 167–178 
(2012)  

19. Marinescu, R.: Detection Strategies: Metrics-Based Rules for Detecting Design Flaws.  
In: Proc. of Int’l Conf. on Software Maintenance (ICSM), pp. 350–359 (2004) 

20. Nguyen, T., Nguyen, H., Nguyen, H., Nguyen, T.: Aspect recommendation for evolving 
software. In: Proc. of the Int’l Conf. on Soft. Eng (ICSE), pp. 361–370 (2011) 

21. Parnas, D.L.: On The Criteria to Be Used in Decomposing Systems into Modules. Comm. 
of the ACM 15(12), 1053–1058 (1972) 

22. Riel, A.J.: Object-Oriented Design Heuristics. Addison-Wesley Professional (1996) 
23. Robillard, M. and Murphy, G. Representing Concerns in Source Code. Trans. on Soft. 

Eng. and Meth. (2007) 



Author Index

Aalst, Wil M.P. van der 564
Almeida, João Paulo A. 488
Almeida, Jussara 656
Andrikopoulos, Vasilios 75
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Böhm, Klemens 120
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