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Preface

A continuous challenge in modern information systems engineering (ISE) is to
provide significant aid toward the improvement of the design, implementation,
and fielding of advanced information systems. However, a timely daunting task
is to employ ISE approaches to real-world, large-scale, adaptable systems that
can have a potential impact in various diverse aspects of people’s life. All of these
topics and potential roadmaps toward innovation that might lead to development
and welfare were discussed in the workshops that took place under the framework
of the 26th CAiSE held in Thessaloniki, Greece, June 16–20.

It is a long-standing tradition of the International Conference on Advanced
Information Systems Engineering to be accompanied by an ensemble of high-
quality workshops. Their aim is to serve as a discussion forum between stakehold-
ers in this domain, to exchange innovative ideas on new approaches, techniques
or tools, covering a wide range of specific thematic areas. This year, CAiSE had
two associated working conferences (BPMDS and EMMSAD) and seven work-
shops. Several workshop proposals were received initially and those accepted
were chosen after a careful consideration by the corresponding chairs, based on
maturity and compliance with our usual quality and consistency criteria.

This volume contains the proceedings of the following five 2014 workshops
(in alphabetical order):

• First International Workshop on Advanced Probability and Statistics in
Information Systems (APSIS)

• First International Workshop on Advances in Services Design based on the
Notion of Capability (ASDENCA)

• Second InternationalWorkshop on Cognitive Aspects of Information Systems
Engineering (COGNISE)

• Third New Generation Enterprise and Business Innovation Systems
(NGEBIS)

• 4th International Workshop on Information Systems Security Engineering
(WISSE)

The CAiSE 2014 workshop 10th EOMAS decided to publish their proceedings
in a separate LNBIP volume. The 7th iStar workshop decided to publish the
proceedings in the CEUR Workshop Proceedings series. Each workshop complied
with the CAiSE 2014 submission and acceptance rules. The paper acceptance
ratio across all workshops was approximately 40%.

As workshop chairs of the 26th CAiSE 2014 we would like to express our grat-
itude to all organizers and to all corresponding scientific committees for their
invaluable contribution. We hope that this volume will offer a comprehensive and
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timely view on the evolution of advanced information systems engineering and
that it will stimulate potential authors toward participation in future CAiSE
events.

June 2014 Lazaros Iliadis
Mike Papazoglou

Klaus Pohl



First International Workshop on Advanced

Probability and Statistics in Information
Systems (APSIS 2014)

Preface

The rapid and continuous evolution of technology and especially the evolution
of the Internet are changing the problems related to the development, the appli-
cation, and the impact of information systems. Modern information systems are
associated with the collection, management, processing, analysis, and production
of massive amounts and different types of data. Although research in computer
science has produced highly advanced methodologies for analyzing them, new
complex research challenges appear.

Probability theory and statistics are considered well-defined and mature dis-
ciplines that have evolved through centuries and have become powerful based
on the foundations of mathematics. Probabilities and statistics have offered in-
numerable theories, techniques, and tools to all aspects of data analysis with
applications to all areas of information systems.

The aim of the First International Workshop on Advanced Probability and
Statistics in Information Systems (APSIS), which was organized in conjunction
with the 26th International Conference on Advanced Information Systems En-
gineering (CAISE 2014), was to bring together scientists from different branches
of information systems who use or develop statistical or probabilistic methods
in their research.

For this first year of the workshop, we received eight high-quality submissions
from researchers in different fields of information systems, which were each peer-
reviewed by at least two reviewers. Out of these submissions, three contributions
were selected as full papers, while one short paper with promising research was
also accepted.

The accepted papers are indicative of the wide applicability of probabilities
and statistics in information systems research. Specifically, Yazdi et al. apply
time series in order to describe and analyze the evolution of software systems
at the abstraction level of models. Liparas and Pantraki propose a combination
of the statistical Mahalanobis–Taguchi strategy with a Genetic Algorithm for
Intrusion Detection Systems. Shoaran and Thomo use probabilistic methods
for privacy mechanisms in social networks. Finally, Mavridis uses probabilistic
notions to measure the quality evolution of open source software.

June 2014 Lefteris Angelis
Ioannis Stamelos

Apostolos N. Papadopoulos
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Keynote by Magne Jorgensen�

Abstract. The keynote addresses a selection of questionable statistical
practices commonly observed in empirical software engineering research.
This includes a discussion of the topics: “p-values considered harm-
ful”,“inflated effect sizes”, “publication bias in regression analysis”,“how
much can we trust the outcome of statistical tests in software engineering
studies?”, “regression-towards-the-mean in non-random samples”, “the
fixed variables assumption is essential” and “Simpson’s paradox”. The
topics will be illustrated with observations on how questionable statisti-
cal practices have produced misleading and incorrect results in software
engineering research. We should never use a statistical method with-
out understanding it thoroughly and never violate a statistical assump-
tion without understanding the likely consequences of doing so. Several
changes in statistical practice in software engineering research are sug-
gested.

* Subject: Things you were never told, did not understand, forgot, or chose to ignore
in statistics.



First International Workshop on Advances

in Services Design Based on the Notion
of Capability (ASDENCA 2014)

Preface

Lately the notion of capability is gaining much presence within the field of in-
formation systems engineering, due to a number of factors: the notion directs
business investment focus, it can be used as a baseline for business planning,
and it leads directly to service specification and design. Historically, it has been
examined in economics, sociology, and management science. More recently, it
has been considered in the context of business-IT alignment, in the specifica-
tion and design of services using business planning as the baseline, in enterprise
architecture, and in service-oriented architecture.

Capability is commonly seen as an ability or capacity for a company to deliver
value, either to customers or shareholders, right beneath the business strategy.
It consists of three major components: business processes, people, and physi-
cal assets. In recent academic proposals, such as of the Open Group Standard,
capability is seen as originating from competence-based management and mili-
tary frameworks, offering a complement to traditional enterprise modelling ap-
proaches by representing organizational knowledge from a result-based perspec-
tive. Thus it is an abstraction away from the specifics of how (process), who
(agent), and why (goals), i.e., with a focus on results and benefits. At the same
capability should allow fairly straightforward integrations with the aforemen-
tioned established bodies of knowledge and practices, such as goals (through
“goal fulfillment”), processes (through “modelling”), and services (through “ser-
vicing”).

The latter relation, specific to service-oriented engineering, has been de-
scribed in service-oriented architecture, i.e., capability is seen as existing business
functionality that enables a well-defined need, implemented through a service
accessible through an interface. The business drive approach to service identifi-
cation provides a solution for typical challenges of alignment between business
and IT in this engineering context. Service design based on business capabili-
ties is seen as an alternative to process-based service design, especially useful in
cases of varying business contexts, where different capabilities address different
contexts.

Traditionally, methods, approaches, theories, and applications of business–
IT alignment have been vividly discussed by practitioners and researchers in
IT. The idea for this first edition of the ASDENCA workshop came from the
academic and industrial community gathered in the recently launched EU/FP7
project – CaaS.

Furthermore, the special theme of the 26th edition of CAiSE was “Informa-
tion Systems Engineering in Times of Crisis.” Capability orientation in IS design
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may play an important role in planning and reacting to crises of different kinds
perceived as different contexts in which businesses may be found, and requiring
efficient shifts to the services capable of sustaining these contexts.

ASDENCA 2014 attracted 21 submissions out of which the ProgramCommit-
tee selected nine high-quality papers for presentation at the workshop, which are
included in this proceedings volume. The results of submitted proposals clearly
demonstrate an increasing interest in the topic, and more specifically in service
engineering emphasizing the use of capability notion. Divided into three sessions,
the program of the workshop reflects different topics of capability-oriented ser-
vice design, including modeling of capabilities, the practices of capability-based
approaches, as well as variability and context modeling.

We owe special thanks to the Workshop Chairs of CAiSE 2014 for supporting
the ASDENCA workshop, as well as for providing us with facilities to publicize
it. We also thank the Program Committee for providing valuable and timely
reviews for the submitted papers.

June 2014 Jelena Zdravkovic
Oscar Pastor

Peri Loucopoulos
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Keynote by Janis Stirna, Pericle Loucopoulos, Oscar Pastor and Jelena
Zdravkovic subject: “Designing Business Capabilities: Challenges and Outlooks”.



Second International Workshop on Cognitive

Aspects of Information Systems Engineering
(COGNISE 2014)

Preface

Cognitive aspects of information systems engineering is an area that is gain-
ing interest and importance in industry and research. In recent years, human
aspects and specifically cognitive aspects in software engineering and informa-
tion systems engineering have received increasing attention in the literature and
conferences, acknowledging that these aspects are as important as the technical
ones, which have traditionally been in the center of attention. This workshop
was planned to be a stage for new research and vivid discussions involving both
academics and practitioners.

The goal of this workshop is to provide a better understanding and more ap-
propriate support of the cognitive processes and challenges practitioners
experience when performing information systems development activities. By un-
derstanding the challenges and needs educational programs as well as develop-
ment supporting tools and notations may be enhanced for a better fit to our
natural cognition, leading to better performance of engineers and higher sys-
tems quality. The workshop aimed to bring together researchers from different
communities such as requirements engineering, software architecture, and design
and programming, who share an interest in cognitive aspects, for identifying the
cognitive challenges in the diverse development-related activities.

The second edition of this workshop included four full research papers and
three short position papers. The papers presented at the workshop provide a mix
of novel research ideas, some presenting completed research and others research
in progress or research plans.

The full research papers included the following papers. “Low-Cost Eye-
Trackers: Useful for Information Systems Research?” by Stefan Zugal and Jakob
Pinggera explores whether low-cost eye-trackers are of use for investigating cog-
nitive aspects of information systems research and, specifically, examines the
accuracy of the low-cost eye-tracker Gazepoint GP3 in an empirical study. Their
results show that Gazepoint GP3 is well suited for respective research, given that
experimental material acknowledges the limits of the eye-tracker. “Supporting
BPMN Model Creation with Routing Patterns” by Idan Wolf and Pnina Soffer
proposes routing patterns combined with a decision guidance tool to support
BPMN model creation, in order to overcome cognitive difficulties that may be
encountered when using BPMN, due to the large number of constructs and the
lack of ontological clarity of this language. The proposed set of patterns builds
on an existing set of routing behaviors and operationalizes these behaviors by
providing their BPMN representations. Testing the impact of this support in
a study showed a significantly positive effect on the quality of the produced
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models, but longer modeling durations as compared with unsupported modeling.
“Coupling Elements of a Framework for Cognitive Matchmaking with Enterprise
Models” by Sietse Overbeek addresses the issue of the excessive cognitive load
actors working in knowledge-intensive organizations need to cope with and its
negative influence on the quality of knowledge-intensive task fulfillment. The
paper discusses how elements from a cognitive matchmaking framework can be
coupled with an example enterprise model to partly provide a solution for reduc-
ing cognitive load. This exercise enables one to achieve a better understanding of
the cognitive fit of actor types and the knowledge-intensive task types they have
to fulfill. “Investigating Differences Between Graphical and Textual Declarative
Process Models” by Cornelia Haisjackl and Stefan Zugal reports on an inves-
tigation focusing on the question of whether a notation that does not contain
graphical lookalikes, i.e., a textual notation, can help to avoid problems in under-
standing declarative process models, and particularly aspects that are present
in both imperative and declarative process modeling languages at a graphical
level, while having different semantics. The results indicate that even though
a textual representation does not suffer from lookalikes, it performed worse in
terms of error rate, duration, and mental effort.

The short position papers included the following papers. “Reducing Tech-
nical Debt: Using Persuasive Technology for Encouraging Software Developers
to Document Code” by Yulia Shmerlin, Doron Kliger, and Hayim Makabee dis-
cusses the phenomenon of developers’ reluctance to document code, which leads
to increased costs of software systems maintenance. It searches for efficient ways
of using persuasive technology to encourage programmers to document their
code, thus assisting software practitioners and project managers to control and
reduce documentation debt. “Conceptual Understanding of Conceptual Model-
ing Concepts: A Longitudinal Study Among Students Learning to Model” by
Dirk van der Linden, Henderik Proper, and Stijn Hoppenbrouwers reports on
a longitudinal study investigating the conceptual understanding that students
have of common concepts used for conceptual modeling (e.g., actors, processes,
goals), as well as if and how these understandings may change over time while
a student progresses through the academic curriculum. The authors discuss the
seeming lack of connection found between educational stimuli and such changes,
and reflect on what this means for the training of people in conceptual model-
ing. Finally, “What Do Software Architects Think They (Should) Do?” by Sofia
Sherman and Naomi Unkelos-Shpigel explores software architects and their per-
ceptions regarding their role and responsibilities. Perception, being a part of and
having an effect on cognitive processes and decision making, is explored in order
to gain a deeper understanding of what tasks architects find to be included in
their role and responsibility. The results highlight several differences between the
role of the architect as defined in the existing literature, and the way architects
perceive their role.
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We hope that the reader will find this selection of papers useful to be informed
and inspired by new ideas in the area of cognitive aspects of information systems
engineering, and we look forward to future editions of the COGNISE workshop
following the two editions we had so far.

June 2014 Irit Hadar
Barbara Weber
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Third Workshops on New Generation Enterprise

and Business Innovation Systems
(NGEBIS 2014)

Preface

Innovation is one of the major drivers for enabling European enterprises to com-
pete in global markets, especially in a severe economic downturn. Yet innovation
is an elusive term that is often used in an imprecise or generic way. If we con-
sider widely accepted definitions, we can see that they capture only part of
the essence of innovation. Furthermore, an innovation process is different from
a “usual” business process we find in an enterprise that is (supposedly) well
defined in its activities, committed resources, time plan, etc. Conversely, inno-
vation is a creative activity that falls in the category of “wicked problems,” i.e.,
problems difficult to solve because of incomplete, contradictory, and changing
requirements.

The New Generation Enterprise and Business Innovation Systems (NGEBIS)
workshop, now in its third edition, intends to address the area of information
systems dedicated to enterprise and business innovation, traditionally considered
too fuzzy and ill-defined to be systematically tackled by using existing informa-
tion systems and information engineering methods. We expect that the ideas
discussed in the workshop will contribute to the development of methods to be
used in the implementation of a new generation of information systems capable
of supporting innovation, with particular attention to networked enterprises.

In this frame, NGEBIS 2014 included an interesting scientific program with
the presentation of the research papers contained in this volume. This edition
of NGEBIS received 12 submissions, each of which was reviewed by at least two
Program Committee (PC) members in order to supply the authors with helpful
feedback. The PC decided to accept four contributions as full papers and two as
short papers. The workshop tackled the key issues in the field. The content of
innovation and methods to support creation and management of content are ad-
dressed in “Leveraging User Inspiration with Microblogging-Driven Exploratory
Search” and “Towards Semantic Collective Awareness Platforms for Business
Innovation.” The paper “Data Mart Reconciliation in Virtual Innovation Fac-
tories” considers the problem of monitoring innovation that takes place in the
context of networked enterprises, where also decision making is a strategic issue,
as discussed in “Cooperative Decision Making in Virtual Enterprises.” Impor-
tant architectural issues are illustrated in “System Architecture of the BIVEE
Platform for Innovation and Production Improvement.” Finally, the point of
view of the end user is addressed in “A Methodology for the Set-Up of a Virtual
Innovation Factory Platform.” The scientific program of NGEBIS was completed
by demo and poster papers, plus a final panel dedicated to the discussion of the
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hot issues that emerged in the workshop and in the dedicated NGEBIS Forum
on LinkedIn.

We would like to thank all authors for their contributions and the members
of the Program Committee for their excellent work during the reviewing phase.
We would also like to thank the organizers of the CAiSE 2014 conference for
hosting the workshop and the BIVEE European Project that is the initiator of
this venture that we expect to continue in the future.

June 2014 Michele Missikoff
Johann Eder

Paul Johannes
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4th International Workshop on Information

Systems Security Engineering (WISSE 2014)

Preface

As modern information systems support significant areas of the human society,
which require storage and processing of sensitive personal and organizational
information, security problems of information systems are currently a widespread
and growing concern. The scientific community has realized the importance of
aligning information systems engineering and security engineering in order to
develop more secure information systems.

The International Workshop on Information System Security Engineering
(WISSE) aims to provide a forum for researchers and practitioners to present,
discuss, and debate on one hand the latest research work on methods, mod-
els, practices, and tools for secure information systems engineering, and on the
other hand relevant industrial applications, recurring challenges, problems, and
industrial-led solutions in the area of secure information systems engineering.

This fourth edition of the workshop, held in Thessaloniki (Greece) on June
17, 2014, was organized in conjunction with the 26th International Conference on
Advanced Information Systems Engineering (CAiSE 2014). In order to ensure a
high-quality workshop, following an extensive review process, four submissions
were accepted as full papers and two as short papers addressing a large variety
of issues related to secure information systems engineering.

We wish to thank all the contributors to WISSE 2014, in particular the
authors who submitted papers and the members of the Program Committee who
carefully reviewed them. We express our gratitude to the CAiSE 2014 workshop
chairs, for their helpful support in preparing the workshop. Finally, we thank
our colleagues from the Steering Committee, Nora Cuppens, Jan Jürjens, Carlos
Blanco, and Daniel Mellado, for initiating the workshop and contributing to its
organization.

June 2014 Nadira Lammari
David G. Rosado

Haralambos Mouratidis
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Abstract. Tools which support Model-Driven Engineering have to be
evaluated and tested. In the domain of model differencing and model
versioning, sequences of software models (model histories), in which a
model is obtained from its immediate predecessor by some modification,
are of special interest. Unfortunately, in this application domain adequate
real test models are scarcely available and must be artificially created.
To this end, model generators were proposed in recent years. Generally,
such model generators should be configured in a way that the generated
sequences of models are as realistic as possible, i.e. they should mimic
the changes that happen in real software models. Hence, it is a neces-
sary prerequisite to analyze and to stochastically model the evolution
(changes) of real software systems at the abstraction level of models. In
this paper, we present a new approach to statistically analyze the evolu-
tion of models. Our approach uses time series as a statistical method to
capture the dynamics of the evolution. We applied this approach to sev-
eral typical projects and we successfully modeled their evolutions. The
time series models could predict the future changes of the next revisions
of the systems with good accuracies. The obtained time series models
are used to create more realistic model histories for model versioning
and model differencing tools.

1 Introduction

Tools, algorithms and methods in the context of Model Driven Engineering
(MDE) have to be evaluated and tested. In this regard test models, which are
concrete artifacts, should be used in order to test various desirable aspects such
as correctness, quality, efficiency and scalability. The problem is that real test
models are scarce and the available ones usually lack the properties which are
required by the tests. The only solution is to employ artificial test models and
to this end, test model generators have been proposed recently. To deliver a test
model, a base model (which can be an empty or a non-empty model) is usually
manipulated using a set of defined edit operations [13]. The manipulation step
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and the definition of the edit operations are done in a way that the resulting
model(s) meets the requirements of the given testing scenario.

In the domain of model differencing [9] and model versioning systems [1],
sequences of test models are of great importance and interest. By sequences, we
mean revisions r1, r2, · · · , rn of test models, where each revision is obtained from
its immediate predecessor by applying some changes in terms of edit operations.
The generated sequences should be “realistic” i.e. they should mimic the “real
evolution” that we observe in real software models, otherwise the generated test
models are of little value. By evolution, we mean the amount of changes that
happen between subsequent revisions of software models. To achieve the goal
of creating realistic sequences of test models, we need to (i) properly capture
the “evolution” at the abstraction level of design models (class diagrams) in real
software systems (ii) stochastically model the evolution (changes) and (iii) finally
reproduce the real evolution in the generated sequences.

This paper particularly addresses the steps (i) and (ii). In this regard, we have
to answer questions like: Is there time dependency in changes at the abstraction
level of design models or the amount of changes between revisions of models are
not correlated? If correlation exists, how can we mathematically model it? We
prove that there is time dependency in observed changes between design models
and the amount of change in one revision is dependent to the previous amount of
changes. We show that ARMA time series models are capable of stochastically
model such evolution. The results of this work are directly used in our test model
generator called the SiDiff Model Generator [12] for producing realistic sequences
of test models for MDE tools. Additionally, we will show that the presented time
series models can be used for the prediction of future changes in design models
of software systems with quite good accuracies.

We believe that the prediction power provides an effective method for planning
the evolution of software systems as well as for maintenance of resources; when
a large number of changes is predicted, more time and budget can be allocated
to a project and testing efforts can be adjusted accordingly. Thus, the proposed
time series models can be effectively used in this regard.

The rest of the paper is structured as follows. Section 2 presents how we
capture the evolution of design models, while Section 3 explains how the projects
that were used for our analysis were selected. Section 4 introduces the time
series methodology to stochastically model the evolution of design models in
software systems. Section 5 explains how we transform our raw data to make
them appropriate for our time series analysis. We also discuss the detail of our
analysis there and we show that ARMA models are quite successful to capture
the evolution as well as to predict the future changes in design models of software
systems. Threats to the validity of our work are discussed in Section 6 and related
work is reviewed in Section 7. The conclusion and the summary of our work is
provided in Section 8.
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2 Usage of Design Models to Capture the Evolution of
Java Systems

State-of-the-art approaches to understand the evolution of software systems are
based on software metrics and similar static attributes. For example, research
which is focused on the growth behavior of software systems is often based on
software metrics reflecting the size of a system, e.g. SLOC (Source Lines of
Code). In such cases the extent of the changes between revisions (or versions,
depending on the granularity of the research) of a software system is expressed
as a difference between values of metrics (e.g. see [19]). All further analyses are
based on these differences. Unfortunately, such approaches reflect the dynamics
of changes in a software system neither completely nor correctly. For instance, if
we use the static metric Number of Classes (NOC) of a software system and if
we observe an increase of 2 of this metric between two subsequent revisions, the
actual amount of change might be much larger e.g. 4 existing classes were deleted,
6 new classes were added and 3 classes were moved to other packages. Thus,
differences between values of metrics often underestimate the actual amount of
change.

This error can be avoided by computing a precise specification of all changes
between two revisions, i.e. a difference, and by computing metrics of this differ-
ence [23]. In our above example we would use the difference metricsNOC-Deleted,
NOC-Added and NOC-Moved in which we get 13=(4+6+3) changes in total
rather than an increase by 2 of the NOC metric. In other words, to fully under-
stand the evolution of a system in detail, one has to count the occurrences of
edit operations that have been applied between subsequent revisions.

To successfully implement the above approach, the differences should be ap-
propriately derived. Obviously, textual differences consisting of insertions and
deletions of lines of source code will not be a basis for computing meaningful
difference metrics and we have to consider the semantic of the system into ac-
count. Thus, we reverse-engineered a set of carefully selected open-source Java
systems into their design models.

The meta model which represents this design level information is similar to
the class diagrams. The core of the meta model is depicted in Fig. 1. A revision
is represented by the root element of type Project. Each project can contain
several Packages. Packages can contain other packages, Classes and Interfaces.
Both interfaces and classes, can contain Methods and Constants, while a class
can furthermore contain Fields. Finally, methods can contain Parameters. For
the sake of more readability, seven element types were omitted from Fig. 1. These
elements represent specific constructs used by the Java language. The detailed
description of the full meta model is presented in [16].

Having design models at hand, we can compare them using a model differenc-
ing tool. A survey of the existing approaches and tools for the problem of model
comparison and difference derivation is given in [9]. Many model comparison
approaches rely on persistent identifiers to trace model elements in subsequent
revisions. However, reverse engineered models do not have persistent identifiers,
and there are no other known information about the applied edit operations.
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Fig. 1. (Simplified) Meta Model for Design Models of Java Source Code

Thus, we used a similarity-based model comparison engine known as the SiDiff
model differencing framework [7] to compute differences. This generic match-
ing engine was carefully adapted to handle our design models. The matching
engine basically produces a set of correspondences between elements, which is
called a matching. Model elements not reported in the matching are considered
to be created or deleted between the compared revisions. SiDiff defines five dif-
ferent kinds of edit operations (changes) that might have been applied between
two subsequent revisions of ri and ri+1: Additions: An element is inserted in
ri+1. Deletions: An element is removed from ri. Moves: An element is moved
to a different position, i.e. the parent element is changed in ri+1. Attribute
Changes: An element is updated in ri+1, e.g. the name or visibility of a class
is changed. Reference Changes: A reference of an element is changed, e.g. a
method has a different return type in ri+1.

For each element type ET (see Fig. 1) in our design model and for each edit
operation OP defined as above, the corresponding difference metric, DM ,
is the count of occurrences of OP on all model elements of the type ET . The
difference metrics represent the structural changes between two models. Since our
model representation consists of 15 element types (ET s) and we distinguish 5 edit
operations (OP s), a total of 75=(15*5) different difference metrics (DMs) were
counted. Thus, between two revisions of design models, the changes are reflected
in terms of 75 difference metrics. For design models of a software system, we
compute the total number of changes between each two subsequent revisions, as
the sum of all difference metrics between them. In this way we obtain a sequence
of total numbers of changes. Such sequences are our data sets and our future
statistical analyses of evolution will be based on them.

3 Sample Project Selection

For comprehension of evolution of software models and for generalizing the re-
sults of our statistical analysis, it is required that we appropriately select our
sample space. Therefore, we defined three properties for selection of a project:
(P1) The project must be an open-source Java system which is actively used by
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end users. (P2) The project must be or have been actively developed over a long
enough period of time. (P3) For each revision, its design model representation
must consist of at least 100 elements, preferably more. These requirements ex-
clude small and trivial projects. We found out that the Helix Software Evolution
Data Set (HDS) [20] has 55 projects which meet our requirements.

Eight projects were randomly selected from the HDS. All revisions of each
project were checked out from the respective repositories. Then, a parser was
used to generate the design model representation of each revision according to
the meta model in Fig. 1. If the design models of two consecutive revisions were
equal, the second model was ignored. Such cases occurred if only documentation
was changed or if the changes affected only the code within a method; i.e. parts of
the system which are not represented in the design models. In total 3809 different
design models were created. Columns 1-3 of Table 1 contain basic information
about the selected projects, respectively the name of the project, mean of the
number of elements in models and the number of observations (revisions).

4 Time Series

In this section we provide the theoretical background which is required by our
time series analysis. Time Series (TS) are sequential measurements or observa-
tions of a phenomenon of interest through time [3]. The time dependency of the
data gives time series a natural ordering which is used to study them. Having N
successive observations at times t1, . . . , tN , the TS is denoted by x = xt1 , . . . , xtN .

In order to extract useful information and statistics out of the data and to
discover its underlying dynamics, TS methods are employed. These methods
are also used in order to forecast the future of the system. In TS methods,
it is usually assumed that the data obey some underlying parametric stochastic
processes (i.e. a sequence of random variables) and the parameters are estimated
in order to describe the dynamics of the system. Principally it is assumed that
an observed time series of x1, x2, . . . , xN is a sample realization from an infinite
population of such time series that could have been generated by such stochastic
process {X1, X2, . . . , Xk, . . .} [3]1.

In the study of TS, it is generally assumed that the underlying stochastic
process is weakly stationary. Roughly speaking, a process is weakly stationary
when there is no change in the trend of the data and also there is no change in the
variance of the data through time, i.e. in the TS plot, the data are fluctuating
around a fixed level with constant variation. Formally, a stochastic process is
Weakly Stationary when it is mean and covariance stationary [4]. The variance
stationary property is resulted from the covariance stationary as its special case.

There are some methods for transforming non-stationary processes to station-
ary ones in order to stabilize mean and variance, e.g. trend elimination methods,
differencing, seasonal differencing, logarithm and power transformations, etc.

1 When the underlying stochastic process is identified, this property is used by our
test model generator [12] in order to create many number of model histories all with
the same stochastic behavior.
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4.1 ARMA Models

Autoregressive Moving Average models (ARMA) have been successfully used to
analyze and stochastically model weakly stationary TS [3]. There, the behavior
of the system is assumed to be dependent on: (i) previous observations and
(ii) random disturbances in the past. Let {xt} be a weakly stationary TS with
mean of μ and let x̃t = xt −μ. Using ARMA(p, q), with p degree of dependency
to the past observations and q degree of dependency to the past disturbances,
the current state of the model, i.e. x̃t, is defined by:

x̃t =

p∑
i=1

φi x̃t−i + at +

q∑
i=1

θi at−i (1)

where x̃t−i; i = 1, . . . , p are the past observations, at−i; i = 1, . . . , q are the past
disturbances and at is the current disturbance. {at} is a White Noise process
i.e. a weakly stationary process with mean 0 and constant variance σ2

a and no
correlation [4]; additionally when {at} is normally distributed it is called Gaus-
sian White Noise. By definition, we have φp �= 0 and θq �= 0. Equation (1) has
p+ q+ 2 unknowns that should be estimated from data: φi’s, θi’s, μ and σ2

a [3].

4.2 Methodology for Time Series Modeling

The methodology for TS modeling can be described by the following steps [11]:

Phase I - Model Identification

M1) Data Preparation: In this step, the original data should be investigated for
adequacy of use in TS analysis. Data should be transformed into weakly
stationary, by possibly removing trend for mean stabilization and also pos-
sibly some transformation for stabilizing the variance.

M2) Model Selection: The degrees of the ARMA(p, q), i.e. p and q, should be
estimated by investigating the Autocorrelation (ACF) and the Partial Au-
tocorrelation (PACF) functions of the transformed data. In this step some
candidates for p and q are suggested by examining the plots of the functions.

Let SAR and SMA be the sets of values suggested for p and q respectively.
The set of candidate models are created as [11]:

M = {ARMA(p, q) | (p, q) ∈ SAR × SMA − {(0, 0)}}.
A more accurate approach is considering SAR = {0, . . . , pmax} and SMA =
{0, . . . , qmax}. Values of pmax and qmax can be specified by the user or can
be estimated using the ACF and the PACF.

Phase 2 - Model Estimation and Testing

M3) Estimation: Getting M as the set of candidate models, p+q+2 parameters
for each model should be estimated (Sec. 4.1) e.g. by using the Maximum
Likelihood Estimation (MLE) method [3].
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M4) Diagnostics: The residuals of candidate models should be examined to de-
cide if they are appropriate candidates or not. Ideal residuals are Gaussian
white noise with almost no correlation [4] (Sec. 4.1).

Anderson-Darling Test can be used to check the normality of residuals.
The ACF and the PACF of the residuals as well as Ljung-Box Test are
used to test, if there are correlation between the residuals or not [18].

If a model is adequate in this respect, it will remain in M . If M = {} we
can go to Step M2 and try to find new candidates or stop and concluding
that there is no TS model capable of describing the dynamics of the data.

M5) Best Model Selection: If there is more than one candidate inM , we will have
some suitable models to describe the dynamics of the data. The superior
model in M is the one with lower Akaike Information Criterion (AIC).
AIC rewards the goodness of fit and accuracy and penalize the overfitting
or complexity of models [18,3].

Phase 3 - Applications
M6) Forecasting and Simulation: The best model can be used to predict the

future of the system or it can be used to simulate the dynamics of the system
and produce infinite similar time series all obeying the same characteristics.
More information about forecasting and their calculation as well as their
errors rates and bands can be found in [3,4].

4.3 Accuracy of Forecasts

Due to high volatility in our observations (see e.g. Fig. 2 in Sec. 5), the relative
error is not suitable for assessing the accuracy of our TS forecasts. The same
problem is also reported in [26] when predicting highly volatile Internet traffic.
A remedy similar to ours is proposed there as well. In this section we describe
the appropriate way of assessing the forecasts’ accuracy.

Let x be an observation and x̂ be the forecast of x. The relative error, in
percent, is defined by δx = |x− x̂|/|x|×100 where x �= 0. To clarify the problem,
now suppose that x = 1, x̂ = 2 and y = 100, ŷ = 101 then δx = 100% and
δy = 1% although for both the absolute error is 1. Therefore, in our case, the

Mean Relative Error (MRE) [11] which is defined as MRE = 1
N

∑N
i=1 δxi is not

a good interpretation for error rates of forecasts.
To solve this, Normalized Relative Error (NRE) is defined. Suppose that X

is the set of possible outcomes for x and x is approximated by x̂, then the NRE,
in percent, is defined as:

ηx =
|x− x̂|

max (X)−min (X)
× 100 (2)

Similarly, let X be the set of all possible outcomes for observations x1, . . . , xN

and xi is approximated by x̂i. The Normalized Mean Squared Error (NMSE) is
defined by [10]:

NMSE =
1

N

N∑
i=1

(xi − x̂i)
2

(max (X)−min (X))2
(3)

Equations (2),(3) are used to assess the quality of TS forecasts in Sec. 5.
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5 Time Series Models of Changes

As discussed in Sec. 2, we distinguish 5 types of changes, namely additions, dele-
tions, moves, reference changes and updates, for all 15 different model element
types. In each difference between two revisions of a software system, the total
number of changes reflects the extent of evolution of the system.

We use the sequence of the total numbers of changes in each revision as the
basis of our analysis. Although in the theory of TS analysis, the steps M4 and
M5 in Sec. 4.2, i.e. the “diagnostics” and the “best model selection”, are enough
to use a TS model in practice, we additionally demonstrate the validity of our
approach and prove the goodness of the proposed TS models, by partitioning
our measured data, {x1, . . . , xN}, into two disjoint subsets. The first set, called
the “base-set”, consists of the observations of x1 up to xN−3. The second one,
which is called the “hold-out set”, consists of the last three observations. We try
to estimate our TS models on the base-set. The fitness of the proposed models is
then checked by comparing their three step forecasts with the actual observations
in the hold-out set. The more the predictions and the actual observations are
close together, the better the model is for simulation and forecasting.

For our analyses, we used the Wolfram Mathematica R© 9.0.1 computational
engine and in what follows, we will take the ASM project as the exemplary
project for describing the details of our approach. In total, we had 259 observa-
tions for the ASM project. The base-set of this project consists of the first 256
observations, the hold-out set contains the observations 257, 258 and 259.

Figure 2 shows the total number of changes for ASM, observed in its base-set.
The data show high degree of volatility and both big and small changes are
observable. For the sake of comprehension in Fig. 2, we limited the top of the
y-axis to 130, but we do have many bigger changes which are not visible there e.g.
the two biggest peaks with 1973 and 956 changes, respectively at 75th and 189th
observations. Additionally, we observe time periods in which more changes occur
in comparison to other time periods. Such a behavior is a significant obstacle
for applying some simpler statistical methods such as regression analysis. Since
the variance of the data is not stable and the process is not stationary, ARMA
models can not be applied and we first have to make the data weakly stationary
by suitable transformations (Step M1 in Sec. 4.2).

We used the Box-Cox Transformation (BCT) for stabilizing the variance2 of
the data [22,14]. BCT has a transformation parameter (λ) which is obtained by
maximizing the logarithm of the likelihood function of the data. For stabilizing
the mean of data and for removing its trend, differencing can be used in which
instead of the original series, {xi}, the series {xi − xi−1} is used (Sec. 4).

All of our sample projects were successfully transformed into weakly sta-
tionary by subsequently applying the following three transformations: (T1) A
Box-Cox transformation using the optimum λ 3. (T2) A Difference transforma-
tion of degree “one”. (T3) The series mean of the previous step is subtracted.

2 Alternative, but in our work less suitable methods is the logarithmic transformation.
3 For each project, the optimum value of λ is given in the website of the paper at [16].
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Fig. 2. ASM project - Total number of
changes in the hold-out set. For better
comprehension, the y-axis is limited to
130 and bigger values are not visible.

Fig. 3. ASM project - Fully transformed
series using T1 to T3 transformations

In our exemplary project, Fig. 3 shows the transformed series after application
of the three transformations. Apparently, the variance is more stable and the
data are fluctuating around the mean of zero. Thus, the transformed series is
stationary and meets the requirements of the ARMA process.

As mentioned earlier in Sec. 4.2 (Step M2), investigating the ACF and the
PACF of a TS suggests some possible degrees for p and q in ARMA(p, q). But
here, in order to prove the applicability of our approach we deliberately used the
more accurate way and we chose pmax = qmax = 9. The choice of the value 9 is
due to the fact that for all projects, there is no significant correlation after the
9th lag in their ACFs and PACFs. Thus, SAR = SMA = {0, . . . , 9} and the set
of our candidate model, M , consists of 99 ARMA models.

For all 99 ARMA models considered for each project, first their parameters
were estimated using the MLE method and later their residuals were calculated4.
If the residuals of a model is Gaussian white noise with almost no correlation, it
stays in the candidate set M (Step M4 in Sec. 4.2). For normality of the residuals
we used the Anderson-Darling test with the significance level of 0.01.

At first, we disregarded the models with non-normal residuals. Then we dis-
carded the models with significant correlations in residuals. We used the ACF
and the PACF considering the first 40 lags and the 0.95 confidence band. In the
end we came up with 10 possible candidate models5 for the ASM project.

To select the best model out of our candidate set, we additionally used the
Ljung-Box test. The test is designed to check if the residuals are correlated or
not. H0 states that data are independently distributed i.e. there is no correlation
between them and H1 declares that they are not independently distributed. The
number of lags which should be examined affects the power performance of the
test. The minimum number of lags is usually approximated by ln(N) where N

4 For each project, the website of the paper [16] contains estimated parameters of all
ARMA models, their residual and error bands.

5 ARMA(1,4), ARMA(2,1), ARMA(2,3), ARMA(2,4), ARMA(3,2), ARMA(3,5),
ARMA(3,7), ARMA(6,1), ARMA(6,2) and ARMA(6,4).
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is the length of observations [18]6. For each model, we therefore considered the
first 40 lags and calculated the p-value of the test for each of the lags. We then
counted the number of lags with p-value less than our significance level of 0.05,
i.e. those for which the null hypothesis is rejected.

ARMA(3,5) and ARMA(6,4) had 4 and 9 lags with p-values less than our
significance level respectively, so they were less competent and both were no
longer considered. Other candidate models are equally good in this respect since
none of their lags has a p-value less than our significance level. For the rest of
8 candidates, we checked their AICs and the model with smallest AIC was our
final best model (Sec. 4.2, Step M5). We therefore selected ARMA(2,3)7 as our
best model for the ASM project.

In order to additionally prove the usability of our best model, we tried to
compare the actual observations in the hold-out set with the three step forecasts
of the model. The forecasts can be transformed back to their original form by
reversing the order of three steps transformations (T1 to T3) and employing the
inverse of the Box-Cox transformation. This respectively results in 5.96, 5.56
and 5.17 as forecasts of the hold-out set of the ASM project.

Since our aim is to forecast “changes” and we assume that there should be
some changes to predict, we can round up our real valued forecasts to integers
using the ceiling function i.e. �x�. Thus, we have 6, 6 and 6 as our final forecasts
which is quite close to real observations of 5, 4 and 1 (see Table 1 for the NREs).
Therefore, the suitability of our ARMA(2,3) model for capturing the dynamics of
design model evolution of the ASM project is approved (see Step M5 in Sec. 4.2).

Generally it is shown that the errors are accumulated for k-step forecasts of
ARMA models lose their prediction power as well as their accuracy quickly for
farther predictions [3]. Table 1 shows the best chosen model for each project
with their three step forecasts as well as the actual number of changes observed
in their hold-out sets. The last column of the table (#LB Lags) contains the
number lags out of 40 considered lags8, for which their p-value of the Ljung-Box
are less than our significance level.

In Table 1, the error rates of forecasts, i.e. NRE and NMSE, are given. They
are calculated based on (2) and (3) in which they require the true max of observed
changes for each project. For each of NRE and NMSE, first we calculated the
errors based on the true max of observed changes as suggested by the formulas.
Additionally since very big changes are not very frequent, we tried to be more
conservative and used the 0.98-quantile (Q98) of observations instead of the
true max in (2) and (3). The reason for choosing Q98 is the fact that it can
properly disregard, for all projects, the less frequent big changes. Alternatively,
one can exclude big changes using clustering techniques and calculate the max
on the rest. Therefore, in Table 1 we report two sets of error rates for NRE
and NMSE. The first sub-row shows the error rates calculated based on the true

6 For the CheckStyle project which has the most number of observations, we have
N = 1010 and ln(N) ≈ 6.918.

7 Parameters: φ1 = 0.8207, φ2 = −0.6621 & θ1 = 1.7559, θ2 = 1.3910, θ3 = −0.5903.
8 For DataVision, we had 28 observations. So instead of 40 lags, we considered 28.



Analysis and Prediction of Design Model Evolution Using Time Series 11

max of observations and the second sub-row delivers the results of our more
conservative approach using Q98. For example in the ASM project, using true
max, NRE and NMSE are 0.05%, 0.10%, 0.25% and 2.5715× 10−6 respectively.
When we use Q98 we get 0.37%, 0.74%, 1.84% and 1.3616× 10−4. Error rates in
either of two approaches are quite good typically below 3%.

Generally the error rates of forecasts for the hold-out sets are quite small
which proves the appropriateness of our approach in order to capture the true
dynamics of design model evolution. The only exception is the Struts project in
which its last prediction is not very good. This has two reasons: first, it is the
third and the farthest forecast which is the least accurate and second, 9 lags out
of 40 did not pass the Ljung-Box test and the residuals are little twisted from
the ideal Gaussian white noise (Sec. 4.2, Step M4). These two factors degrade
the prediction power of the proposed model for its farthest forecast.

Table 1. All projects - Forecasts vs observations

Project
Mean
#Elem #Obs.

Max
of
Obs.

Q98
of
Obs.

(p,q) of
Best
ARMA

Obs./
Pred.

NRE:
Max/Q98

NMSE:
Max/Q98 AIC

#LB
Lags

ASM 3635 259 1973 272 (2,3)
5, 4, 1 0.05%, 0.10%, 0.25% 2.571× 10−6

−0.304 0
6, 6, 6 0.37%, 0.74%, 1.84% 1.362× 10−4

CheckStyle 3181 1010 1366 99 (9,5)
9, 9, 16 0.22%, 0.29%, 0.073% 4.651× 10−6

−0.307 0
12, 5, 15 3.06%, 4.08%, 1.02% 9.024× 10−4

DataVision 5520 28 105 105 (2,1)
2, 3, 1 0.96%, 0.96%, 7.7% 2.034× 10−3

−0.691 0
3, 4, 9 0.96%, 0.96%, 7.7% 2.034× 10−3

FreeMarker 6895 339 851 189 (4,7)
2, 2, 2 0.23%, 0.0%, 0.0% 1.845× 10−6

0.130 0
4, 2, 2 1.06%, 0.0%, 0.0% 3.772× 10−5

Jameleon 3139 285 1107 85 (7,5)
12, 1, 5 0.54%, 1.99%, 1.36% 2.030× 10−4

0.531 0
18, 23, 20 7.14%, 26.19%, 17.86% 3.519× 10−2

JFreeChart 21583 366 599 244 (9,0)
4, 2, 32 0.50%, 1.34%, 3.51% 4.791× 10−4

−0.094 0
7, 10, 11 1.23%, 3.29%, 8.64% 2.901× 10−3

Maven 3786 781 2735 346 (8,8)
1, 10, 1 0.0%, 0.15%, 0.0% 7.135× 10−7

−0.203 0
1, 6, 1 0.0%, 1.16%, 0.0% 4.481× 10−5

Struts 4323 737 715 188 (8,9)
39, 5, 10 3.22%, 0.14%, 30.11% 3.057× 10−2

−0.134 9
16, 6, 225 12.30%, 0.53%, 114.97% 4.457× 10−1

Due to space limitation, we have put the detailed material of our analysis on
the accompanied website of our paper [16]. Estimated parameters for all of the
99 models of each project, residuals of each model, error rates, confidence bands
and error bands of the models are all available there.

6 Evaluation and Threat to Validity

In this section we discuss the evaluation of our work and the threats to validity
to this research.

Evaluation: The evaluation of our work boils down to the appropriateness of
our approach in order to successfully capture the evolution of design models.
From the TS theory perspective, correctly performing steps M1 to M5 proves
the appropriateness of a TS model to capture the dynamics of the data. In order
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to additionally prove the usability of the proposed TS models, as we discussed in
Sec. 5, we divided our observations into the base and the hold-out sets. The us-
ability of the TS models then additionally approved by comparing their forecasts
with the hold-out sets. The forecast error rates were quite small (see Table 1)
which approves the use of the proposed TS models in practice.

For the run-time evaluation, one might argue that estimating 99 ARMA mod-
els is time-expensive. As we mentioned in Sec. 4.2, the order of promising models
can be estimated by investigating the ACF and PACF of the data. This will sig-
nificantly reduce the number of possible candidate models to just a few. In this
paper, we deliberately used 99 ARMA models to generally prove our proposed
approach, but in practice much fewer models have to be investigated.

Threat to Validity: The first threat to validity is the accuracy in capturing the
evolution of design models. As discussed in Sec. 2, difference metrics have ad-
vantages compared to static software metrics. Therefore, the evolution of design
models is more accurately described by difference metrics rather than variation
in values of static metrics.

The second threat is the accuracy of the calculation of difference metrics. Due
to the heuristic nature of the model comparison algorithms, there is no guarantee
that the established correspondences between elements are always correct. Error
rates for class diagrams were calculated for the SiDiff algorithm which is used
in this research [23]. These error rates were generally less than 2%. Because the
model type used to represent our design models is similar to a class diagram, we
expect similar error rates in our correspondence calculation. They do not have
any significant effect on our results and the findings are not distorted.

The third threat is the selection of hold-out sets of length “3”. As we men-
tioned earlier, our primary focus was to suitably capture the evolution dynamics
of design models. We used the prediction power as an extra evaluation (see
Sec. 4.2) for the suitability of our TS models. Therefore, to this end, a hold-out
set with the length of 3 is sufficient. Additionally, it is known that for ARMA
models the errors are accumulated for k-step forecasts [3] and the models quickly
loose their prediction power and their accuracy. In the case that we have periodic
or seasonal effect, the predictions are usually considered with a length equal to
k times (usually k=1,2) of the length of the period. Since our data does not have
any periodic effect, again, hold-out sets with length of 3 are justifiable.

The fourth threat is the external validity, i.e. how our results can be general-
ized. Our sample set of open source Java projects are quite diverse with respect
to application domains, number of revisions, number of elements etc. The pro-
cess described in this paper is independent of a specific programming language,
though. It can be easily applied and used to analyze the evolution of projects
which are coded in a different programming language. The only two constraints
are: 1) a suitable design model representation for the respective language exists
and 2) there is a model differencing tool capable of comparing these models.
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It is not clear if comparable results will be observed considering closed
source systems, especially where specific programming discipline is practiced.
Hence, closed source systems as well as other object-oriented programming
languages such as C++ can be the subjects of further research.

7 Related Work

In our previous work [17], we studied how observed frequencies of edit operations
can be statistically modeled by statistical distributions. We showed that the
Waring and the Beta-Negative Binomial distributions were able to statistically
model the frequencies. In that work, we did not considered the “evolution” in
real model histories and no time series analysis were considered either.

The following papers used time series analysis to answer research questions in
the context of software maintenance and evolution. None of these paper addresses
the topic of this paper, i.e. how (design) models of software systems evolve over
a long period of time.

Fuentetaja et al. [5] applied time series analysis on growth data of released
versions of software systems. They were able to validate the third and eighth
law of software evolution, i.e. Self Regulation and Feedback Systems. Caution is
advised when considering the presented results though, because for most systems
less than 30 releases were considered, the base data is therefore limited.

Herraiz et al. [6] used time series to analyze the growth of open source software
system based on simple size metrics. They concluded that time series analysis
is the best method to forecast the evolution of software projects. Their findings
showed that design decisions and changes in the history of a project have more
influence on its future development than external events.

Kenmei et al. [8] analyzed the connection between change request in large-scale
open source software and lines of code to identify trends in the change patterns
of large software systems. Based on the trends they were able to predict the need
for the number of developers for the next 2 to 6 weeks.

Antoniol et al. [2] presented a time series based method for monitoring and
predicting the evolution of clones in a software systems. At first clones were
detected within a system based on software metrics, then the identified clones
were modeled as time series in a second step. They were able to predict the
number of clones in the next release very accurately with this method.

Wu et al. [24] used ARIMA time series models to predict the number of bugs
in large software systems on a monthly basis. The results of their prediction
were acceptable. Furthermore they could show in their data, that software bug
number series are to a certain extent dependent on seasonal and cyclical factors.

Raja et al. [15] used time series approach to predict defects in software evolu-
tion. They used monthly defect reports for eight open source projects and built
up time series models to predict and analyze software defects.

The following papers address research questions in the area of system evolu-
tion which are similar to the one addressed in this paper. However, these works
did not use time series or any other advanced mathematical concepts.
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Vasa et al. [21] studied the evolution of classes and interfaces in open-source
Java software. They analyzed the evolution based on static metrics of released
versions of the systems. Their findings suggests that the average metric values are
almost stable over histories, i.e. the average size of classes does not change much
between released versions. This work also analyzes which types of classes change
more than average and concludes that large, complex classes change more. This
work does not use time series and makes no attempt to model time-dependency.
In [19] Vasa presented an extended and more detailed version of his research.

Xing et al. [25] count the occurrences of language specific edit operations and
categorize change levels according to 5 specific profiles, i.e. intense evolution,
rapidly developing, restructuring, slowly developing and steady-state. To identify
the edit operations they use a model differencing tool known as UMLDiff. Their
findings suggest that different change categories are related to different phases of
the software development process. Their findings are consistent with ours in that
phases of low development activity alternate with phases with high development
activity (see Fig. 2). Time series analysis was not used in their research.

8 Summary and Conclusion

In this paper we presented a new approach to statistically analyze the time-
dependency of changes in design models of open source Java software systems.
This allows us to precisely describe the past evolution of a system as well as to
forecast the amount of changes which is to be expected in the next revisions. We
applied this approach to several software systems. The evaluation showed that
our models could very accurately predict the actual amount of changes in the last
3 revisions of each system; usually with error rates as low as 3% and less. This
information can be used to control the time and budget allocated for a project
in the near future or to plan regression testing activities. In our own work, we
use these stochastic models to configure a test model generator which generates
realistic histories of models; these histories are used to test and evaluate various
tools which support model driven development.
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Abstract. The Mahalanobis - Taguchi (MT) strategy is a statistical
methodology combining various mathematical concepts and is used for
diagnosis and classification in multidimensional systems. MT is a very ef-
ficient method and has been applied to a wide range of disciplines so far.
However, its feature selection phase, which uses experimental designs
(orthogonal arrays), is susceptible to improvement. In this paper, we
propose a methodology that incorporates MT and a Genetic Algorithm
(MT-GA), with the latter being used both for optimizing the feature se-
lection step of MT and for determining the most suitable training set. As
an application domain for testing the proposed methodology, we utilized
Intrusion Detection Systems (IDS). IDS play an increasingly important
role in network security technology nowadays and more and more re-
search is being directed towards building effective diagnostic models. We
test the effectiveness of MT-GA by applying it to a well-known intrusion
detection dataset and by comparing its performance to that of the typi-
cal MT strategy and of other classifiers. The results indicate the benefits
of using MT-GA.

Keywords: Mahalanobis − Taguchi strategy, Genetic algorithm, Data
mining, Intrusion detection systems.

1 Introduction

The Mahalanobis-Taguchi (MT) strategy, proposed by Genichi Taguchi, is a
rather new methodology used for diagnosis and classification in multidimen-
sional systems [35]. It combines various mathematical and statistical concepts
like Mahalanobis distance (MD), Gram-Schmidt orthogonalization process and
experimental designs. Principally, the MT strategy develops a univariate mea-
surement scale from a group of “normal” or “healthy” observations. The scale
is then used to signify the level of abnormality of a set of “abnormal” cases in
reference to the “normal” population. The scale is assessed for its ability to ef-
fectively recognize the abnormal cases in the way that larger values of the scale
indicate abnormality. The selection of an optimal subset of the most important
variables from the original variable set is a very essential part of the MT strategy.

L. Iliadis, M. Papazoglou, and K. Pohl (Eds.): CAiSE 2014 Workshops, LNBIP 178, pp. 16–30, 2014.
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Feature selection as a procedure can influence the classification process in
various ways. [40] indicate that the choice of features used to represent patterns
that are presented to a classifier affects, among other things, the accuracy of
the learned classification algorithm, the time needed for learning a classification
function, the number of examples needed for learning and the cost associated
with the features. Within the framework of the typical MT strategy, feature
selection is achieved with the use of experimental designs (orthogonal arrays-
OA) and a measure called signal-to-noise (S/N) ratio. Through the selection of
the most useful variables the final measurement scale is formulated. Although
the primary goal of the methodology is the construction of a measurement scale,
the strategy can also serve as a binary classifier with the determination of a
proper abnormality threshold.

Despite the fact that the MT strategy has been successfully applied to an
extensive range of disciplines, such as manufacturing and financial crisis forecast
(see for example [5,19]), [39] have provided a review, analysis and criticism of
MT strategy. Among other things, they illustrate that the use of OA and ex-
perimental design methods does not ensure that the optimal feature subset is
obtained. Moreover, they suggest that the MT strategy could be modified to
include a better dimensionality reduction algorithm. In a response discussion to
[39], [1] express doubts about whether the OA method is the most suitable for
feature selection within the MT strategy. A solution to these concerns and sug-
gestions would be the development of a hybrid methodology, consisting of the
MT strategy and a feature selection technique as a replacement for the OA-S/N
ratio method. [24] have proposed an approach that uses binary particle swarm
optimization for the feature selection problem.

In this study, we propose the use of a Genetic Algorithm (GA) for optimizing
the procedure of selecting the most useful variables. In addition, we proceed
further in the application of the GA by formulating a GA-based refinement of
the training set as well. In other words, the GA is used both for selecting the
optimal variable subset and for extracting the best training subset, in terms of
classification accuracy. In order to explore the potential of the proposed hybrid
methodology, we opted to apply it to the intrusion detection domain.

With the enormous growth of computer networks usage and the huge increase
in the number of applications running on top of it, network security is becoming
increasingly more important [36]. Intrusion detection systems (IDS) are devices
that monitor network or system activities for known or potential threats and
make reports on any intrusion attempts. A system that possesses all the features
of an IDS, but also has the ability to try and stop intrusions, is called intrusion
prevention system (IPS). Because of the increasing dependence on information
systems and the potential impact of intrusions against those systems, IDPSs
(Intrusion detection and prevention systems) have become a necessary addition
to the security infrastructure of nearly every organization [29].
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Over the years, a wide range of machine learning techniques have been ap-
plied, in order to propose and build efficient IDS. [37] have provided a thorough
literature review of the different methodologies employed for intrusion detec-
tion purposes. Among others, Neural Networks [28], Näıve Bayes [30], Decision
Trees [7] and Support Vector Machines [41] can be listed. Other studies focus
on the idea of proposing hybrid (for example [31]) or ensemble classifiers (see
for instance [23,8]) that combine several algorithms, in order to improve the
performance of an intrusion detection model.

In order to evaluate MT-GA in the intrusion detection domain, we apply
it to a benchmark intrusion detection data set. However, our intention is not
to limit the use of the method simply as an intrusion detection model, but
to provide a way of demonstrating the benefits of using MT-GA, by utilizing
intrusion detection as an application domain. The application results show that
it compares successfully to other MT-related and intrusion detection methods.

The rest of the paper is organized as follows: In Section 2 we provide the
theoretical background of our study. We describe the notions and steps of MT
strategy, as well as some basic GA concepts. In Section 3 we present the proposed
MT-GA methodology. In Section 4 we provide the experimental results from the
application of MT-GA and of other methods to the NSL-KDD intrusion detection
data set. Finally, concluding remarks are provided in Section 5.

2 Theoretical Background

In 2.1 and 2.2 we present briefly the MT strategy’s key features and operational
steps. For more details see ([35]).

2.1 The Mahalanobis Distance

The Mahalanobis distance (MD) forms the basis of MT. In the MT strat-
egy’s context, there are two different ways to calculate the MD: the Maha-
lanobis Taguchi System (MTS) and Mahalanobis Taguchi Gram-Schmidt process
(MTGS). Here we work only with the MTGS version of the strategy, because of
the fact that it can handle cases of multicollinearity (a term that refers to strong
linear correlations between the variables). Hence, in the MTGS version of the
MT strategy the MD is calculated as follows:

Assume that a sample dataset consists of k variables and n cases (the size of
the sample). Let xij be the value of the ith variable (i = 1, ..., k) on the jth case
(j = 1, ..., n). These variables are standardized by

zij = (xij −mi)/si (1)

whereby mi and si we denote the sample mean and standard deviation
respectively of the ith variable.
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The matrix of the standardized values zij is then transformed by the Gram-
Schmidt orthogonalization process ([15]) and the MD is calculated using the
derived Gram-Schmidt vectors uij as in the following equation:

MDj = (1/k)

k∑
i=1

(u2
ij/s

′2
i ) (2)

whereby s′i we denote the standard deviation of the ith variable after the ap-
plication of the Gram-Schmidt orthogonalization process. MDj expresses the
distance of the jth case from a reference (zero) point.

2.2 Steps of MT Strategy

The MT strategy consists of the following steps:

Step 1: Construction of the measurement scale.
First we must determine the variables that define which cases are considered
“healthy” or “normal” and which are not. Then we collect all the necessary data
from all the variables in the data set. Next, we standardize the values of the
variables. Finally, we compute the Mahalanobis distance (MD) values only for
the healthy cases using the Gram-Schmidt orthogonalization process.

Step 2: Validation of the scale.
In the next step, we compute the MD values for the “abnormal” cases (observa-
tions that do not belong to the “healthy” group). The values of the variables in
these “abnormal” cases are standardized by using the mean values and standard
deviations of the corresponding variables from the “healthy” group. The effec-
tiveness of the scale is validated with the use of a simple rule: the MD values for
the “abnormal” observations must be higher than those for the “healthy” ones
(they must be further from the center of the group of “healthy” cases than any
of the “healthy” cases are).

Step 3: Feature selection.
In this step, we use orthogonal arrays (OAs) and signal-to-noise (S/N) ratios
in order to determine and select the most important variables from the original
variable set.

An OA is an experimental design matrix ([12]). Each row represents an ex-
perimental run and contains the levels of various factors in order to study the
effects of the factors on a prespecified response variable. Each column of the
OA represents a factor of the experiment. In the context of MT strategy, we
consider the inclusion or exclusion of each variable as a factor with two levels.
Hence, the experiment considers k factors and the level of a factor shows when
a variable participates or not in the analysis. For each of these runs, the MD
values are calculated for the “abnormal” cases as in step 2, but using only the
specified variables. The MD values are then used to calculate the value of a S/N
ratio, which is the response variable for each different run. The set of the most
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important variables is obtained by computing and evaluating the gain in the
values of the S/N ratios. For a variable, the gain in S/N ratio is the difference
between the average S/N ratio when the variable is used in OA and the average
S/N ratio when the variable is not used in OA. If the gain is positive, then that
variable is useful ([34]).

Step 4: Reconstruction of the scale.
After selecting the subset of the most useful features, the measurement scale
is reconstructed using only these variables. The reconstructed scale is used to
compute the MD values for any unknown cases, in order to take any corrective
actions, if necessary. The final measurement scale can be used for future diagnosis
after defining an appropriate threshold.

2.3 Genetic Algorithm

The Genetic algorithm (GA) is a part of the field of evolutionary computing,
which is an artificial intelligence area dealing with combinatorial optimization
problems. Its theory is based on the process of natural selection and uses proce-
dures inspired by biological evolution (mutation, selection and crossover). The
basic idea behind GA is that it tries to evolve a group of candidate solutions
(population) towards a globally optimal solution. The possible solutions are ex-
pressed by coded representations called chromosomes. Although there are quite
a few encodings for the chromosomes, most usual is the binary one ([38]). In the
binary encoding, every chromosome corresponds to bits of 0s and 1s. For exam-
ple, in the feature selection context, the value 0 shows that a feature does not
participate in the computations and the value 1 shows that it does. In this way, a
candidate solution can easily be transformed into its representing chromosome.

The process of optimizing the problem’s solution is evolved through a number
of successive computational runs of the algorithm, called generations. In each
generation, after all the candidate solutions have been processed, their fitness is
evaluated by an appropriate function, called fitness function. The best solutions
(in terms of fitness) are selected, in order to generate the next generation’s pop-
ulation. There are many methods for the selection of the fittest solutions, such as
roulette wheel selection, tournament selection, elitism and others. Elitism is the
process of retaining some of the best solutions unaltered to the next population.
This method increases the performance of GA and enables it to converge quicker
to the optimal solution. In the next step, genetic operators such as crossover and
mutation are used for the creation of the next population. In crossover, we ex-
change parts between two or more chromosomes (called parents) in order to
produce a new chromosome (called offspring). A user-defined parameter called
crossover probability or crossover rate indicates the frequency of the crossover
operator. There are many crossover techniques, such as one point crossover, two
point crossover and others. In mutation, parts of the chromosome are altered
with a new chromosome as a result. In binary encoding, for example, bit val-
ues of 1 are changed to 0 and vice versa. Again, a parameter called mutation
probability or mutation rate influences the frequency of the mutation operator.
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The GA is executed until a stopping condition is satisfied (for instance, the max-
imum number of generations is reached or the fitness function’s value no longer
improves). For more details about the basic notions of GA, see ([9]).

In the relevant literature, there are various GA applications for feature se-
lection (see for example [13,22]). Moreover, we find several studies dealing with
hybrid GA-based methodologies in intrusion detection (see for example [32,18]).

3 Description of the Proposed MT-GA Methodology

The proposed MT-GA methodology is largely based on US Patent 2006/0230018
A1, published by [11]. The inventors describe a method that, among other things,
is suitable for identifying a desired variable subset from a plurality of variables.
The basic notion of the method is the application of a genetic algorithm on a
set of data records, which have been defined as “normal” data or “abnormal”
data based on predetermined criteria. The Mahalanobis distance values for the
“normal” and “abnormal” data are calculated using the variable subsets derived
from the application of the genetic algorithm. The fitness function evaluates
the deviation of the Mahalanobis distance values between the “normal” and
“abnormal” data records. The goal of the genetic algorithm is to maximize this
deviation. Predetermined parameters, like an improvement rate, may be used to
decide whether the genetic algorithm converges to the optimized variable subset.

The approach of the above-described procedure was incorporated into our
MT-GA methodology. However, we expanded the idea by not only applying the
genetic algorithm to the variables of the training data set (MT-GAvariables),
but to the cases as well (MT-GAvariables−cases). In this way, we are able to
reduce the size of the training set substantially, while at the same time aiming to
maximize the classification accuracy of the model. The issue of suitably reducing
the number of cases in the training set was addressed in two previous studies
([20,21]). We proposed the use of the MT strategy in conjunction with two
clustering algorithms, the two step cluster analysis and the PAM (Partitioning
Around Medoids) algorithm. For details about the two step cluster analysis and
the PAM algorithm see ([4,16]) respectively. The two clustering algorithms are
used in our studies for determining the most suitable training set, in terms of
training classification accuracy, with very satisfactory results. In this study, by
choosing to apply the GA to the training set’s group of cases, we are essentially
aiming to expand this notion. The procedures of MT-GA are described as follows.

Regarding MT-GAvariables, we start by setting up the GA with a proper input
parameter set (population, number of generations, crossover rate, mutation rate,
etc). We then proceed to initialize the GA feature selection procedure with the
random selection of a population of candidate solutions and the encoding of
the solutions into the equivalent chromosomes. In our case, the binary encoding
method was used. Therefore, a chromosome bit of value 1 indicates that the
corresponding variable is selected and a bit of value 0 indicates that it is not.
After the population of the chromosomes is formulated, we construct the MD
measurement scales from the “healthy” cases, using the feature subset derived
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from each chromosome. Then the measurement scales are validated by computing
the MD values for the training set’s “unhealthy” cases. The GA’s fitness function
evaluates each variable subset. The basic idea behind the fitness function in our
method is to minimize the overlapping MD distributions in the “healthy” and
“unhealthy” groups. It is almost certain that, for a particular problem, it is very
difficult to select an appropriate group of “healthy” cases, able to construct a
MD measurement scale that effectively distinguishes between the “healthy” and
“unhealthy” groups. As a consequence, we end up with MD distributions with
overlapping regions, e.g. many “normal” observations with extreme MD values
are identified as “abnormal” and vice versa. Hence, we designed a fitness function
aiming to maximize the percentage of the “unhealthy” cases, whose MD values
are higher than the maximum MD value of the “healthy” group. The equation
for the fitness function is given as follows:

Fitnessfunction = (n(u > maxMDh)/n(u)) (3)

where
n(u > maxMDh) = number of “unhealthy” cases with MD values higher than
the maximum MD value of the “healthy” group’s cases
n(u) = total number of “unhealthy” group’s cases.

After the evaluation of the solutions, if a predetermined rule for the ter-
mination of the GA is not satisfied, the method proceeds to create the next
generation’s population. This is achieved with the use of the proper selection
strategy and the application of the GA operators (crossover, mutation). When
the algorithm has converged to the optimal variable subset, the procedure ends.

With the use of the optimal variable subset, we are able to construct the
final MD measurement scale from the “healthy” cases and validate it with the
“unhealthy” cases. Furthermore, we plot the training set’s Receiver Operating
Characteristic (ROC) curve ([17]) and based on it, we define an appropriate
threshold, meaning that we choose a MD value that provides a reasonable trade-
off between sensitivity and specificity (see Section 4.2). With the use of the
threshold, we determine the classification accuracy results for the training and
test sets.

Finally, regarding the MT-GAvariables−cases method, after the GA application
to the training set’s variables and the determination of the optimal variable
subset, we apply exactly the same GA procedure, but this time to the training
set’s cases. The flowchart of MT-GAvariables is depicted in Figure 1.

4 Application of MT-GA Method to Intrusion Detection
Data

4.1 Data Set Description − Experimental Design

KDDCUP’99 is an intrusion detection benchmark data set, having been ex-
tensively used during the last decade for the evaluation of intrusion detection
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Fig. 1. Procedure of MT-GAvariables

systems. However, in a recent study [36] some of the underlying problems of
KDDCUP’99 that affect the performance and evaluation of the systems have
been highlighted. Hence, they proposed a new data set, NSL-KDD, which does
not include any duplicate records in the training and test sets and therefore, the
classifiers will not be biased towards more frequent records.

The NSL-KDD data set, as provided in http://nsl.cs.unb.ca/NSL-KDD/,
is already split into training and test sets and consists of 25192 (13449 nor-
mal/“healthy” and 11743 attack/“unhealthy”) training cases and 22544 (9711
normal/“healthy” and 12833 attack/“unhealthy”) test cases. Each case is com-
prised of 41 features and 1 binary class attribute (normal/“healthy” or at-
tack/“unhealthy”). More specifically, from the set of 41 variables/features, 38
are numeric and 3 are categorical. We note that in this study we chose to work
only with the group of numeric variables.

Apart from applying the original MT and the proposed MT-GA methods to
the NSL-KDD data set, we also employed the version that combines the original
methodology with the PAM clustering algorithm (which is used for refining the
training data set). In this way, we are able to make a direct comparison of
the MT-GA results to the corresponding results of a methodology that employs
similar concepts.
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Finally, we selected a number of well-known machine learning classifiers,
namely Näıve Bayes ([14]), J48 decision tree ([25]), Support Vector Machine
(SVM) ([3]), Random Forest ([2]) and Multilayer Perceptron ([27]) and applied
them to the NSL-KDD data set as well, in order to form a comparison basis to
the MT-GA method. All the algorithms were implemented using functions in
the statistical language R ([26]). We note here that for a fair comparison, the 5
machine learning classifiers were applied to the reduced data set that resulted
from the application of MT-GAvariables−cases.

4.2 Accuracy Measures

For the evaluation of the performance of MT-GA, as well as of the other methods
employed in this study, we used two basic accuracy measures, namely sensitivity
and specificity.

Sensitivity in the study’s context estimates the proportion of “unhealthy” or
attack cases, which are correctly identified as such (i.e. number of true attack /
(number of true attack + number of false normal)).

Specificity on the other hand estimates the proportion of “healthy” or normal
cases, which are correctly identified (i.e. number of true normal / (number of true
normal + number of false attack)). Moreover, we used the Relative Sensitivity
(RS) measure, which was proposed by [33] and is defined as

RS =
sensitivity

specifity
(4)

The above metric is used to determine whether a classifier’s ability to predict
the two different (positive and negative) classes is balanced or not. If the RS
value is much higher or much lower than 1, then this is an indication that the
method is biased. Generally, we are looking for RS values around 1.

Finally, for each classifier we plotted the ROC curve for the corresponding
test set and used the Area Under the Curve (AUC) to measure the discrim-
inability between the test set’s different classes and consequently, to evaluate
the performance of each method.

4.3 Genetic Algorithm Parameters

One issue concerning the GA’s context is the selection of the optimal control
parameters for a given problem. The performance of the GA is dependent on
the configuration of these parameters. Although there have been some studies
addressing this matter (see for instance [6,10]), there is no general theory or
rules that one should follow.

In order to determine the best GA setting for our study, we opted to conduct
several experiments with different input parameters for each one. Then we se-
lected the setting that gave us the best results (in terms of training accuracy)
and fitted best into the problem. The GA parameter setting that we selected to
use is the following: population size 100, number of generations 150, crossover
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rate 0.8, mutation rate 0.01, one-point crossover and elitism (20% of the popu-
lation size). The stopping condition for the GA is that the algorithm reaches the
maximum number of generations (150) or that the fitness function’s value does
not improve during the last 50 generations.

4.4 Experimental Results

Table 1 summarizes the results from the application of all MT-related methods
described in the previous Sections. The second and third rows contain the num-
ber of variables and cases (respectively) in the training set, after the application
of each method. We notice that:

– The original MT method achieves a 47.3% reduction in the number of vari-
ables (20 out of 38), due to the application of the OA-S/N ratio feature
selection method. The same proportion of feature reduction is attained by
MT-PAM.

– MT-GAvariables reduces the size of the original variable set by 73.6% (10 out
of 38).

– Regarding the cases, the application of the PAM clustering algorithm results
in only a few discarded cases (54 cases out of a total of 25192).

– The application of GA to the cases, using only the optimal feature subset
derived from the initial GA application to the variables of the training set,
keeps only 8.6% (2158 cases out of 25192) of the training set’s cases, i.e. we
achieve a reduction of 91.4% in the cases.

Regarding the accuracy results for the training and test sets (fourth and
fifth row of Table 1 respectively): MT-GAvariables−cases is very robust when
compared to the other methods. It outperforms them both in terms of training
(96.1%) and test accuracy (91.8%), while using a greatly reduced training set.
In the sixth and seventh row of Table 1 the sensitivity and specificity results

Table 1. Performance comparison for MT-related methods

Results/Method MToriginal MT-PAM MT−GAvariables MT-GA

variables−cases

Number of variables
(optimal subset)

20 20 10 10

Number of cases
(training set)

25192 25138 25192 2158

Training accuracy 93.6% 93.7% 92.3% 96.1%

Test accuracy 84.7% 87.3% 91% 91.8%

Sensitivity 79.6% 84.2% 91.6% 93.4%

Specificity 91.4% 91.5% 90.2% 89.7%

AUC 0.947 0.951 0.949 0.954

Relative Sensitivity 0.87 0.92 1.01 1.04
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for all MT-related methods are given. We observe that although the specificity
performance of MT-GAvariables−cases is a little bit lower than that of the other
methods, the improvement in the sensitivity value (MToriginal: 79.6% ; MT-
GAvariables−cases: 93.4%) is evident. Finally, in the eighth and ninth rows of
Table 1 we provide the AUC and the Relative Sensitivity results, respectively.
The four methods perform very highly in terms of the AUC, yet we do not
notice great differences between them. Furthermore, we see that the two MT-GA
methods are almost perfectly balanced in their ability to predict the “healthy”
and “unhealthy” cases, since they achieve RS values very close to 1.

In Table 2 we compare the results of MT-GAvariables−cases (which performed
the best among the four MT-related methods) to these of five well-known ma-
chine learning methods (namely Näıve Bayes, J48, Random Forest, SVM and
Multilayer Perceptron). First of all, we observe that while Random Forest
achieves perfect training classification accuracy, it does not perform equally
well in the test accuracy measure. As for the other methods, they yield quite
promising test classification accuracy results, but still MT-GAvariables−cases out-
performs them all. In general, the five machine learning methods predict the
positive class (specificity values > 90%) with greater effectiveness than the neg-
ative class (sensitivity values ranging from 69.6% - 88.7%). This is also obvious
from their RS values, ranging from 0.75 to 0.85 (except for J48, whose RS value
is very close to 1). Essentially, with the exception of the training accuracy and
specificity measures, MT-GAvariables−cases yields better results than the selected
machine learning techniques in all performance aspects.

Table 2. Performance of MT-GA method vs. other machine learning algorithms

Results/Method MT-GA

variables−cases

Näıve
Bayes

J48 Random
Forest

SVM Multilayer
Perceptron

Training accuracy 96.1% 95.1% 99.7% 100% 98% 99.8%

Test accuracy 91.8% 79.3% 89.9% 81.4% 81.1% 84.2%

Sensitivity 93.4% 69.6% 88.7% 73.3% 72.1% 78.3%

Specificity 89.7% 92.1% 91.5% 92.3% 92.9% 92%

AUC 0.954 0.858 0.884 0.941 0.825 0.936

Relative Sensitivity 1.04 0.75 0.97 0.79 0.77 0.85

In Figure 2, a bar chart depicting the test accuracy of each method, sorted in
descending order, is displayed. It is evident that both of the MT methods that
use GA perform in this regard better.

In order to test whether the test accuracy of all the methods under comparison
has statistically significant differences, we conducted a Cochran’s Q-test which
is suitable for multiple related binary samples. Here the samples are essentially
the results of classification (1=Correct/0=False) of each one of the 9 methods
(4 MT-based methods and 5 machine learning classifiers). Since all methods are
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Fig. 2. Percentage of correct classifications of all methods (test accuracy)

Table 3. Results of the pairwise test for significant differences between method’s test
accuracy (MTGA/V/C: MT-GAvariables−cases; MTGA/V: MT-GAvariables)

MTGA/V J48
MT-
PAM

MT

original

Multilayer
Perceptron

Random
Forest

SVM
Näıve
Bayes

MTGA/V/C no dif
√ √ √ √ √ √ √

MTGA/V − no dif
√ √ √ √ √ √

J48 − no dif
√ √ √ √ √

MT-PAM − no dif no dif
√ √ √

MToriginal − no dif
√ √ √

Multilayer
Perceptron

− √ √ √

Random
Forest

− no dif
√

SVM − √

applied to the same test set, the classification results are considered related. The
test gave significance p<0.001, showing that overall, the 9 methods have statis-
tically significant differences in their test accuracy. In order to locate the pairs
of methods that are significantly different, we accompanied the Cochran’s test
with a pairwise test (as implemented in the statistical software SPSS/PASW).
This pairwise test uses a correction for the significance of multiple comparisons in
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order to control the family-wise error. The pairs of methods that have significant
differences (adjusted significance<0.05) are shown with a tick in Table 3.

We notice that, for example, the test performance of Näıve Bayes has signifi-
cant differences with all the other methods. It is also important to mention that
MT-GAvariables−cases is not significantly different only from MT-GAvariables.
But despite this we must note that the application of MT-GAvariables−cases

has the advantage of reducing the size of the training set even more than MT-
GAvariables.

5 Conclusions

In this study, we propose the hybrid MT-GA methodology and we explore its
capabilities and potential by using it to build an effective intrusion detection
model. By combining a decision-making methodology based on simple statisti-
cal methods (MT strategy) with a search heuristic (GA), we build an effective
classification model that improves both the classification accuracy and the size
of the data set needed for the training of the method (optimal variable subset
and reduced number of training instances).

It is important to note that the advantage of MT strategy is that it does
not treat “abnormal” cases as if they belong to the same population, different
from the population of normal cases. Instead, it implies that each “abnormal”
case, which in our study is an intrusion, is a unique case. With all the different
types of intrusion events that exist nowadays, the method maps well to intrusion
detection problems and its philosophy is in accordance with realistic situations.
Another advantage of MT is its ability to construct a scale of abnormality so
as to characterize the degree of severity of “abnormal” conditions, which is also
quite realistic in the intrusion detection area.

There are various suggestions that can be made for future work. For example,
alternative fitness functions can be used for the GA, in order to investigate the
behaviour of the algorithm in different settings and conditions. Furthermore, we
can integrate the MT strategy with other feature selection techniques and test
the performance of each resulting model. It will provide some insight into the
capabilities of our proposed methodology, as well as a more direct comparison
basis. Finally, the application of MT-GA to data sets that contain noise and
require further data cleaning (for example, software engineering data sets) should
also be investigated.
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Abstract. We introduce a bridgeness measure to assess the influence of a
node in the connectivity of two groups (communities) in a social network.
In order to protect individual privacy upon possible release of such in-
formation, we propose privacy mechanisms using zero-knowledge privacy
(ZKP), a recently proposed privacy scheme that provides stronger pro-
tection than differential privacy (DP) for social graph data. We present
techniques to compute the parameters required to design ZKP methods
and finally evaluate the practicality of the proposed methods.

1 Introduction

For many years, complex graphs of real world networks have been studied from
different aspects. One major line of research is devoted to the study of the
role of nodes and edges in the functionality and structure of networks. Various
indices have been proposed to characterize the significance of nodes and edges.
Centrality measures like degree, closeness, and betweenness (cf. [30,12] are used to
determine the role of a node in maintaining the overall and partial connectivity
of networks. Various definitions of bridgeness are proposed to measure the role
of nodes or edges [28,5]. Here we define another notion of bridgeness to measure
the effect of a node (particularly a linchpin1) on the connectivity of two groups
(communities) in a social graph.

Graph characteristics like bridgeness, similar to other aggregate information,
are usually released to the third parties for different purposes. The release of such
information can violate the privacy of individuals in networks. Among the wide
range of definitions and schemes presented to protect data privacy, ε-Differential
Privacy [11,9,10] (DP for short) has attracted significant attention in recent
years. By adding appropriate noise to the output of a function, DP makes it
practically impossible to infer the presence of an individual or a relationship
in a database using the released information. While DP stays resilient to many
attacks on tabular data, it might not provide sufficient protection in the case of

1 Highly active members of networks usually act as linchpins. For example, highly
active authors or actors in collaborative networks play an essential role in connecting
sub-units (communities or clusters) [25].
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graph data, particularly social networks (c.f.[13,19]). Because of the extensive
correlation between the nodes in social networks, not only the participation of
a node (or relationship), but also the evidences of such participation have to be
protected. And this requires a higher level of protection than DP (cf. [19]).

We explain the matter using an example. Suppose there are two groups of
nodes g1, g2, and a node p in a social graph G. We want to publish the number
of triangles between these three disjoint components of G. Suppose that there is
a triangle between Bob in g1, Alice in g2, and p. As a consequence of such rela-
tionship, some friends of Bob make connections to Alice and to p, thus creating
new triangles. What we want to protect is Bob’s edge to Alice. From a counting
perspective the existence or not of this edge can change the answer by 1. DP
works in this case by ensuring that for any true answer, c or c− 1, the sanitized
answer would be pretty much the same. However, this is not strong enough; the
existence of Bob’s edge influenced the true number of triangles not just by 1,
but by a bigger number as it caused more triangles to be created by Bob’s and
Alice’s friends.

In order to provide sufficient data privacy for social graphs, Gehrke, Lui, and
Pass proposed “zero-knowledge privacy” (ZKP) in [13]. The definition of ZKP
is based on classes of aggregate functions. ZKP guarantees that any additional
information that an attacker can obtain about an individual by having access
to the privatized output is indistinguishable from what can be inferred from
some sampling-based (approximate) aggregates. The level of privacy in ZKP
mechanisms is defined using the sample complexity of aggregates. For instance,
suppose in the Bob’s example above the network size is 10000 and the sample
size is

3
√
100002 = 464. With such a sampling rate of almost 0.05 the evidence

provided by say 10 more triangles caused by Bob’s connections will essentially
be protected; with a high probability, none of these 10 triangles will be in the
sample.

In this paper, we use ZKP to provide connection privacy when releasing inter-
community bridgeness of linchpin nodes. We define a natural notion of bridgeness
in social graphs and present a ZKP mechanism for private release of bridgeness.
Specifically, we propose methods to compute the sample complexity of the brid-
geness function. In order to achieve this, we present techniques to express the
function as averages of specially designed, synthetic attributes on the nodes of
graphs. Then, we derive precise prescriptions on how to construct ZKP mecha-
nisms for the function.

The rest of the paper is organized as follows. We discuss related work in
Section 2. In Section 3, we define our notion of bridgeness. Section 4 contains
an elaborate discussion of the background concepts related to zero-knowledge
privacy. In Section 4, we present ZKP mechanisms for bridgeness measure. Also
in this section, we present our methods to compute the sample complexity of
bridgeness. Section 6 presents a numeric evaluation of the ZKP mechanism, and
Section 7 concludes the paper.
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2 Related Work

Massive networks, graphs, and graph databases have become very popular for
more than a decade (c.f. [14,2,35,3,15,31,32,4]). Computing statistics and sum-
marizations for graph data is very important as it is difficult to understand their
structure using other means (c.f. [36,39,18,37,38,16,22]).

The common goal of privacy preserving methods is to learn from data while
protecting sensitive information of the individuals. k-anonymity for social graphs
(cf. [23,6,21,7]) provides privacy by ensuring that combinations of identifying at-
tributes appear at least k times in the dataset. The problem with k-anonymity
and other related approaches, e.g. l-diversity [24], is that they assume the adver-
sary has limited auxiliary knowledge. Narayanan and Shmatikov [27] presented
a de-anonymization algorithm and claimed that k-anonymity can be defeated by
their method using auxiliary information accessible by the adversary.

Among a multitude of different techniques, differential privacy (DP) [1,8,11,9]
has become one of the leading methods to provide individual privacy. Various
differentially private algorithms have since been developed for different domains,
including social networks [17,29]. However as already shown, DP can suffer in
social networks where specific auxiliary information, such as graph structure and
friendship data, is easily available to the adversary. Important works showing
the shortcomings of DP are [19,20].

Gehrke, Lui, and Pass in [13] present the notion of zero-knowledge privacy
that is appealing for achieving privacy in social networks. Zero-knowledge pri-
vacy (ZKP) guarantees that what can be learned from a dataset including an
individual is not more than what is learned from sampling-based aggregates
computed on the dataset without that individual.

Shoaran, Thomo, and Weber in [34], use ZKP to release connectedness statis-
tics between groups in a social network. This is different from the current work,
where we aim at privately releasing bridgeness statistics for linchpin nodes.

Regarding DP, [33] discusses the utility of the statistics distorted to satisfy
DP. Here we consider the utility of the bridgeness statistics distorted to satisfy
ZKP, and conclude that the utility is better than that of the ZKP mechanism
in [34].

3 Graphs and Bridges

We denote a graph as G = (V,E), where V is the set of nodes and E ⊆ V ×V is
the set of edges connecting the nodes. We consider S ⊂ 2V to be a set of disjoint
node groups of size r or more that a social network wants to release statistics
about. Let g′ and g′′ be two groups in S and p be a node in G such that p /∈ g′

and p /∈ g′′.

Definition 1. The bridgeness of node p on two groups g′ and g′′ is defined as

Bp(g
′, g′′) =

|{(p, v′, v′′) : v′ ∈ g′, v′′ ∈ g′′, and {(v′, v′′), (p, v′), (p, v′′)} ⊆ E}|
|g′| · |g′′|
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Intuitively, bridgeness Bp(g
′, g′′) is the fraction of the number of (p, v′, v′′)

triangles that exist over the number of all possible (p, v′, v′′) triangles.
Throughout the paper, we will refer to the bridgeness as Bp whenever g′ and

g′′ are clear from the context.

���

��

�

�
�
�	
��	

Fig. 1. Bridgeness

Example 1. Fig. 1 shows a graph G with two groups g′ and g′′, having three and
two nodes, respectively. There are three edges connecting the nodes of g′ and g′′,
and four edges connecting node p to the nodes of g′ and g′′. These edges form
three triangles in total between p and two groups. The number of all possible
such triangles is 3× 2 = 6. Therefore, we have Bp = 3

6 = 0.5.

4 Background on ε-Zero-Knowledge Privacy

Zero-Knowledge Privacy (ZKP) introduced by [13] is an enhanced privacy scheme
that guarantees stronger privacy protection, compared to other currently well-
known methods such as differential privacy (DP), especially in social networks.
Due to the extensive influence in such networks, the presence of a single element
(node or connection) can lead to the creation of several new elements in the
network. Therefore, in such settings a privacy mechanism needs to protect not
only the participation of an element in the network, but also the evidence of such
a participation, i.e. the presence of new elements created under the influence of
the element in focus.

ZKP requires that whatever an intelligent agent (adversary) can discover from
sanitized output of the mechanism is not more than what can be discovered by
an assumed equally gifted agent that only has access to some sampling-based
aggregate information. The latter agent is sometimes referred as simulator2.
Thus, ZKP framework is defined based on a class of aggregate functions agg,
such that the specification of those functions is used to define the privacy level
of the ZKP mechanism. For example, the sample size in the class of aggregate

2 In this context, adversaries and simulators are in fact some algorithms.
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functions directly affects the accuracy of the output (as it will be defined later
in this section). Using such parameters we can design a ZKP mechanism that
can provide a similar privacy protection. The importance of agg functions in the
definition of ZKP is that by sampling data, the evidence of participation is also
protected.

Let G be a graph. We denote by G−∗ a graph obtained from G by removing
a piece of information (for example an edge). G and G−∗ are called neighboring
graphs.

Let M be the privacy mechanism that securely releases the answer to a query
on graph G, and let A be the intelligent agent that operates on output M(G),
that is, privatized answer, trying to breach the privacy of some individual. Let
S be a simulator as capable as A, that would have access to some aggregate
information obtained by an algorithm T ∈ agg. Note that, the assumed algorithm
T only would compute approximate answers to aggregate functions by sampling
graph G−∗, i.e. the graph that misses the piece of information which should be
protected.

Definition 2. (Zero-Knowledge Privacy [13]) The mechanism M is ε-zero-
knowledge private with respect to agg if there exists a T ∈ agg such that
for every adversary A, there exists a simulator S such that for every G, every
z ∈ {0, 1}∗, and every W ⊆ {0, 1}∗, the following hold:

Pr[A(M(G), z) ∈ W ] ≤ eε · Pr[S(T (G−∗), z) ∈ W ]

Pr[S(T (G−∗), z) ∈ W ] ≤ eε · Pr[A(M(G), z) ∈ W ]

where probabilities are taken over the randomness of M and A, and T and S.

This definition assumes that both the adversary and simulator have access to
some general and easily accessible auxiliary information z, such as graph struc-
tures or the groups the individuals belong in.

Note that, based on the application settings the selection of k – the number
of random samples – in agg algorithms is very important. It should be chosen
so that with high probability very few of the elements (nodes or edges) related
with the element whose information has to be private will be chosen. We will
often index agg by k as aggk to stress the importance of k. To satisfy the ZKP
definition, a mechanism should use k = o(n), say k =

√
n or k =

3
√
n2, where

n, the number of nodes in the database, is sufficiently large (see [13]). DP is a
special case of ZKP where k = n.

Achieving ZKP. Let f : G → R
m be a function that produces a vector of

length m from a graph database. For example, given graph G, the set of groups
S, and a node p, f produces Bp measures for m pairs of groups. We consider the
L1-Sensitivity to be defined as follows.

Definition 3. (L1-Sensitivity) For f : G → R
m, the L1-sensitivity of f is

Δ(f) = max
G′,G′′

||f(G′)− f(G′′)||1

for all neighboring graphs G′ and G′′.
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Another essential definition is that of “sample complexity”.

Definition 4. (Sample Complexity [13]) A function f : Dom → R
m is said to

have (δ, β)-sample complexity with respect to agg if there exists an algorithm
T ∈ agg such that for every D ∈ Dom we have

Pr[||T (D)− f(D)||1 ≤ δ] ≥ 1− β.

T is said to be a (δ, β)-sampler for f with respect to agg.

This definition bounds the probability of error between the randomized compu-
tation (approximation) of function f and the expected output of f . Basically,
functions with low sample complexity (smaller δ and β) can be computed more
accurately using random samples from the input data.

When the released information, as typical, is real numbers, the ZKP mecha-
nism San achieves the privacy by adding noise to each of the numbers
independently.

Let Lap(λ) be the zero-mean Laplace distribution with scale λ, and variance
2λ2. The scale of Laplace noise in ZKP is properly calibrated to the sample com-
plexity of the function that is to be privately computed. The following propo-
sition expresses the relationship between the sample complexity of a function
and the level of zero knowledge privacy achieved by adding Laplace noise to the
outputs of the function.

Proposition 1. ([13]) Suppose f : G → [a, b]m has (δ, β)-sample complexity
with respect to agg. Then, mechanism

San(G) = f(G) + (X1, . . . , Xm),

where G ∈ G, and Xj � Lap(λ) for j = 1, · · · ,m independently, is

ln
(
(1 − β)e

Δ(f)+δ
λ + βe

(b−a)m
λ

)

–ZKP with respect to agg.

5 ZKP Mechanism for Bridgeness

In this section we design a ZKP mechanism to privately release Bp measures. Let
f be the function that given graph G, set S, and node p produces a c-dimensional
vector of Bp measures (numbers), where c =

(|S|
2

)
.

Let f = [f1, . . . , ft] be the vector that is to be privately released. We apply a
separate Sani (ZKP) mechanism, for i ∈ [1, t], to each of the elements of f . Let
us assume that each Sani provides εi-ZKP for fi with respect to aggki , where
ki = k(n)/t and n = |V |. Then, based on the following proposition, f will be
(
∑t

i=1 εi)-ZKP with respect to aggk(n), where k(n) =
∑t

i=1 ki.

Proposition 2. (Sequential Composition [13]) Suppose Sani, for i ∈ [1, n], is
an εi-ZKP mechanism with respect to aggki. Then, the mechanism resulting from
composing3 Sani’s is (

∑n
i=1 εi)-ZKP with respect to agg(

∑
ki).

3 A set of computations that are separately applied on one database and each provides
ZKP in isolation, also provides ZKP for the set.
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Consider G and G−e, where G−e is a neighboring graph of G obtained from G
by removing edge e. The goal of our mechanism is to protect the privacy of the
connections between the nodes of different groups. Therefore, we assume that
the removed edge e is an edge between two nodes of two different groups in S.
Removing such an edge from G can change by at most 1 the numerator of a Bp

measure in G−e. Note that this change affects only one Bp measure in the whole
graph G−e. Therefore, the sensitivity of any Bp function is Δ(Bp) = 1/r2, where
r is the minimum group size in S.

Suppose Bp(g, g
′) is an element of f , where g and g′ are groups in S. Let

San = Bp(g, g
′)+Lap(λ) be a ZKPmechanism which adds random noise selected

from Lap(λ) distribution to the output of Bp(g, g
′) in order to achieve ZKP. Our

goal here is to come up with the right λ to achieve a predefined level of ZKP.
Based on the definition of ZKP, one should first know the sample complexity

of Bp function. For this, without any change in semantics, we will express Bp so
that it computes an average rather than a fraction of two counts. Then, using
the Hoeffding inequality (cf. [26]) we compute the sample complexity of Bp.

Expressing Bp. In addition to regular node attributes (if any), we introduce |S|
new boolean attributes, one for each group in S. We denote each new attribute
by upper-case I indexed by a group id. Each attribute Ig is a boolean vector of
dimension |g|, where each dimension corresponds to a node in g. A node v in
graph G will have Ig(v)[u] = 1, where u ∈ g, if {(v, u), (p, v), (p, u)} ⊆ E, and
Ig(v)[u] = 0, otherwise. For each pair of groups g and g′ we can show that

Proposition 3

Bp(g, g
′) =

∑
v∈g,u∈g′ Ig′(v)[u]

|g| · |g′|

=

∑
v∈g′,u∈g Ig(v)[u]

|g| · |g′|
Therefore, the Bp(g, g

′) measure can be viewed as the average of Ig′ (v)[u]’s
or Ig(v)[u]’s.

ZKP Mechanism. Let G = (V,E) be a graph enriched with boolean attributes
as explained above. We would like to determine the value of λ > 0 for the
Lap(λ) distribution which will be used to add random noise to Bp(g, g

′) measures
included in f . For this, first we compute the sample complexity of Bp to be able
to use Proposition 1 and establish an appropriate value for λ.

Let T be a randomized algorithm in aggk, the class of randomized algorithms
that operates on an input graph G. To randomly sample a graph G, algorithm T
would uniformly select k = k(n)/t random nodes from V , read their attributes,
and retrieve all edges4 incident to these k sample nodes.5 Node p is assumed to
be included in the set of randomly selected nodes.

4 Clearly, only non-dangling incident edges, whose both end nodes have been sampled,
will be retrieved.

5 For other possible methods of graph sampling see for example [13].
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With this sampling, the nodes in the groups of S, the edges between them,
and the edges incident to node p would be randomly sampled as well. Let us
assume that we have a sample of each group and edges between groups and the
size of a sample group g is kg. Then, algorithm T would approximate Bp using
sampled graph data. For the sample complexity of Bp(g, g

′), since we expressed
it as averages, we can use the Hoeffding inequality as follows.

Pr[|T (g, g′)−Bp(g, g
′)| ≤ δ] ≥ 1− 2e−2(kg×kg′ )δ

2

From this and Definition 4, we have that Bp function has
(
δ, 2e−2Kδ2

)
-sample

complexity with respect to aggk, where K = (kg × kg′ ).
Now we make the following substitutions in the formula of Proposition 1:

β = 2e−2Kδ2 , Δ(Bp(g, g
′)) = 1/r2, b − a = 1, and m = 1. From this, we have

that mechanism San is

ln

(
e

1/r2+δ
λ + 2e

1
λ−2Kδ2

)
-ZKP

with respect to aggk.
Similarly to DP, we set λ, the Laplace noise scale, to be proportional to “the

error” as can be measured in ZKP method by the sum of the sensitivity and
sampling error, and inversely proportional to the ZKP privacy level.

λ =
Δ(Bp) + δ

ε
=

1

ε

(
1

r2
+

1
3
√
K

)

Regarding δ, we can consider for instance a sample size k(n) =
3
√
n2, and have

δ = 1
3√K

.

From all the above, the privacy level obtained will be

ln

(
e

1/r2+δ
λ + 2e

1
λ−2Kδ2

)
= ln

(
eε + 2e

ε

1/r2+1/
3√
K

−2 3√K
)

≤ ln
(
eε + 2e−

3√K
)

≤ ε+ 2e−
3√
K .

Thus, we have that by adding noise randomly selected from the

Lap
(
1
ε

(
1
r2 + 1

3√K

))
distribution to Bp, San will be

(
ε+ 2e−

3√K
)
-ZKP with

respect to aggk.

Example 2. Let graph G be a social graph with ten million participants/nodes
(|V | = n = 10, 000, 000), and g, g′, and g′′ be three node groups in S. Suppose
the requested output vector is

f = 〈Bp(g
′, g′′), Bp(g, g

′′)〉.
and suppose that the minimum group size in S is r = 100.
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Assume we would like to have for f a ZKP mechanism expressed with respect
to an acceptable aggk, where

k(n) = 3
√
10, 000, 0002 = 46, 416.

To privately release the first output in f , a randomized algorithm T would
uniformly select

k1 = k(n)/2 = 3
√
10, 000, 0002/2 = 23, 208.

nodes and approximate the value of Bp(g
′, g′′) using sample data.

The actual value of function Bp(g
′, g′′) is computed on G. Suppose that the

size of the sample groups corresponding to g′ and g′′ are kg′ = 500 and kg′′ =
100, respectively. Therefore, we have K = 50, 000. Let (δ1, β1) be the sample
complexity of Bp(g

′, g′′) where

δ1 =
1

3
√
K

=
1

3
√
50, 000

= 0.0271.

β1 = 2e−2K(δ1)
2

= 2e−2∗(50,000)∗(0.0271)2 = 2.55 ∗ 10−32.

The sensitivity of f is

Δ(f) =
1

r2
=

1

1002
= 0.0001.

Now, if we would like to use a mechanism which is 0.1-ZKP, we can add
random noise selected from a Laplace distribution with scale

λ1 =
Δ(f) + δ1

ε
=

0.0001 + 0.0271

0.1
= 0.272

to the actual value of Bp(g
′, g′′). With this noise scale, the ZKP privacy level of

the mechanism is precisely

ε1 ≤
(
ε+ 2e−

3√K
)
=

(
0.1 + 2 ∗ e−37

) ≈ 0.1

with respect to aggk.

6 Evaluation

In our methods, the amount of noise added to the output is independent of the
database, and it only depends on the function we compute and their sensitivities.
Therefore, the following analysis is valid for any database.
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6.1 Parameters Affecting Noise Scale

Sampling error δ is an important factor specifying λ based on the formula of

noise scale λ = Δ(f)+δ
ε . The error in turn has reverse connection with the size

of group samples and therefore, with the sample size and size of the database
graph. Recall that throughout the paper we considered the error to be δ = 1

3√K
,

where K = kg′ ∗ kg′′ .
Fig. 2 illustrates the relationship between the noise scale λ and the parameter

K. In this figure we assumed that the minimum group size is r = 100, and the
ZKP-level ε is 0.1. The figure shows that as parameter K (the product of group
sample sizes) decreases from five hundred thousand to one thousand the noise
scale increases non-linearly to the amounts that are not practical in our setting.
Therefore, our proposed ZKP mechanism is perfect for big databases with large
sample sizes. Moreover, even K = 500, 000 implies some sample group sizes,
for example kg′ = 1000 and kg′′ = 500, which are reasonable in social graphs
with only millions of participants (see Example 2). Hence, we conclude that the
proposed ZKP mechanism works well with small as well as large data graphs.
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Fig. 2. Relationship between noise scale and sample group size

6.2 The Noise

We present the analysis in this section in order to provide a better understanding
of the amount of noise added to outputs. The cumulative distribution function
of Laplace distribution in an interval [−z, z] is computed as follows,

Pr(−z ≤ x ≤ z) =

∫ z

−z

1
2λe

−|x|
λ dx = 1− e

−z
λ .

Let pr = Pr(|x| ≤ z). Value z for a specified cumulative probability pr can
be calculated using the above equation as

z = −λ · ln(1− pr) = −Δ(f) + δ

ε
· ln(1− pr).
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Figure 3 illustrates the maximum absolute noise z as a function of cumulative
probability pr for three different values of δ when ε = 0.1 and Δ(f) = 0.0001.
Each point (pr, z) on the curve for a given δ means that

pr percent of the time the random noise has an absolute value of at
most z.

For example, for δ = 0.02 we have that 50% of the time the absolute value of
noise is at most 0.14, and 75% of the time it is at most 0.28. These values of δ
are practical as our outputs are fractions.
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Fig. 3. Probability vs noise

7 Conclusions

We addressed zero-knowledge privacy for releasing the bridgeness measure of
graph nodes. The application of our technique is crucial in order to have a
secure public release of graph properties. We introduced methods to compute
the ZKP parameters, specifically the sample complexity. We showed that the
proposed technique is practically useful for large as well as small data graphs.
This is different from the mechanism presented in [34], which is useful only for
very large social graphs. As future work we aim at charting the landscape of
other various graph statistics in order to determine their sample complexity and
see for what sizes of graphs it makes sense to use ZKP from a utility point of
view, i.e. without distorting too much the released statistics.
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Abstract. The selection of Open Source Software (OSS) applications is a 
complex and difficult task. The evolving nature of OSS with constant updates, 
as well as the vast number of available projects hampers the selection process. 
Advancements in evaluation methods offer assistance in measuring various 
quality aspects, but do not examine the financial implications of risks and 
uncertainties imposed by the frequent updates/modifications and by the 
dynamics of the OSS communities. We perceive the OSS applications as assets 
capable of generating value upon selection. The objective is to discover the 
uncertainty factors affecting the overall value, to measure the quality evolution 
and finally to quantify the expected generated utility value of the OSS 
candidates.  

Keywords: Open Source Selection, Real options analysis. 

1 Introduction 

In the Open Source Software (OSS) realm, the enormous number of available projects 
and applications hinders the selection process. The available quality evaluation 
approaches provide a time static quality assessment and thus, are not able to handle 
the evolving nature of open source projects, the resulting changes in quality and the 
risks associated with these changes. Moreover, these approaches, do not examine the 
financial implications of risks and uncertainties imposed by the frequent 
updates/modifications and by the dynamics of the OSS communities.  

Quality-based economic valuation approaches dealing with design rational, have 
been introduced recently providing reasoning in IT investments where uncertainty and 
changes are difficult to predict [1].  The value-oriented notion of software artefacts 
has been treated with the Real Options Analysis (ROA) perceiving these artefacts as 
assets capable of generating value when properly managing the inherent risks, as 
“exercise options”. Inspired by previous endeavours of valuations [2], [3], [4], [5], in 
this paper we propose a method assisting the OSS applications selection, by managing 
the applications’ quality evolution, and valuate the selection as option, in a similar 
approach to financial options.  

The basic concept of our work is that a software development decision under 
uncertainty, such as the selection of an OSS application is comparable to a financial 
derivative. In financial markets a derivative is a financial instrument whose value 
depends on, or derives from, the values of basic underlying assets [6]. In our context 
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these assets are the candidate applications OSS applications. In its classic application, 
ROA uses the expected revenue notion as a foundation [7] and perceives the assets 
under examination as revenue generators based on the initial investment/acquiring 
cost and on the expected profits volatility.  

Our method proposes the employment of Real Options Analysis to exploit the OSS 
quality evolution and calculate the system’s generated value, aiming to maximise the 
benefits of the selection decision. Doing so, we inject extra intelligence to OSS 
selection process.   

The paper structure follows. In section two we provide the related research work 
followed by a detailed presentation of our method in section three. Finally in section 
four we discuss the threats to validity followed by the concluded remarks in section 
five.  

2 Background 

The OSS application selection process includes searching, locating, and evaluating 
processes based on pre-defined criteria, and deciding upon applications [8]. However, 
only a limited number of empirical studies on selection of OSS applications have been 
performed [9]. Even if successful applications of normative selection methods for both 
COTS and OSS exist, such methods are rarely applied [10]. In [11] authors attributed 
the situational nature of OSS, where project specific properties constrain the selection 
outcome, as one of the suspending factors limiting the adoption of normative selection 
methods. 

The limitation of the OSS evaluation can be justified partially to the subjective 
measurements provided by the communities and to the absence of well-structured and 
standardized quality models [12] [13] [14]. To overcome this obstacle, various research 
efforts have been introduced aiming to measure OSS quality employing different 
methods and focusing on different perspectives, ranging from source code quality 
analysis to community based metrics analysis, often with impressive results. Initial 
cumulative efforts resulted in a number of quality models, the most indicative and well 
known are summarised below. 

2.1 Software Quality Evaluation 

In our work we focus on the OSS quality and its evolution over project’s generations. 
We take advantage of the aforementioned efforts and we argue that quality evolution 
is generated and affected by the dynamic eco-system nature of OSS. In order to 
account for the uncertainties imposed by the dynamics inherent in OSS projects we 
perceive the OSS selection process as an investment under uncertainty that can be 
approached and formulated with different options.  

We make the hypothesis that OSS quality carries economic value in the form of real 
options, expressed through the right, but not the obligation, to select an OSS in the 
future, where the OSS to be selected is treated as a real asset. Real options analysis can 
help in discovering how OSS value changes over time, as quality changes through 
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project’s releases. Our aim is to provide OSS stakeholders with a method able to 
translate in financial terms the impact of quality evolution to the OSS selection with 
respect to potentially uncertain future conditions. 

2.2 Real Options 

Real Options Analysis (ROA) is based on the analogy between investment opportunities 
and financial options. A real option is a right, but not an obligation, to make a decision 
for a certain cost within a specific time frame. A project is perceived as an option on the 
underlying cash flows with multiple associated investment strategies to be exercised if 
conditions are favourable. The big advancement is that ROA accommodates not only 
the value of the investment’s expected revenues but also the future opportunities that 
flexibility creates. The inherent ability to react to market conditions increases the 
expected value of the investment by maintaining or improving the upside potential and 
limiting the downside loss. ROA overcomes the limitations of the traditional Discounted 
Cash Flow (DCF) method as it considers all possible price paths for the underlying 
project value and assumes a distribution for the underlying prices rather than a 
deterministic price assumption. 

As option is an asset that provides its owner the right without a symmetric obligation 
to make an investment decision such as growth, exit, wait, and learning etc. If 
conditions to investing arise, the owner can exercise the option by investing the strike 
price defined by the option. A call option gives the right to acquire an asset of uncertain 
future value for the strike price. There are two option mechanisms, namely the call and 
put. 

During the last decade Real Options theory found to be very attractive in IT 
investments [15], perceiving mainly the IT project from a holistic point of view, while 
in the same time efforts going a step further dealing with uncertainties inherent in 
software engineering practices were also introduced, such as in [16].  

Based on these foundations, the central idea of our work is that a selection 
decision, such as when to select a candidate OSS, is analogous to a financial 
derivative expressed as a call option, where the owner (the person in charge of the 
OSS selection) has the right to decide when it is preferable to select the OSS 
candidate application. In financial markets a derivative is a financial instrument 
whose value depends on, or derives from, the values of basic underlying assets [17].     

3 Proposed Method 

Initially inspired by the work [18] where the author applies Real Options Analysis in 
COTS (commercial off-the- shelf) based software development scenario and 
encouraged by [19], highlighting the similarities of COTS and OSS in the context of 
OTS (Off-the-shelf) software development, we approach the application of Real 
Options in the context of OSS application selection/integration in a similar fashion to 
this analytically presented in [3].    
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Our method exploits the results of OSS quality assessments, as a basis for options 
based analysis. We keep the mechanisms as broad and flexible as possible in order to 
assure its applicability through various existing state of the art OSS quality assessment 
tools/frameworks and through various situational contexts. In authors’ previous work 
[20] emphasis was given on the expected revenues each project could generate, while 
the application of Real Options was based on the simulated volatility of the most 
sensitive (the most affecting the Net Present Value) quality attributes. In this extended 
work we split the OSS applications selection process in three consecutive steps. The 
first step commences with the quality assessment of the candidate applications against 
the selected attributes. In the second we calculate the volatility of the scores of quality 
attributes in the form of (%) standard deviation, and finally in the third step we calculate 
the call options for each OSS candidate and we compare the results. In the following 
sections we analytically present these steps. 

3.1 Quality Assessment 

The majority of the available state of the art quality assessment methods can be used, for 
evaluating the desired quality attributes, as long as they provide weighted measurable 
metrics. The requirement in this step is to assess each candidate application against the 
same list of attributes. In this method we focus on fairly measurable attributes such as 
number of downloads per week, number of major releases, project maturity, 
Community adoption, etc. As the selection process of a candidate OSS can involve 
different stakeholders ranging from managers to software developers, different views of 
quality might be of concern. For example for an IT manager, factors influencing the 
evolution of the project, such as project downloads, From the other hand, for a software 
developer wishing to integrate an OSS to an existing system, the evolution of 
community adoption would provide more insights. For this reason above all, the 
proposed method should be constructed in a manner able to cope with different 
scenarios of use depending on the quality characteristics chosen.    

3.2 Calculate Quality Volatilities 

To perform the quality assessment and make inferences about the quality attributes, we 
employ available hierarchical quality models like the ones proposed in [21], [22], [23], 
[24]. The aim is to provide as much of automation as possible, through the analysis of 
source code and associated community metrics over the project’s releases, and calculate 
the evolution of quality in the next future release in the form of standard deviation. We 
cope with situations where the information available for making judgement concerning 
quality evolution is collected by activities initiated/performed by the project’s developer 
team and the involved community.  
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This information, like number of downloads or number of reported/fixed bugs can be 
extracted through the statistics services offered by OSS repositories (i.e. Sourceforge1) 
or more accurately through automatically extracting data from the project’s web pages 
and especially the source code control system, in the form of CVS [23]. The aim is to 
analyse the offered statistical data, and provide experts’ judgements about the evolution 
of the quality attributes [25]. For example by calculating the standard deviation –over 
the project’s releases- a judgement on several quality attributes could be made. Though 
we acknowledge the fact that the analysis is characterised by subjectivity due to its 
highly dependability on experts opinion [13] [26], we believe that as long as it provides 
better understanding to stakeholders involved [27], and is able to infuse experts' tacit 
knowledge into measures associated with the achievement level of software quality 
attributes [28], it is useful and can be used supportively to provide extra reasoning in the 
context of OSS selection.                 

3.3 Calculating the Value of a Call Option 

The investment opportunity can often be seen as a call option on the present value of the 
expected cash flows from the investment. The value of an option of the underlying asset 
depends on a number of variables: 

a) Current Value of the Underlying Asset: As option generates value from the 
underlying asset, changes in the value of the underlying asset affects  
the value of the option, an increase in the value of the asset will increase the 
value of the call option. 

b) Volatility of the Underlying Asset Value: The higher the variance in the 
value of the underlying asset, the greater the value of the option.  

c) Dividends on the Underlying Asset: The value of the underlying asset can be 
expected to decrease if dividend payments are made on the asset during the 
life of the option. Hence, the value of a call option decreases when the size 
of the dividend payments increases.  

d) Strike Price of Option: The value of the call option will decline as the strike 
price increases.  

e) Time to Expiration: Options tend to become more valuable as towards 
expiration time, as the longer the time to expiration the more the value of the 
asset to move. 

f) Riskless Interest Rate: As the buyer of an option pays the price of the option 
up front, an amortization of the cost is involved depending on the level of 
interest rate and the expiration time. Increases in the interest rate will 
increase the value of a call option. 

We extend the Option valuation mechanism to accommodate the specificities and 
constraints of the OSS realm. To proceed with the Options analysis we need the 
following input: 

Stock Price: The Stock Price for a candidate is expressed as the expected total cash 
flows or the utility value resulted from the successful adoption of the OSS for a given 
time frame.    

 
                                                           
1 www.Sourceforge.net 
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Strike Price: This is the accumulation of the costs Total Cost of Ownership (TCO) 
for the transition to the OSS application for the given period until option expiration date 
[29]. Training/learning, software and Support costs are included here.  

Time interval:  This is the time until the opportunity disappears for making the 
selection. 

Volatility: Represents the quality fluctuation – evolution over project releases. 
Risk Free Rate: Assumed to be a known market value specific to the market domain 

[30]. 
Evolution Steps: The number of binomial steps to be calculated. 
For the calculation of the Stock Price we adopt the notion of utility from the works of 

[31].  In a similar approach to this described in [3], we assume that this value is totally 
due to the utility provided by each attribute. Thus, the total Stock Price (Value) for a 
given candidate (i) is given by the equation (1): 

 

SP (t) =     (1) 

Where Vj is the utility attributed to the j  quality attribute. 
The objective here is to calculate the Total Utility Value (the total utility expected to 

be obtained until the expiration date) and the Call Option Value (the value of the 
option). In our context this translates to: What is the total expected utility gain in the 
given time interval until selection and what is the option value in waiting until the time 
for making the selection expires? To calculate the option value for each candidate we 
apply binomial options pricing model [32]. 

We build for each candidate application two binomial lattices based on the American 
call option fashion, which dictates that the option (the selection) can be exercised at any 
given time until the expiration. The first lattice calculates the expected total OSS value, 
while the second calculates the option value, the amount by which a call option is in the 
money (utility), in other words “how far” it is profitable to wait until making the 
selection of an OSS candidate.  

To clarify the mechanisms of the binomial pricing model, lets consider an application 
whose value is initially So and an option on the application’s selection whose current 
value is f. Suppose that the option lasts for time T (time to select). During the life of the 
option, the application value (due to its quality) can either move up i.e. the project 
community enhances the quality of the given application, from So to a new level, Su or 
down, i.e the community stops supporting the application and thus its quality value 
decreases, to a new level Sd. 

The proportional increment in the application’s value when there is an up movement 
is u-1; the proportional decrement when there is a down movement is 1-d. If the 
application value moves up to Su, the payoff from the option is assumed to be fu; if the 
stock price moves down to Sd, the payoff from the option is assumed to be fd.  

From this point we calculate the binomial options value by applying the following 
equation (2):  
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Value = ([p * Option up + (1-p) * Option down] * exp (- r * Δt)),  (2) 

where r is the risk free rate corresponding to the life of the option, p is the probability of 
an up movement factor, 

p =    (3),  with  u =    (4) 

the up movement factor, d=1/u the down movement factor, and σ expressing in % the 
percentage of the quality volatility. Hence, similarly to equation (1), the total option value 
TOV for a given candidate (i) application will be given by the following equation (5): 

 

TOV (t) =     (5) 

Where OVj is the option value attributed to the j  quality attribute. 
It is to be noted here that we limit our focus on a simple selection process and do not 

consider in this work staged developments, upgrades and migrations of OSS 
applications which require a more in depth analysis. These cannot be dealt adequately 
with the simple call option mechanism but rather with combined option schemes. 
Nevertheless the binomial pricing model can effectively handle the simple selection 
process, framed as a call option regardless of the number of candidates.   

4 Applicability 

Several factors need to be taken into consideration when applying the proposed quality-
valuation method to realistic settings. Our method is based on the premise that 
calculation of volatility is always possible regardless of the scenario of use and the 
information at hand, as it is suggested that a fair amount of releases should be examined 
in order to obtain enough insights of quality’s evolution over the project’s life time. This 
requirement limits the method’s applicability only to mature and established projects.   

Another limitation is the assumption that it is feasible to calculate the expected 
revenues and the costs attributed to qualities examined for the OSS application under 
analysis. Even though, the employment of the notion of “utility” provides a handy 
workaround to contexts with inadequate financial historical data, it remains a difficult 
task and should be handled by experienced project managers.   

The calculated volatility strongly depends on the hierarchical quality model used. 
Different models could produce different estimates of volatility. Additionally, it is not 
always possible to efficiently perform structural analysis on the source code mainly due 
to tools’ constraints to code size. 

Our approach currently does not perform any kind of analysis on the correlations that 
naturally exist between quality attributes. The addition of a mechanism addressing the 
tradeoffs at quality level would increase the validity of the measured volatility limiting 
at the same the experts’ subjectivity. 

Lastly even though the mechanisms and the variables required performing the 
binomial lattice practices are simple enough, clear instructions on the methodology and 
the associated tools should be given prior to analysis.          
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5 Discussion - Conclusions 

We have presented a method assisting the OSS applications selection process. 
Assumptions were made in order to simplify our approach and to increase its 
applicability. We proposed a blend of evaluation methodologies and valuation analysis 
able to give insights to risks anticipated due to future uncertainties on the qualities of 
OSS applications.  

Our method provides an alternative view to the selection process in the uncertain 
Open Source Software realm. It is capable of shedding light to the mechanisms 
introducing uncertainty and manages this uncertainty to maximise the profits of our 
decisions. Nevertheless, we do not suggest that this proposed OSS application selection 
approach should be treated as panacea. Intuition and other factors should be taken 
always into account in the OSS selection process.  

Perceiving the selection decision as call option bearing monetary value introduces a 
link between the worlds of software technology and finance and thus, the results can 
easily be exploited by both developers and managers.  
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Abstract. Due to the dynamic changes in business environments enterprises 
adjust their business services and information technology systems. This is a 
prerequisite to deliver an enhanced business capability to the customers. Such 
needs address that the information systems should be aware of the context that 
they are operating in. This work explores context modelling research domain 
conducting a systematic literature review (SLR) in a limited time frame and 
literature resources. The work concludes that although the term context is 
widely used in computer sciences, there is no methodology or a common 
language to model context in identified articles. 

Keywords: Systematic Literature Review, Context Modelling, Context 
Awareness.  

1 Introduction 

Enterprises are operating in rapidly changing environments therefore they should be 
able to adjust their business services to secure competitive advantage in existing 
markets or to shift directions towards new business opportunities. Such contextual 
changes in business environments must be monitored and mapped quickly to the 
information technology systems. This is a prerequisite to deliver an enhanced 
business capability to customers, as business capability delivery needs to be based on 
the application context [9]. Capabilities as such are directly related to business 
processes that are affected from the changes in context like regulations, customer 
preferences and system performance. 

The notion of context plays an important role in many areas, both theoretical and 
applied, such as Formal Logic, Artificial Intelligence, Philosophy, Pragmatics, 
Computational Linguistics, Computer Science, Cognitive Psychology [1]. In today´s 
enterprises broad parts of the reality is designated by means of abstracted models. 
Such models have the duty to represent the situation at hand as precise as possible and 
yet the task of modelling is determined via the goals and application domains. This 
work investigates the domain of context modelling research conducting a systematic 
literature review (SLR). For this purposes, four research questions (RQ) are 
formulated to analyse and evaluate the activities in this domain.  After introducing the 
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notions and definitions of context, section 2 presents the underlying research 
approach. Then in section 3 the design of the systematic literature review is explained. 
Next in section 4, the data from the relevant papers is extracted and analysed to 
answer the four research questions formulated in section 2. Finally section 5 
concludes our analysis and points out future work. 

1.1 Notions of Context 

In computer science the notion of context have appeared first in operating systems 
field where contexts are regarded as states about the processes, i.e. running, blocked 
or waiting. Several areas, such as artificial intelligence, software development, 
databases, data integration, machine learning, and knowledge representation fields 
also used their own definitions of context, mainly perceiving it as a collection of 
things associated to some specific situation [2]. A useful classification about the 
notion of context in computer sciences is provided by [3]. In accordance with this 
classification, the notion of context appears in software development and databases as 
views, aspects and roles. In machine learning contextual information is used to 
classify environmental concepts. In the data integration area the notion of context is 
used to exchange or adapt value from local information sources to the global 
applications. Artificial intelligent field understands under the notion of context as 
logical constructs that facilitate reasoning activities by partitioning knowledge into 
manageable sets. Finally in the knowledge representation area context appears as an 
abstraction mechanism for partitioning an information base. 

Different than computer science, sociological approaches typically regard context 
as networks of interacting entities (people, agents or actors and artefacts) created and 
continually updated by the interactions among them [2]. Cognitive sciences define 
context as the set of all entities that influence human (or system’s) behaviour on a 
particular occasion [4].  

1.2 Definitions of Context 

Various definitions of context arise due to its widespread use in different domains as 
explained in the above section. According to the framework of context use, the 
definitions and characteristics vary [5]. It is important that one should speak of the 
context in reference to its use [6], since there is no real consensual definition. Hence 
interpretation of context depends on the field of knowledge that it belongs to [7]. As 
an example, in computer sciences linguistic context focuses on texts to disambiguate 
meaning of words and sentences using the surrounding paragraphs. Situational 
context has a wider-concept and includes any information that characterizes the state 
of the entity, whereas an entity can be represented by a person, location or an object 
[8]. Organizational context describes mostly static information about a person. Such 
information includes things like roles, positions, tasks, titles etc. and can be provided 
for instance by an employee database and by a workflow management system [12]. 

Mostly cited definition given by [10] describes context as “any information that 
can be used to characterize the situation of any entity”. According to [13] this 
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definition is too broad since “something is context because of the way it is used in 
interpretation, not due to its inherent properties”.  Although having a common 
definition of context is a challenging issue, [5] identifies invariant characteristics of 
the context such as (i) context relates always to some entity, (ii) is used to solve a 
problem (iii) depends on the domain and (iv) is a dynamic process. Last but not least 
[7] identifies main components of the concept “context” by examining a corpus of 
150 definitions. The study concludes that context definitions can be analysed in terms 
of six parameters like “constraint, influence, behaviour, nature, structure and system”.  

2 Research Approach 

The research approach used by this paper is a systematic literature review (SLR) 
performed according to the guidelines defined by Kitchenham et al. [14]. A SLR is a 
review process of research results with a structured and comprehensible procedure 
that aims to accumulate all “existing evidence concerning a treatment or technology”, 
“identify gaps in current research”, and provide “background in order to appropriately 
position new research activities” [14]. Kitchenham recommends six steps that are 
reflected in the “Review Design” section. Following the guidelines of systematic 
literature reviews by [14], we formulated four research questions (RQ): 

• RQ 1: How much activity in the field of context modelling has there been since 
2005? Who is active in this research area? 

• RQ 2: What research topics are being investigated? How can these topics be 
classified? 

• RQ 3: What research paradigms & research methods are being used? 
• RQ 4: Which topics on the field of context modelling need further research 

according to the authors?  

3 Review Design 

3.1 Literature Sources 

As a first step, an initial search on online databases (IEEE Xplore, ACM DL, Taylor 
& Francis Online, AISeL, Science Direct and EBSCOhost) was executed to identify 
the conferences and journals that are proceeding in context modelling. In this phase, 
two terms namely “context modelling” and “context representation” were searched in 
keywords or abstracts of the publications. Then, according to the relevancy of 
findings, the resulting conferences and journals were narrowed down utilizing the 
following criteria: 

• The selected resources had to publish the articles in German or English 
• The selected resources had to provide their publications on databases that are 

freely accessible with the possibilities given by the University of Rostock. 
• The selected resources had to publish papers on a regular basis and cover 

recent research topics and trends. 
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As a result, we were able to identify one conference and four journals, which 
formed the basis of our systematic literature review. These are illustrated in Table 1. 
Moreover, we have decided to cover the publications from 2005 to 2013 since the 
SLR was conducted as a part of the research seminar, which was limited to 10 weeks. 
The AISeL database has also returned a number of relevant publications but due to 
the membership restrictions we had to exclude these findings.  

Table 1. List of included Sources 

Resource Name Available via Initial 
Search 

CONTEXT Conference1 SpringerLink 34 
Information Systems Journal Science Direct 5 
Journal of Systems and Software Science Direct 1 
Information Systems Management Taylor&Francis 1 
Information Systems and e-Business Management SpringerLink 11 
Σ 52 

3.2 Paper Selection 

The four search terms used in the conference and journals was “context”, “context 
awareness”, “context modelling” and “context modeling”. If these terms appeared in 
the title, abstract or keywords of the publications, then the article was primarily 
classified as relevant. As a result, the search returned 52 papers in total allocated to 
resources as illustrated in Table 1. In order to investigate our research questions, we 
narrowed down this number mainly by reading abstracts to 24 papers. If the abstract 
reading did not help much concerning the relevancy to our research questions, then a 
complete reading was conducted. After working the whole text through, we 
eliminated further six papers. This brought us to a total number of 18 papers that 
would be used as the basis of further analysis.  

As depicted in Fig. 1, the major source in our systematic literature review was the 
Conference on Modeling and Using Context (CONTEXT). A total of 13 relevant 
articles were published in a time frame of 2005 to 2013 in this conference. The search 
in journals “Information Systems” and “Journal of Systems and Software” has 
returned two relevant articles. Finally, one paper was detected in “Information 
Systems and e-Business Management” journal. 

4 Data Analysis 

In this section we present the collected data to answer the RQ’s from section 2. At 
first, we identify the years the most publications about Context Modelling were 
published at and active researchers in this area, i.e. the authors’ names, their 
institution and their nationality. After that we identify what research topics were 

                                                           
1 Modeling and Using Context, International and Interdisciplinary Conference CONTEXT.  
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investigated and how they can be classified. The third question deals with the 
different research methods and designs that are being used. For the last RQ, we will 
discuss the topics on the field of context modelling that need further research 
according to the authors of selected papers. 

4.1 Activity in Context Modelling 

In four sources we found 18 papers from 2005 to 2013 dealing with context 
modelling. The years 2007 and 2013 should be emphasized as a result of 13 published 
papers. On the other hand in 2006, 2009 and 2010 no articles regarding the context 
modelling were published. As a matter of fact this statement relates to the 
organization frequency of Conference on Modeling and Using Context (CONTEXT) 
which is only held at uneven years and did not gather in 2009. We were not able to 
identify any reasons for this. Finally in 2005 and 2008 one and in 2011 three papers 
were detected. In conclusion, we did not find enough evidence to support a hypothesis 
that the research in context modelling increases or decreases through the years. In a 
broader connection, where the researcher extends the time frame as well as resources 
including diverse conferences and journals, a wider observation can be made. Fig. 1 
illustrates the respective number of papers by including conference/ journals and 
years of publication.  

 

Fig. 1. Allocation of Relevant Papers to Resources 

81% of the contributions to the context modelling came from European 
institutions. In this respective the European universities are most active institutions, as 
per to their high share (88%) in articles written in European institutions. Specifically 
we identified a total of 15 European educational institutions, 8 of which are located in 
France. The most active author appears to be Patrick Brézillion of University Pierre 
and Marie Curie (UPMC), Paris, who collaborated to five papers, mostly in the area 
of decision making (see the following subsection). As a consequence the French 
institutions are the most active in context modelling topic. A detailed illustration for 
the locations of institutions can be retrieved under following link2. 

                                                           
2 https://mapsengine.google.com/map/ 
edit?mid=zt6P_78RGC40.kLp7gVY7n-Yg 
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4.2 Research Topics and Approaches in Context Modelling 

Within the relevant sources of paper the following research topics were identified: 
 
Context Modelling in Software Engineering. 39% of the relevant articles are 
concerned with the Context Modelling in Software Engineering. These papers utilize 
Context Modelling to produce development methods and tools for context-aware 
software systems. In this respective, [15] presents an editor (NexusEditor) to model 
and manage complex context information. [16] proposes a generic framework to adapt 
applications to the context in a pervasive computing environment. [17] and [18] 
present Model Driven Development approaches (MDD) to design context-aware 
applications. [5] is the only paper that introduces a methodology in the development 
of context-aware systems. [19] proposes a model to use context in human computer 
interaction area. Finally [20] suggests an architecture and a prototype for querying 
and visualising context information. 
 
Modelling Context in Software Organizations. 17% of the relevant articles cover 
the organizational aspects in context modelling. [21] investigates the role of context in 
practice-based organizational learning and performance improvement. [22] presents a 
semantic model to describe collaboration processes in dynamic environments and 
contextual process information. [23] extends the Unified Context Model3 (UCM) and 
represents an approach to model the business context using a directed acyclic graph 
(DAG).  
 
Decision Making and Intelligent Learning. 28% of the relevant articles cover the 
area of decision-making process, task realization and intelligent learning. This area is 
dominated by the context-graphs formalism proposed by [11], [24], [25] and [26]. 
Contextual graphs outlines the episodes of decision-making processes where each 
path represents a practice developed by experts [25]. As an example, in [26] the 
formalism is used to model the contextual elements and actions dealing with the 
behaviour of car drivers. Finally, [27] presents an approach to model and use the 
context of learning in intelligent learning environments, which aims to individualise 
learning by aligning the resources with the learner´s needs. 
 
Modelling and Formalizing Context Information. 33% of the relevant articles 
cover the areas of modelling, structuring, using and formalizing context information. 
Proposing a general framework, [3] investigates the possibilities of structuring context 
information using the traditional abstraction mechanisms like classification, 
generalization and attribution. In this respective the article presents a theory for 
contextualized information bases. [17] presents a Domain Specific Language (DSL) 
to model context information. Based on the interactive learning of activity traces, [28] 
models context information surrounding objects concerned by activity to support 
interactive knowledge discovery. [15] and [20] also covers subjects related to context 
information modelling, which were described above. 
                                                           
3 UN/CEFACT: Standard used to manage representations and applications of business context.  
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Meta Articles. This area comprises of literature researches and theoretical work in 
the field of context modelling. The main characteristic of these papers is that they 
conduct research “about context modelling”, whereas the four areas introduced above 
resemble research “with context modelling”. In this respective 11% of all articles are 
classified into this group. [29] presents a literature review about the concept of 
context investigating the use of term in different disciplines and suggests that context 
modelling needs a systematic approach, since it is a complex phenomenon. Finally [3] 
presents a theory that “includes a set of validity constraints, a model theory, as well as 
a set of sound and complete inference rules”.  

In order to classify the approaches for context modelling we use the six classes that 
are described in [30]. These approaches consist of (i) key-value modelling, (ii) mark-
up scheme modelling (Comprehensive Structured Context Profiles, Pervasive Profile 
Description Language, ConteXtML, etc.), (iii) graphical modelling (UML, Object 
Role Modelling, ER, etc.), (iv) object oriented modelling (cues, Active Object Model), 
(v) logic-based modelling and (vi) ontology-based modelling (Context Ontology 
Language, CONtext Ontology, etc.). The same article concludes that ontology-based 
modelling is the most suitable approach for context modelling for ubiquitous 
computing environments.  

As depicted in Fig. 2, the graphical modelling was the most frequent approach in 
our pool of 18 papers. Nearly half of the works (45%) proposed approaches or 
modelled context utilizing graphical models. Specifically the works of Brézillion in 
terms of context-graphs adopted this approach. Alongside with ontology-based 
approaches, logic-based approaches are the second most used technique in modelling 
context. Only two works adopt combined approaches, i.e. object oriented/or graphical 
modelling with logic-based modelling. We were not able to identify any modelling 
approach in 2 papers, since the first one conducts a literature review and the latter one 
describes the dimensions of context more than modelling it.  

 

 

Fig. 2. Approaches for Modelling Context 

4.3 Research Paradigms and Research Methods in Context Modelling 

We mainly identified three research paradigms that were applied in relevant articles, 
i.e. Design-science research (DSR), conceptual research and empirical research. DSR 
answers questions relevant to human problems via the creation of innovative artefacts,  
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thereby contributing new knowledge to the body of scientific evidence. Unlike the 
natural sciences, the design science research is fundamentally a problem-solving 
paradigm whose end goal is to produce an artefact, which must be built and then 
evaluated [31]. To be classified as design-oriented, the articles should follow the 
seven guidelines provided [32], that is, they have to develop useful solutions by 
creating and evaluating an artefact relevant to an IS problem. For development and 
evaluation of the design artefact, rigorous methods have to be used and the 
contributions must be communicated to audiences. Articles that lack one of these 
steps were accepted to utilize empirical research paradigm that make use of 
qualitative (e.g., case studies, action research, grounded theory), and quantitative 
research methods (e.g., surveys, experiments). Last but not least, conceptual research 
develops an artefact of the designer´s creative efforts, which is only to a very small 
extent grounded in empirical data [33]. Inline with [34] a research activity in this 
work is classified as conceptual, if the developed artefact has not been verified or 
evaluated. 

 

 

Fig. 3. Research Designs in Context Modelling Fig. 4. Research Methods in Context Modelling 

As Fig. 3 shows context modelling research adopts with a narrow majority 
conceptual research paradigm. The main research methods used in conceptual 
research design are the concept development and literature review (non-systematic); 
the methods like surveys, case studies, interviews, action research etc. are rarely used. 
As a result context modelling approaches developed conceptually might suffer a lack 
of proper validation of their structure and applicability. 40% of papers conducting 
conceptual research do not evaluate their models and 60% plan for further evaluation. 
This negative consequence of adopting conceptual research is illustrated in Fig. 5.  

Our findings show that there is a balanced allocation between the design-oriented 
and empirical research paradigms, which is shown in Fig. 3. Obviously the benefit of 
adopting such paradigms lies in artefact evaluation. As illustrated in Fig. 5 all articles 
utilizing design-oriented or empirical research evaluated their models. In this 
respective, articles adopting empirical research design utilize only qualitative 
evaluation methods, more specifically case studies. Design-oriented publications use 
both qualitative and quantitative evaluation methods i.e., grounded theory, 
prototyping, simulation, field study and action research. Regarding the evaluation  
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methods 50% of our findings evaluated their models via qualitative methods and 11% 
used quantitative methods. The remaining 39% either do work on further evaluation 
or do not evaluate their model at all. 

Concerning the research methods in context modelling, case studies and concept 
development are the most applied forms as depicted in Fig. 4. As mentioned above, 
this might be a problem from the evaluation point-of view, since concept development 
is characterized as a method in conceptual research. On the other side, case studies are 
applied in various domains like medicine, transportation, intelligent learning and 
agent-based environments, which emphasizes the wide-spread application of context.  

 

Fig. 5. Evaluation Methods vs. Research Designs 

4.4 Further Research Areas in Context Modelling 

The most significant result derived from the relevant works in the context modelling 
in software engineering research topic is the aim to extend, develop or integrate the 
artefacts or models. As an example [15] extend the editor developed to model and 
manage complex information, [16] work on a benchmark to evaluate performance of 
modelling approaches and develop multi-domain development platform. Future work 
in [19] includes also the development of a context tool. Finally [17] find quality 
parameters for context sources. The authors alone should not realize this type of 
development; also the practitioners and academia are kindly asked to contribute to 
gain better results.  

Nearly the half of the papers (43%) adopting conceptual research does not point 
out further research. Moreover three out of five articles concerning the context-graphs 
outline the problems of their approach but do not plan any further work. In contrast to 
that, there are some works that plan to evaluate their models or approaches. [21] aims 
to evaluate its proposal by conducting case studies with organizations. [35] purposes 
an evaluation to extend the semantic model. Similarly [28] will formalize its method 
and test it in the transportation field to understand the impact of driving behaviour on  
 



62 H. Koç et al. 

fuel consumption. [3] is concerned with a framework development to query 
contextualized information bases and methodological issues, i.e. the criteria of 
qualifying as “context information”. [5] will apply the developed methodology to the 
different types of applications in various fields. [18] introduce rules to support 
ontologies better by deducing new rules. In this respective [11] plans to extend the 
work by adding integrity constraints and inference rules and [20] plans to integrate 
more context information such as users´ profiles and interests. 

5 Conclusion and Outlook 

This work investigates the domain of context modelling research conducting a 
systematic literature review, which aims to be repeatable and transparent. To identify 
the conferences and journals that are proceeding in context modelling, first we 
described some criteria and set the time frame from 2005 to 2013. As a consequence 
one conference and four journals were found relevant, which could form the basis of 
our systematic literature review. Next we formulated four research questions, which 
were used to analyse the total of 18 relevant papers. In this respective five main 
research topics are identified. These are not mutually exclusive; in contrast they are 
closely interrelated, since the main focus is to develop a context-aware artefact. 
Nonetheless, there is not a standard approach or theory for the notion of context [2], 
apparently methodologies how to develop context models lack. Still it should be noted 
that nearly half of the works (45%) modelled context utilizing graphical models. 
Regarding the research designs, there seems to be a balanced allocation between 
conceptual, design-oriented and empirical research. The articles adopting design-
oriented or empirical research have obviously evaluated their artefacts whereas the 
adoption of conceptual research results in a lack of evaluation. There is a significant 
part of works that have not evaluated their artefacts yet (17%) or plan future 
evaluation (22%). It is our view that the developed artefacts should be evaluated in 
order to reach more stable models or even standards. 

The SLR was conducted as a part of the research seminar, which had to be by 
definition concluded in 10 weeks. This had major limitations on the choice of 
resources and defining a larger timespan. Moreover, the SLR proposed by [14] 
considers only conferences and journals; hence other set of works might be out of the 
scope due to this limitation. Obviously using a different setting for the time frame and 
including more conferences, journals and other works would make it possible to 
examine wider perspectives. For instance, the trends in context modelling, the 
reasons, why there is not a common language for context modelling and seminal 
works in this domain can be added to the body of knowledge, the research topics can 
be more generalized. Still a moderate number of 18 papers provide a starting point to 
classify research topics as well as research methods used in the area of context 
modelling which surely can be extended in the future. 
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Abstract. Efficient and effective value creation and service delivery processes 
are considered as the key factor to competitiveness in a globalized market 
environment. Capability management contributes to this goal by considering an 
integrated view of the ability to deliver a certain service with the capacity to do 
so. In this paper, we focus on the aspect of variability in capabilities. Starting 
from an industrial case from business process outsourcing, we propose to 
introduce concepts from variability modelling, i.e. variation points and variation 
aspects, into modelling and representation of capabilities. The main 
contributions of this paper are the introduction of variability points into 
capability modelling, a proposal for further formalizing the term capability, and 
an industrial case showing the use of variability points. 

Keywords: capability, variability modelling, variation point, enterprise modelling, 
business process outsourcing.  

1 Introduction 

In many industrial sectors, efficient and effective value creation and service delivery 
processes are considered as the key factor to competitiveness in a globalized market 
environment. Systematic management of enterprise architectures including the 
technical, application and business architecture is emerging into a key discipline in 
enterprises. One of the objectives of this discipline is to manage and systematically 
develop the capabilities of an enterprise, which often are reflected in the business 
services offered to customers and the technical services associated to them. In this 
context, networked enterprises [1], value networks [2] and extended enterprises [3] 
massively use service-oriented and process-oriented architectures. 

The term capability is used in various industrial and academic contexts with often 
different meanings (see section 2.1 for a discussion). Most conceptualizations of the 
term agree that capability includes the ability to do something (know-how, 
organisational preparedness, appropriate competences) and the capacity for actual 
delivery in an application context. This indicates that flexibility, dynamics and 
variation are attributes associated with capability. In this paper, we focus on the 
aspect of variability in the context of capabilities and we propose to introduce 
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variation points and variation aspects into modelling and representation of 
capabilities. For this purpose, a certain degree of formality is required in capability 
models, which will also be subject of the paper. The main contributions of this paper 
are the introduction of variability points into capability modelling, a proposal for 
further formalizing the term capability, and an industrial case showing the use of 
variability points. 

The remaining part of the paper is structured as follows: Section 2 will give a brief 
overview to background for this work including existing capability modelling 
approaches, a meta-model proposed for formalizing capabilities and feature 
modelling. Section 3 presents an industrial case for motivating extension and 
formalization of capability definition. Section 4 introduces the concept of variation 
points in capability modelling including a formalization and an example from the 
industrial case illustrating the context of business service delivery together with the 
variation points. Finally, section 5 summarizes the work and discusses future work. 

2 Background 

This section summarizes the conceptual background including capability definitions 
and existing modelling approaches (2.1), variability modelling in product lines (2.3) 
and an analysis of improvement potential of a selected capability meta-model (2.2).  

2.1 Capability Definitions 

The term capability is used in different areas of business information systems. In the 
literature there seems to be an agreement about the characteristics of the capability, 
still there is no generally acceptance of the term. The definitions mainly put the focus 
on “combination of resources” [8], “capacity to execute an activity”[7], “perform 
better than competitors” [10] and “possessed ability [6]”.  

The capabilities must be enablers of competitive advantage; they should help 
companies to continuously deliver a certain business value in dynamically changing 
circumstances [11]. They can be perceived from different organizational levels and 
thus utilized for different purposes. According to [12] the firm performance is the 
greatest, when the enterprises map their capabilities to IT applications. In this 
perspective the capabilities are provided as Business Services, i.e. they are designed 
and delivered in a process-oriented fashion. Capabilities as such are directly related to 
business processes that are affected from the changes in context such as regulations, 
customer preferences and system performance. As companies in rapidly changing 
environments need to anticipate variations and respond to them [9], the affected 
processes/ services need to be adjusted quickly. In other words the changes in context 
can be realized if the variations to the standard processes are promptly instantiated. 

A capability definition is proposed by the EU-FP7 project Capabilities-as-a-
Service in Digital Enterprises (CaaS)1. In the CaaS project capability is defined as the 

                                                           
1 See http:// http://caas-project.eu/ 
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ability and capacity that enable an enterprise to achieve a business goal in a certain 
context. Ability refers to the level of available competence, where competence is 
understood as talent intelligence and disposition, of a subject or enterprise to 
accomplish a goal; capacity means availability of resources, e.g. money, time, 
personnel, tools.  This definition focuses on the components of enterprise modelling 
such as goal modelling and utilizes the notion of context, thus stresses the variations 
of the standard processes. 

2.2 Improvement Needs in Existing Capability Meta-models 

Since textual definitions leave room for ambiguity some capability modelling 
approaches define meta-models. Meta-models in general define the elements of a 
modelling language with their relationships and structural constraints. The meaning of 
relationships often is expressed by the name of the relationship, which leaves room 
for interpretations. An exception might be the taxonomic and aggregation 
relationships, which are available in many modelling languages and established with 
respect to their meaning. Some meta-models also include behavioural constraints to 
be observed during runtime, like the meta-model of MEMO [4]. However, even the 
existence of behavioural constraints does not fully specify how the model language 
elements have to be interpreted at runtime, i.e. the operational semantics (or runtime 
semantics) also should be defined, if the model is meant to be enactable. 

In the area of capability modelling a recently published meta-model was proposed 
by Stirna et al. [13] together with the capability definition from the CaaS project 
presented above. Figure 1 depicts an excerpt from this meta-model, which shows all 
concepts directly related to Capability.  The capability notion is the core element of 
this approach and related to other important components. In order to provide a 
capability some goals have to be fulfilled. These goals are operationalized via 
processes. As a result, capabilities require processes to be executed. During the 
capability delivery context indicators are measured in order to adjust the delivery to 
anticipated changes. This implies that the capability must be adequately delivered for 
certain context situations represented as context set. In order to react to the anticipated 
changes in context and to adjust the capability delivery process variations are used. 
These are modelled as specialisations of the processes. 

Although this meta-model contains a quite detailed conceptualization of capability, 
some aspects need to be further specified in order to avoid ambiguities. Examples are: 

• Each Capability “requires” at least one Process and exactly one ContextSet and 
one Goal. Semantically, this indicates that a capability cannot exist if there either 
is no Process or no Goal or no ContextSet, but it does not further specify the 
exact meaning of the relationship between Capability and these other concepts. 
From the textual definition of capability, it could be concluded that the 
ContextSet, the Process and the Goal specify the capability or are even part of it, 
but this cannot be derived from the meta-model. 

• A Capability is supported by exactly one Pattern. Each Pattern is an aggregation 
of ProcessVariants, which in turn are specializations of Process. What is the 
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Since more than a decade, variability is frequently used in the area of technical 
systems and as element of software product line implementations. Among the 
variability modeling approaches, feature models are considered as in particular 
promising. The purpose of a feature model is to extract, structure and visualize the 
commonality and variability of a domain or set of products. Commonalities are  
the properties of products that are shared among all the products in a set, placing the 
products in the same category or family. Variability are the elements of the products 
that differentiate and show the configuration options, choices and variation points that 
are possible between variants of the product, aimed to satisfy customer needs and 
requirements. The variability and commonality is modelled as features and organized 
into a hierarchy of features and sub features, sometimes called feature tree, in the 
feature model. The hierarchy and other properties of the feature model are visualized 
in a feature diagram. Feature diagrams express the relation between features with the 
relation types mandatory, optional, alternative, required and mutually-exclusive. The 
exact syntax of feature diagrams is explained in [5]. 

3 Industrial Case 

Work in this paper is motivated by an industrial case originating from the EU-FP7 
project “Capability-as-a-Service in Digital Enterprises (CaaS)”. This section 
introduces the case with its general characteristics (3.1) and shows an example for a 
business service offered (3.2)  

3.1 Business Process Outsourcing of Energy Distribution Companies 

SIV.AG from Rostock (Germany) offers business process outsourcing services to a 
variety of medium-sized utility providers and other market roles of the energy sector 
in Germany, Bulgaria, Macedonia and other European countries.  

Energy distribution companies are facing a continuously changing business 
environment due to new regulations and bylaws from regulating authorities and due to 
competitors implementing innovative technical solutions in grid operations or 
metering services. In this context, both the business processes in organizations and 
information systems supporting these processes need to be quickly adaptive to 
changing organizational needs.  

Business process outsourcing, i.e. the performance of a complete business process 
for a business function by a service provider outside an organization, has to offer and 
implement solutions for different cases. One variation is inherent in the business 
process as such. Even though core processes can be defined and implemented in 
standard software systems, configurations and adjustments for the organization in 
question are needed. The second cause of variation is the configuration for the 
country of use, which not only includes the usual localization, but also includes 
implementation of the actual regulations and bylaws. The third variation is related to 
the resource use for implementing the actual business process for the customer,  
i.e. the provision of technical and organizational capacities and capabilities.  
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3.2 Business Service MSCONS 

The MSCONS (Metered Service Consumption Report Message) use case is viewed 
from a global perspective. The purpose of the global process in MSCONS use case is 
the transmission of energy consumption data from one market role to another role. By 
regulatory requirement, all data must be sent by e-mail and its format must comply 
with the international UN/EDIFACT standard. In addition to this requirement, 
national variants of the EDIFACT standard may exist that add further constraints to 
the syntactical structure of exchanged messages. Thus, messages must not only 
comply with the international but also with the national EDIFACT standard, which 
are subject to periodical change by the regulatory authorities, with usually two 
releases per year.  

The process is triggered with a received MSCONS message after which the first 
syntax check happens. The second check is the examination of model error. In this 
task the rules force the declaration of a unique transaction ID between communicating 
partners. If there is no model error, the messages are classified. After this, a 
processability error check per message is performed. Messages may be invalid though 
syntactically correct. An invalid message causes an exception to be thrown. Currently, 
all of these exceptions are treated manually, involving the role of a knowledge 
worker. In the future it is possible to offer dynamic capabilities that routes the 
exception handling processes depending on the context in which the exception is 
thrown (see also section 4.2). If the message is processable, then the reading reason 
has to be determined since the MSCONS message is triggered due to a change of 
meter, installation of meter or period meter reading. Each reading reason has specific 
processes, still some components are recurring. After all messages are processed, they 
have to be archived. Fig. 2 illustrates only the “happy path” in the process of 
MSCONS Validation excluding the error conditions. For the sake of brevity the 
activities specifying which tasks should be executed when exceptions occur are 
omitted from the use case description and model. 

 

Fig. 2. Process of MSCONS Validation 

4 Variation Points for Capability Modelling 

This section contains a proposal how to apply concepts from variability modelling, 
i.e. variation points and variation aspects, for modelling capabilities. At the same 
time, a formalization of relationships between the core concepts of a capability is 
proposed (section 4.1) which extends what is defined in the meta-model introduced in 
section 2. Section 4.2 and 4.3 show the use of variation points and aspects in the 
industrial case; section 4.4 discusses initial experiences. 
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4.1 Variation Points and Variation Aspects in Capability Models 

As discussed in section 2.2, a further formalization of the term capability and its 
relations to related concepts is supposed to reduce ambiguities and improve 
preciseness. At the same time, variability is considered an important aspect in 
capability modelling and management. This is why we will focus our proposal for a 
more detailed formalization on aspects related to variability. The basic idea of our 
approach is inspired by variability modelling in general and feature modelling in 
particular (see section 2.3). We propose to identify those aspects in business services 
of an enterprises where alternative flows, functions or procedures are possible and to 
identify cause and type of variations. For this purpose, we introduce variation aspects 
as the cause of variations and variation points as the locations of the variations in the 
business service model. Variations in behavior, functionality or content can be caused 
by different aspects, like performance indicators, exception types or information 
input. Since the context of a capability and its elements already have been introduced 
as characteristics of adapting capabilities, our approach is that these variation aspects 
correspond to context elements. Variation aspects can be relevant for different 
business services and at different positions in the business service model. A variation 
point identifies the business service model element where a variation with respect to a 
specific variation aspect occurs. 

The formalization introduced in the following reflects the above ideas and starts 
with defining capability, context, business service, pattern and variant. Based on this 
definition, we introduce variation aspects and variation points and interlink them. 
Regarding the variants, our proposal is to also consider the fact, that variants can be 
composed of different alternating, optional or mandatory sub-variants. Decomposing 
variants in such a way will ease adaptation to different context. 

A capability structure is a tuple Cap := B,C, P,V, BT,CT, PT,VAss,VS, type{ } , 

consisting of 

• disjoint sets B and BT whose elements are called business service model 
elements and business service model element types respectively; and a function 

BBTtypeB →: , that assigns a type BTbti ∈  to an element bi ∈ B  

We assume that an enterprise’s services offered to their customers can be 
modelled. B represents the different elements of such a model and BT the types 
used. The inner structure of the model could be further specified, for example 
using OMG’s MOF. We by intention do not further specify the content of B since 
this is not required for our approach. B could be a business process model with 
attached web services or a software specification in UML, to just name two 
examples. With respect to the meta-model from section 2.1, B represents the 
Process concept. 

• disjoint sets C, and CT whose elements are called context elements and context 

element types, respectively; and a function CCTtypeC →: , that assigns a 

type CTcti ∈  to each Cci ∈ . C and CT represent the ContextSet concept 

from the meta-model. 
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• disjoint sets P, and PT whose elements are called pattern elements and pattern 

element types, respectively, with BTPT ⊆  and a function PPTtypeP →: , 

that assigns a type PTpti ∈  to each Ppi ∈ . P and PT represent the Pattern 

concept from the meta-model. 

• a set of variants V with PvBvVv iii ⊂∨⊂∈∀ : . V represents the 

ProcessVariant concept from the meta-model. 

Based on the above capability structure, we define a variability assignment as a 

tuple VAss := VA,VP,VPT, R, var{ } , consisting of 

• Sets of variation aspect VA with CVA ⊆ which means that each VAvai ∈
consists of one or several Cci ∈ . 

• Sets of variation point types VPT with PTVPT ⊆ and set of variation points 

VP with PVP ⊆ and VPTvptypeVPvp iVi ∈∈∀ )(:  

• Set of relations R and a function VPVAR ×:var  with 

),)(var(:: iiii vpvaRVAvaVPvp ∈∃∈∀ . This function relates variation 

aspects from the context to variation points in a pattern or variant. With var(R) = 
(vai,vpj) we define vpj as a variation dependant on vai.  

Furthermore, we define a variability specification as a tuple 

VS := V, R, man,opt, alt, req, excl{ } , consisting of 

• the variation set V introduced above and a set R whose elements are called 
relations; V and R are disjoined sets. 

• A function VVRman ×:  that relates mandatory variants. With man(R) = 
(V1,V2) we define V2 as a mandatory sub-variant of V1. 

• A function VVRopt ×:  that relates optional variants. With opt(R) = 

(V1,V2) we define V2 as an optional sub-variant of V1. 
• A function VVRalt ×:  that relates alternative variants. With alt(R) = 

(V1,V2) we define V2 as an alternative sub-variant of V1. 
• A function VVRreq ×:  that relates required features. With req(R) = 

(V1,V2) we define V2 as a required variant for V1. 
• A function VVRexcl ×:  that relates mutually-exclusive features. With 

excl(R) = (V1,V2) we define V2 is mutual-exclusive to V1. 

The functions are inspired by the relation types used in feature modeling for 
expressing relations between features (see section 2.3). 

4.2 Context of Business Service Delivery 

Context is a term that is used in many domains of computer science like artificial 
intelligence, operating systems, software engineering, databases, knowledge 



 On the Applicability of Concepts from Variability Modelling in Capability Modelling 73 

 

representation etc. The concept of context is also adapted by different disciplines 
other than computer sciences such as cognitive or social sciences. Thus the various 
definitions of context arise due to its widespread use. According to the framework of 
context use, the definitions and characteristics vary [14]. It is important that one 
should speak of the context in reference to its use [15], since there is no real 
consensual definition. Hence interpretation of context depends on the field of 
knowledge that it belongs to [16]. In accordance with [17] context is defined in this 
work as “any information that can be used to characterize the situation of any entity”. 

In the business process outsourcing use case described above, it is possible to 
identify context sets that consist of different context elements. These context elements 
define variation aspects introduced in section 4.1 and are related to the variation 
points in the process models (see section 4.3). For instance in order to execute the 
process “check file syntax” properly, the information about the country where the 
company operates is needed so that the appropriate service of the application is 
activated and parses the message. In addition other information like the role of the 
issuer and the addressee, the type of the message, the message version as well as the 
energy commodity needs to be acquired to “classify messages” before checking their 
processability (see also Fig. 2). The affects of the context elements to the process 
execution are demonstrated in the following section.  

The values of such context elements form a context set, which is required to realize 
the capability “MSCONS processes supporting automated validation & exception 
handling”. This capability is required to ensure correct exchange of messages between 
market roles. Different context sets arise due to various constellations of context 
elements. Since these context sets require the adoption of process variations, they are 
the main causes of process variability. This list of context elements derived from the 
use case and their ranges are illustrated in Table 1. 

Table 1. Context Elements as Causes of Variability 

ContextElement Range 
Country {EU, Non EU} 

Role {Grid Operator, Balance Supplier} 
Service Contract {Types of Exceptions, Backlog size} 
Application Reference {LG, EM, VL, TL} 
Process Execution {Cloud, Customer, SIV} 
Commodity {Gas, Electric, Water} 
Message Type {MSCONS, UTILMD} 
Message Version {2.2a, 2.2b, 5.0, 5.1} 
Exception Handling {Routine, Knowledge Worker} 

4.3 Variation Points in the Industrial Case 

This section aims at applying the idea of variation points and variation aspects to the 
industrial case presented in section 3. Since the business services in the case are 
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defined and modelled in a process-centred way, we will consider processes and 
process variants instead of business services in general. 

Process variations are used to react to the anticipated changes in context and to 
adjust the capability delivery process as the following scenario demonstrates: the 
system imports an MSCONS message sent from the market role “grid operator” to 
another market role “balance supplier” with the message type “change of balancing 
area”. In this case the application does not execute the standard process that changes 
the balancing area, but instead it changes the tariff that the customer uses. If the same 
message type was sent from the balance supplier to grid operator, then the standard 
process that changes the balancing area had to be executed. Thus two context 
elements “market role” and “message type” form the context set “CS1”. The context 
set information is applied to complex gateway in Fig. 3. 

 

Fig. 3. Variation Points and Context Set 

Regarding the formalization of capability structure, following observations were 
made. The business service model elements ( B ) are activities in MSCONS 
Validation processes. The context elements ( C ) that are required to realize the 
capability are listed in Table 1. In accordance with the actual values of context 
elements, different process variants ( V ) can be executed to deliver the capability. In 
order to deliver the capability, the variability should be assigned (VAss ) by applying 
patterns ( P ). The variability assignment was also defined as a tuple. The variation 
points (VP ) are those activities in the process model directly affected by the context 
set, hence they are related to one or more context elements. Moreover, the context set 
defines the variation aspects (VA ). In this example we have a variation aspect of a 
“process execution” depending on context elements like roles and message types. 
This shows that the variation aspects are related to the variability points via context. 
Last but not least, different relations between process variants can be specified (VS ), 
e.g. the process variants in Fig. 3 are mutually exclusive, since only one of them can 
occur at a time. 

4.4 Discussion 

The application of variation points and variations aspects in the industrial case 
confirmed that these concepts originating from feature modelling in principle can be 
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transferred to capability modelling. Variation aspects, which in feature modelling are 
the characteristics deciding about mandatory, optional, mutually-exclusive or required 
features correspond to context elements in capability modelling; variation points in 
feature models are the different feature nodes which corresponds to business service 
model elements in capability models, e.g. activities in the process models of the 
industrial use case. However, the utility of variant hierarchies from feature modelling 
intuitively makes sense, but still has to be investigated in capability modelling. 

The formalization of the relations between context, process, pattern, variant and 
capability resolves some of the ambiguities discussed in section 2, but not all of them. 
The definition of operational semantics still is required if capability models are meant to 
transformed to executable or enactable representations. The way of formalization 
presented in section 4.1 is not the only possibility. Using OCL constraints or other 
formal languages as annotations to the existing relationships between concepts in 
combination with further refinement of the concepts' attributes would be another option.  

Although the formalization does not assume a process-oriented perspective on 
business services, the practical use with other business service representations, e.g. in 
functional or declarative paradigms, will have to be investigated in future work, since 
the industrial case only confirmed the use process-oriented business services. 

5 Summary 

New situations in business environments arise due to changes in regulations, bylaws 
and customer preferences. The capabilities help companies to continuously deliver a 
certain business value in these dynamically changing circumstances by adjusting the 
service delivery to different contexts. This paper focuses on the variation aspects of 
the business services which are triggered by the changes in context. As a starting 
point the capability meta-model introduced in [13] is taken.  

In section 2 the relations between the concepts concerning the capability are 
discussed. These discussions addressed the need to contribute to capability modelling 
by specifying the relations of the meta-model components, particularly Capability, 
Process and Context. At the same time, we suggested that variability is considered as 
important aspect in capability modelling and introduced an example from an 
industrial use case. The variation aspects are mainly reflected on the business 
processes since the use case is modelled in a process-centred way. In the future, the 
relation between variation aspects and different paradigms such as service-oriented-
architectures can be further investigated.  

Another contribution of this work is an initial formalization approach that is 
proposed to increase preciseness of the term capability and to specify how the term is 
related to the aspects in the meta-model concerning variability. In that way we aim to 
avoid ambiguities identified in the underlying capability meta-model and enumerated 
in section 2.2. Future challenges may include attempts to specify or extend the formal 
capability definition to emphasize the semantics of associations between the 
capability components.  
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Abstract. Companies need to acquire the right capabilities from the right 
source, and the right shore, at the right cost to improve their competitive posi-
tion. Capability sourcing is an organizing process to gain access to best-in-class 
capabilities for all activities in a firm’s value chain to ensure long-term compet-
itive advantage. In this paper, capability sourcing modeling is introduced as a 
technique to create sourcing alternative solutions to facilitate strategic sourcing 
decision making. Our approach is applying conceptual models as intermediate 
artifacts which are schematic descriptions of sourcing alternatives based on or-
ganization’s capabilities. Therefore, a high-level conceptualization based  
on Service-Dominant Logic (S-D Logic) is proposed as a language to create  
capability sourcing conceptual models.  

Keywords: strategic sourcing, capability sourcing, capability sourcing model-
ing, capability sourcing conceptual models, service system, dynamic capability, 
competitive advantage.  

1 Introduction 

“For years, sourcing has just been another word for procurement — a financial ma-
terial, but strategically peripheral, corporate function. Now, globalization, aided by 
rapid technology innovation, is changing the basis of competition [1]. It’s no longer a 
company’s ownership of capabilities that matters but rather its ability to control and 
make the most of critical capabilities, whether or not they reside on the company’s 
balance sheet” [1]. 

“Sourcing is evolving into a strategic process for organizing and fine-tuning the 
value chain” [1]. Companies should be looking for alternative sourcing of business 
capabilities to seize new market opportunities. Yet few companies are taking full 
advantage of the cost and flexibility opportunities in the new global arena [1]. 

Strategic sourcing is a systematic and fact based approach for optimizing an organ-
ization's supply base and improving the overall value proposition. “Strategic sourcing 
allows companies to take full advantage of cost, flexibility and new capability oppor-
tunities; whether delivered by traditional suppliers, trading partners, distributors, 
agents and even customer self-service models” [2]. 
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Strategic sourcing is rooted in the idea that a business must have a set of explicitly 
defined capabilities in order to execute its strategy successfully [2]. “Leaders often 
mistake the course of action and pursue a wrong path — diverting attention from the 
intended strategy. A root cause is often that strategic intent and objectives are not 
articulated in clear operating language for better execution. A written strategy does 
not ensure strategic action” [2].  

Sourcing decisions are strategic decisions at the management level of organization. 
These decisions are related to the organizing process of an organization. Organizing is 
defined as the process of arranging resources to work together to accomplish a goal 
[3]. The organizing process formulates corporate strategies to achieve competitive 
advantage through arranging the firm’s resources and configuring the firm’s capabili-
ties within a changing environment. In the organizing process, strategic decisions are 
made about choosing the right sourcing solutions like outsourcing, insourcing or co-
sourcing. Sourcing decisions include the commitments, decisions and actions required 
for a firm to achieve strategic competitiveness on resources and organizational  
capabilities.  

At the strategic management level in an organization, decision makers need to 
share a common ground or a common language to facilitate their discussions [4]. A 
common language is needed to define and articulate concepts that facilitate the de-
scription of objects of strategic interest and that improve the strategic discussions and 
enhance related decision making [5]. We introduce capability sourcing modeling as a 
technique to create sourcing alternative solutions. Capability sourcing models can 
facilitate strategic sourcing decision making to choose the right sourcing solution for 
the organization. Our approach is applying a conceptualization based on service sys-
tem as a language for modeling the relevant concepts of strategic capability sourcing. 
This conceptualization can serve as a common language to facilitate discussions about 
sourcing at the strategic management level in an organization.  

A theoretical background of strategic sourcing and competitive advantage is ex-
plained in the next section. In the third section, the capability sourcing process and 
modeling are introduced as an approach to improve the firm’s competitive position. 
Finally, in the last section, conceptualization as a solution is proposed for capability 
sourcing modeling.  

2 Theoretical Background 

Strategy is the direction and scope of an organization over the long term, which 
achieves competitive advantage for the organization through its configuration of re-
sources and capabilities within a changing environment. Companies need to leverage 
right strategic sourcing (the right capability at the right cost from the right source and 
the right shore) to improve their competitive position. Competitive advantage is the 
ability to create more economic value than competitors. It is a firm’s profitability that 
is greater than the average profitability for all firms in its industry. Furthermore, sus-
tained competitive advantage is a firm maintaining above average and superior profit-
ability and profit growth for a number of years. Competitive advantage results in  
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superior profitability. The primary objective of strategic sourcing is to achieve a  
sustained competitive advantage which in turn results in superior profit and profit  
growth [6]. 

The firm’s resources, capabilities and competencies are the main factors driving 
the strategic sourcing. Resources are the assets that organizations has or can call upon 
(e.g. from partners or suppliers), that is, ‘What the firm Has’. Two categories of  
resources are tangible resources and intangible resources.  

According to the Resource-Based View (RBV) theory, a firm is able to achieve 
sustained competitive advantage if it can acquire and control Valuable, Rare, Inimita-
ble, and Non-substitutable (VRIN) resources [7]. Valuable resources need to deliver a 
product or service that is not currently available from a competitor. Only value-adding 
resources can lead to competitive advantage, whereas non-value-adding resources 
may lead to competitive disadvantage. Rare resources are those possessed uniquely 
by one organization or by a few others only (e.g. a company may have patented prod-
ucts, have supremely talented people or a powerful brand). Rarity could be temporary 
(e.g. patents expire, key individuals can leave or brands can be de-valued by adverse 
publicity). Valuable common resources can lead to competitive parity but no advan-
tage. Valuable rare resources can provide, at best, temporary competitive advantage. 
Inimitable resources are those that competitors find difficult to imitate or obtain, 
usually due to unique historical conditions, causal ambiguity or social complexity. 
They are things such as culture, partnerships and working relationships perhaps un-
derpinned by recruitment, training, motivating and rewarding staff. Valuable, rare, but 
imitable resources provide temporary advantage. Only valuable, rare and hard-to-
imitate resources can provide sustained competitive advantage. Non-substitutable 
resources do not have strategic equivalents, such as firm-specific knowledge or trust-
based relationships. Valuable, rare, hard-to-imitate resources and non-substitutable 
resources can also provide sustained competitive advantage [8]. 

VRIN resources if managed by unskilled people will provide no benefit to the firm. 
The resources themselves do not confer any advantage for a company if they are not 
organized to capture the value from them. A firm must organize its management sys-
tems, processes, policies, organizational structure and culture to be able to fully real-
ize the potential of its valuable, rare, hard-to-imitate and non-substitutable resources. 
Only then the companies can achieve sustained competitive advantage. Therefore, 
VRIN framework is modified to VRIO framework [9]. For a firm’s resources to be 
the basis of a competitive advantage, they must have VRIO attributes: valuable (V), 
rare (R), costly to imitate and non-substitutable (I) and Organization (O). Also the 
firm must be able to organize (O) in order to capture the value of the resources. The 
organization (O) means “how is a firm organized to develop and leverage the full 
potential of its resources base” [9].  

The concept of capability represents the firm’s capacity or ability to integrate the 
firm’s tangible and intangible resources to achieve a desired objective, that is “What 
the firm Does”. So, capabilities can be considered as the Organization (O) in VRIO, 
as the firm’s capacity and ability to capture the value of resources [9]. 

The concept of Competency captures the essence of what makes an organization 
unique in its ability to provide value to customers. Competencies are “What a firm 
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Does that is strategically valuable” (e.g. product design skills, cooperative relation-
ships). Distinctive competency is something that an organization does particularly 
well relative to its competitors. It is a unique firm-specific strength that allows a com-
pany to better differentiate or achieve lower cost than rivals [6]. These arise from 
VRIN resources and capabilities.  

Summarizing, strategic sourcing is the direction of an organization to achieve 
competitive advantage through its configuration of VRIN resources, capabilities and 
distinctive competencies within a changing environment. (Fig.1) 

 

 

Fig. 1. Competitive advantage through strategic sourcing 

To complete the theoretical foundation of our proposed solution, one more concept 
is needed. The Dynamic Capability (DC) of an organization is defined as “the capaci-
ty of an organization to purposefully create, extend, and modify its resource base” 
[10]. The resource base includes the tangible, intangible resources as well as capabili-
ties which the organization owns, controls, or has access to on a preferential basis 
[10]. The concept of DC has evolved from the RBV theory. RBV proponents argue 
that VFIN resources can be a source of superior performance, and may enable the 
firm to achieve sustained competitive advantage. DC has lent value to the RBV argu-
ments as it transforms what is essentially a static view into one that can encompasses 
competitive advantage in a dynamic context [11], [12],[13]. Therefore, the “O” in 
VRIO should refer to DC as the organization (O) needed to transform bundles of re-
sources into competitive advantage [9]. 

Three cluster of capabilities can be realized by DC: 1) Sensing capability - dynam-
ic capability of opportunity identification; 2) Seizing capability - dynamic capability 
of opportunity investment; and 3) Transforming capability - dynamic capability of 
recombination and reconfiguration. The enterprise will need sensing, seizing, and 
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reconfiguring capabilities to be simultaneously developed and applied for it to build 
and maintain competitive advantage [14].  

The roots of competitive advantage are thus found in DC, as shown in Fig 2. The 
Dynamic Capability lets a firm arrange and develop its resources to create and capture 
value. This ability leads to achievement of competitive advantage. For creating and 
capturing value, two basic strategies are low cost (similar product at lower cost) and 
differentiation (price premium from unique product) [6]. 

 

Fig. 2. Dynamic capability to achieve and sustain competitive advantage 

3 Solution Approach 

Capability sourcing began as a cost-cutting measure, but companies that create real 
sustained value routinely use it for far more strategic ends to gain capabilities that 
they don't have in-house, or to strengthen capabilities they do have, for everything 
from developing world-class talent to bringing new products to market faster and 
enabling business model innovation [15]. The capability sourcing process improves a 
company's competitive position by ensuring that processes and functions are obtained 
from the right source at the right cost. Greater focus on capability sourcing can im-
prove a company’s strategic position by reducing costs, streamlining the organization, 
and improving quality [15]. Also it can support companies for finding more-qualified 
partners to provide critical functions that usually allow to enhance their core  
capabilities that drive competitive advantage in their industries [1]. 

Capability sourcing is a process of gaining access to best-in-class (sensing, seizing, 
and reconfiguring) capabilities in a company’s value chain to ensure sustained  
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competitive advantage. Right sourcing of sensing, seizing, and reconfiguring capabili-
ties improves the competitive position of firm across the value chain and within a 
changing environment. Right sourcing means leveraging the right capability at the 
right cost from the right source and the right shore to improve the competitive posi-
tion. Capabilities are the key to alignment and successful strategy execution. Capabili-
ties exist across the value chain and in order to achieve high-performance a business 
must learn to manage capabilities that other parties in the value chain perform. They 
must learn to govern a network of capabilities. Right sourcing allows sharper focus on 
differentiating capabilities. On the other hand, incorrect sourcing decisions limit agili-
ty and increase costs. Capabilities where the company is not best in class can be, 1) 
built internally via process improvement and investment; 2) outsourced to a provider 
who is best in class; 3) moved offshore when cost and/or quality are superior. Clarify-
ing the value contribution (or strategic relevance) of each capability helps a business 
allocate the right level of time and resources — whether to strengthen, minimize or  
outsource. Determining the value contribution helps focus resources and sourcing 
alternatives on capabilities that create value and distinctiveness, or identifies where to 
target efficiency work, either through rigorous process improvement or sourcing to a 
low cost provider [2]. 

We propose capability sourcing modeling as a technique to explore sourcing alterna-
tive solutions which are insourcing, outsourcing or sharing forms (e.g. in-house, spin-off 
and joint venture) of sourcing. A capability sourcing model is a model of an organiza-
tion’s capabilities like a blueprint (i.e., a capability map) to express the capabilities that 
are necessary to execute the stated strategy. The capability map as a capability sourcing 
model is a black-box model to support strategic decision makers to organize their firm’s 
resources and capabilities in a right way (cost, source and shore). This model can express 
the firm’s capabilities across the value chain as 1) Insourced capabilities that are assigned 
to an internal (but ‘stand-alone’) entity that specializes in that operation. 2) Outsourced 
capabilities that are assigned to a third party to perform on its behalf. 3) Co-sourced ca-
pabilities that are assigned to a partnership as a long-term cooperation between two (or 
more) business partners. Therefore, the capability map can facilitate decision making to 
choose the right sourcing forms as in Table 1.  

Table 1. Sourcing alternatives based on a capability map 

Capability  Sourcing alternatives (forms) 

Insourced capabilities 
 Shared service center (SSC) 
 Captive center 

Outsourced capabilities 

 Nearshore outsourcing 
 Offshore outsourcing 
 Business Process Outsourcing (BPO) 
 Build Operate Transfer (BOT) 

Co-sourced capabilities 
 Selective sourcing 
 Joint venture 
 Strategic alliance 

 
Our approach to create a capability sourcing model as a part of sourcing solutions 

is applying conceptual modeling. “Conceptual modeling is a widely applied practice 
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and has led to a large body of knowledge on constructs that might be used for model-
ing and on methods that might be useful for modeling” [16]. The main purpose of 
conceptual modeling is extraction of a high-quality conceptual schema of a system.  

“Conceptual models are used as intermediate artifact for system construction. 
They are schematic descriptions of a system, a theory, or a phenomenon of an origin 
thus forming a model” [17], [18]. A conceptual model is a model enhanced by con-
cepts. Conceptual models use a language as a carrier for the modeling artifact and are 
restricted by the expressiveness of this carrier [17], [18]. This language is often also 
used for the description of the concepts that are incorporated into a modeling result. 

Therefore, for capability sourcing modeling, we use conceptual models as interme-
diate artifacts which are schematic descriptions of sourcing alternatives based on or-
ganization’s capabilities. We propose the Service-Dominant Logic (S-D Logic) as a 
language and the service system abstraction as a high-level conceptualization [19] for 
modeling the intermediate artifacts in capability sourcing conceptual modeling.  

4 Proposed Solution 

“Conceptualization aims at collection of objects, concepts and other entities that are 
assumed to exist in some area of interest and the relationships that hold among them. 
It is thus an abstract, simplified view or description of the world that we wish to 
represent. Conceptualization extends the model by a number of concepts that are the 
basis for an understanding of the model and for the explanation of the model to the 
user” [17].  

S-D Logic provides a framework for thinking more clearly about the service sys-
tem and its role in competition (competitive advantage) [20], [21]. The S-D Logic 
views a service system as a dynamic value co-creation configuration of resources, 
including at least one operant resource, all connected internally and externally to other 
service systems by value propositions [22]. Service system as a dynamic value co-
creation configuration of resources is related to the concept of Dynamic Capability 
that is defined before (in section 2) as the capacity of an organization to purposefully 
reconfigure its resource base. More specifically, the concept of service system can be 
used for modeling the bundle of VRIN resources that can be used to provide services 
to other service systems in order to create value and then to achieve the sustained 
competitive advantage. (Fig. 3)   

S-D Logic views service as the application of operant resources – for example 
skills and knowledge that are capable of acting and producing effects in other re-
sources – for the benefit of another party. Service is the fundamental basis of ex-
change. “Competing through service is about applying operant resources better than 
the competition”’ [20], [21]. The concept of service can be used for modeling the 
connection between service systems as the  “service-for-service exchange” that is 
needed to create value.  

S-D Logic represents a shift in focus from operand to operant resources. Operand 
resources are resources upon which an operation or act is performed to produce an 
effect like primarily physical resources, goods, etc. Operant resources are resources 
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that produce effects e.g., primarily knowledge and skills. Operant resources are active 
resources that are capable of creating value [23]. Competitive advantage is a function 
of how one firm applies its operant resources to meet the needs of the customer rela-
tive to how another firm applies its operant resources. Since applied operant resources 
are what are exchanged in the market, they are the source of competitive advantage. 
“Operant resources are the fundamental source of competitive advantage” [20], [21]. 
The concept of operant resource can be used for modeling the VRIN resources and 
capabilities (resource base) that have potential to achieve the sustained competitive 
advantage.  (Fig. 3) 

The ability to integrate operant resources between organizations increases the abili-
ty to gain competitive advantage through innovation. Firms gain competitive advan-
tage by engaging customers and value network partners in co-creation activities. One 
opportunity for organizations to compete through service is to identify innovative 
ways of co-creating value. The central idea of S-D Logic is the concept of resource 
integration as a key mechanism for value co-creation. The individual firms need a 
network-to-network conceptualization of relationships that converge on value creation 
through a web of resource integration. Resource integration is therefore a multidirec-
tional network-oriented process with parties integrating multiple resources for their 
own benefit and for the benefit of others [20], [21].  Resource integrating is a process 
for value co-creation through a value network of actors that results in a competitive 
advantage. The concepts of value co-creation and resource integration can be used for 
modeling the collaborative relationships between a firm and its value network  
partners to achieve the sustained competitive advantage. (Fig. 3) 

The core concepts of S-D Logic like service exchange, value co-creation, resource 
integration, and collaborative relationships point to a generic actor conceptualization 
in which all actors engaged in exchange (e.g., firms, customers, etc.) are viewed as 
service provider or value creator. In other words, all social and economic actors are 
essentially doing the same thing: creating value for themselves and others through 
reciprocal resource integration and service provision [24]. S-D Logic views the social 
and economic actors as an operant resource – a resource that is capable of acting on 
other resources, a collaborative partner who co-creates value. “The value network 
member (actor) that is the prime integrator is in a stronger competitive position” 
[20], [21].  The concept of actor (resource integrator or value co-creator) can be used 
for modeling internal and external service providers. (Fig. 3) 

Value comes from the ability to act in a manner that is beneficial to a party. Value 
is subjective and always ultimately determined by the beneficiary, who in turn is al-
ways a co-creator of the value. Value creation is at the heart of competitive advan-
tage. A firm is said to have a competitive advantage only if it can create more  
economic value than its competitors. The concept of value can be used for modeling 
value creating (value-in-use) and value capturing (value-in-exchange) to achieve the 
sustained competitive advantage [25]. (Fig. 3) 
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Fig. 3. A high level conceptualization for capability sourcing modeling 

The proposed conceptualization (Fig. 3) can be applied to build capability sourcing 
conceptual models as intermediate artifacts which are schematic descriptions of 
sourcing alternatives based on organization’s capabilities. Service system can be used 
for modeling the bundle of (operand/operant) resources which are able to exchange 
services through value propositions. The bundle of resources in a service system can 
be available internally or externally. Therefore, it can be provided through internal 
providers (firm) or external providers (market). Determining the value contribution of 
a service system can be used to analyze whether resources are able to provide a (sus-
tained, temporary, parity) competitive advantage within an capability or not. This 
analysis may be a step toward a decision on making, buying or sharing this capability.  

5 Conclusion 

Capability sourcing conceptual models as intermediate artifacts are schematic descrip-
tions of sourcing alternatives based on organization’s capabilities. These models help 
decision makers to choose the right sourcing alternatives for capabilities such as  
insourcing forms (e.g. in-house, captive center), outsourcing forms (e.g. spin- off, 
divestment) and sharing forms (e.g. strategic alliance, joint venture).  S-D Logic is 
introduced as a language and conceptualization for modeling these intermediate arti-
facts in capability sourcing. The proposed 'high-level' conceptualization is more an 
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integration of different theoretical concepts. It provides a frame of reference to define 
a more specific conceptual framework and meta-model for modeling strategic sourc-
ing alternatives and elaborating analytical techniques to explore, compare, and  
evaluate alternatives and make the right decision. 

The next steps in our research are 1) Further defining capability sourcing concep-
tual modeling as a technique, capability sourcing conceptual models as intermediate 
artifacts and capability sourcing conceptualization as a language through elaborating 
more the proposed abstraction based on S-D Logic; 2) Applying capability sourcing 
conceptual method, artifacts and language to create sourcing alternative solutions.  
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Abstract. Any organization in subject of changes in the environment, or having 
the desire to improve, needs to change their processes, personnel and their use 
of resources. Changes, may they be called for by external threats or 
opportunities or internal strengths or weaknesses, take their departure in an 
organizations existing capabilities. To support change, there is thus a 
fundamental need to understand and analyse an organizations capabilities in 
order to perform changes. In this paper we present an approach to support 
organizational change by the use of a capability based recursive analysis, and a 
set of improvement patterns. The recursive analysis is based on resource types, 
and capability sub-types. We illustrate the approach by using several examples 
taken from the industry.  

Keywords: Dynamic Capability, Capability Engineering, Enterprise Modelling.  

1 Introduction 

Modern organizations work in ever changing environments. They constantly need to 
adopt their capabilities to meet new demands from customers and in order to increase 
their efficiency. Failure of an organization to adapt to radically changing 
environments can endeavour organizations profitability or even its existence [1]. 
There are no signs that the pace at which the organizations need to adapt to changes is 
slowing down. On the contrary, organizations that have a competitive advantage tend 
to keep that advantage for a shorter time [2]. Thus, to survive and grow in a dynamic 
environment with global competition for customers, capital and skilled workforce, a 
modern enterprise needs to quickly adapt its capabilities and business model to 
changes in the environment. If successful, organizations can use the opportunities 
these changes offer for launching new products and services. 

Adapting to changes in the environment can be a complex task. First, an 
organization needs to know its current state. Secondly, there is a need to identify and 
understand the changes that need to be carried out.  

There are several ways to describe an organizations current state. One established 
way is to describe an organization from a resource based view. Taking a resource 
based view [3] entails examining an organization’s resources in the form of tangible 
and intangible assets under the control of the organization. These resources include 
the products an organization owns, its personnel skills, its processes, and the 
information it controls. An organization can, though, make use of its resources in 
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different ways. Therefore, the concept of capability has been introduced. Capability 
can be defined as the ability of an organization to manage its resources to accomplish 
a task.  The capabilities of an organization are thus tightly tied to the management of 
to its resources.  

The resource based view has later been adopted to describe the necessity for 
organization to be dynamic, and thus develop skills to have “dynamic capabilities” 
[4]. The problem is, however, that little attention has been paid to providing 
organizations with a practical, easy-to use approach to analyse its existing 
capabilities, and to change them.  

The long-term goal of our research is to provide a practical approach to model, and 
change an organization based on its existing capabilities. This paper presents an initial 
approach that achieves this, based on two main contributions, namely a modelling 
approach that allows the identification and description of organizational capabilities 
and patterns that facilitate change. We ground our approach in an industrial case, 
showing its initial viability.  

The first contribution is a modelling approach that describes an organization as a 
recursive structure of capabilities, including the resources being used. The objective 
of having such a model is to help an enterprise to better understand its existing 
structure of capabilities so that it could be fully exploited and/or improved. Note that 
the creation of this form of model is not a trivial matter, as only the most visible 
processes usually catch attention of management and consultants. These easy-to-find 
processes represent only the tip of an iceberg of processes that exists in the enterprise, 
often in a half-documented, or in a totally undocumented form.  

Our second contribution is a set of initial transformation patterns that allows an 
organization to find out possible new capabilities. These patterns rely on the 
previously defined model of capabilities. The approach presented in this paper fulfils 
one of the research topics as presented by the authors in [5]. In particular we 
introduce an approach tailored for identifying capabilities, and introduce new patterns 
for changing an organization.  

This paper is structured according to the following. The next section sets this 
research in the context of related research. Section 3 gives and overview of the 
approach and defines its key concepts. Section 4 describes the first part of the 
approach, the recursive modelling of capabilities. Section 5 describes a set of patterns 
for discovering beneficial changes to the capabilities. Section 6 demonstrates the 
approach by applying it to an industrial case.   

2 Related Research  

Using capabilities as the foundation to describe organizations is not new, and can be 
found in the research domain of strategic management and enterprise architecture. 
Furthermore, recursive approaches to describe an organization, have been applied in 
the area of enterprise modelling. The research about these two concepts, capabilities 
and recursive approaches to describe an organization, are further described in this 
section. 
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In strategic management the notion of dynamic capability can be used to describe 
the key properties that makes and organization withstand and make use of change. 
Analysis of existing companies has revealed differences in how successful companies 
manage change [6]. Even though the concept of capability has fluctuated in the area 
of strategic management, there is a tendency to associate it with resources and their 
allocation [7]. We use this interpretation of capability, that is, we view resources and 
their use as an integral part of capabilities. Frameworks such as Barneys VRIN [3] 
(Valuable, Rare, In-imitable, Non-sustainable) has been suggested as a way to find the 
resources that constitutes a company’s competitive advantage. In contrast to the 
VRIN framework, our target is not to only elicit the resources that are company 
unique, we rather provide a tool for analysing all capabilities of an organisation.  

In the strategic management area several authors are focusing on business 
transformations. These transformations can target finding a non-competitive area for 
products [8], or more general changes to the business model [9]. However these 
transformations, or patterns, only work on a high-level and thus run the risk of 
missing business opportunities buried in the lower levels of an organization. The 
recursive approach presented in this paper can be combined with the above mentioned 
approaches, since it adds the possibility to in detail analyse an organization.  

In the area of enterprise modelling and architecture, the concept of capability has 
been used as a mean to develop dynamic IT solutions [10], and also to describe an 
organizations readiness for using enterprise architecture. This is most notable in the 
open group TOGAF framework [11], where capability frequently refers the 
architecture readiness of an organization. In general enterprise models has been used 
before as a step-wise way to analyse and change an organisation [12]. Our modelling 
approach is however particularly focusing on capabilities and is applying a recursive 
structure. 

Analysis of enterprises based on the idea of a recursive structure has been done by 
several researchers and practitioners using the concept of fractal organisations, e.g., 
[13], [14]. In essence, fractals are a high-level abstract idea of a structure with a 
recurring (recursive) pattern repeating on all levels. Hoverstadt [13] uses the viable 
system model (VSM) to unfold the fractal structure of the enterprise via the system - 
subsystems’ relationships. Our long term goal is similar to Hoverstadt’s: create an 
approach for modelling an enterprise as a multi-layered complex system. However, 
we use a different approach to enterprise modelling, instead of system subsystems 
relationships, we interleave capabilities and resources when building an enterprise 
model. Moreover, Sandkuhl and Kirikova [14] present the idea to find fractal 
structures in an enterprise model built when using a general modelling technique. The 
approach in [14] radically differs from that of ours. We have a hypothesis of a 
particular fractal structure to be found when analysing an enterprise, while [14] is 
trying to find any types of the fractal structures based on the generic characteristics of 
organizational fractals.  
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3 Overview of the Approach 

The approach presented is this paper is based on the idea that an organization’s 
capabilities can be used as a foundation for describing and changing the organisation. 
Following a resource based view [3], we define a capability as the ability of an 
organization to manage its resources to accomplish a task. As pointed out in [7] an 
organization can only be said to exhibit a certain capability if it is able to repeatedly 
apply it. In essence this also means that the organization must have the resources and 
that the right capacity of those resource to perform the tasks. In this paper we build on 
this view of capabilities and use the notion of resource types (e.g. people, 
infrastructure), and tasks in the form of execution templates (e.g. a documented 
manufacturing process).     

The approach is built upon two main steps. The first step consists of uncovering an 
organisations structure by recursively applying the concepts of capabilities and 
resources. This is aided by the use of a set of capability resource types and a set of 
capability sub-types. The second main step consists of transforming the organizational 
structure to construct a more viable structure. This second step is aided by the use of a 
set of simple transformation patterns. These two steps are described in detail below: 

Step1, uncovering the organizational structure, is performed according to the 
following procedure. One starts with the visible part of the iceberg, so-called main 
capability. Here, as main we count capabilities that produce value for which some of 
the enterprise external stakeholders are ready to pay, e.g., customers of a private 
enterprise, or a local government paying for services provided to the public. Typical 
examples of main capabilities are product manufacturing, or service delivery (e.g., 
educational process at a university). When the main capabilities are identified, one 
proceeds "under water" following up resources that are needed to run the main 
capability. Each resource type requires a set of so-called supporting capabilities to 
have the corresponding resources in "working order" waiting to be deployed in the 
main capability. To supporting capabilities belong, for example, human resources 
(HR) (e.g., hiring or retiring members of staff) that ensure the enterprise having right 
people to be engaged in its main activities. 

To convert the procedure above into a procedure that could be easily used in 
practice, we introduce: 

 Capability resource types that aid in the identification of the resources that are a 
part of a particular capability. This is especially important as a starting point to 
unwind an organizations main capability.  

 Capability sub-types that aid the exploration of supporting capabilities that are 
needed for each resource that are being part of a (main) capability.  

Having these resource types and capability sub-types will help us to unveil the 
dynamic structure of an organisation starting from the main capability and going 
downwards via repeating pattern capability, its resources, sub-capabilities for each 
resource, resources for the sub-capability and so on. As the result we will get an 
indefinite tree consisting of the same type of elements. Such kind of structures is 
known in the scientific literature under the name of fractal structures [15]. As the 
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result we will get an indefinite tree consisting of the same type of elements. Such kind 
of structures is known in the scientific literature under the name of fractal 
structures [15]. 

Step 2 aims at transforming the structure identified during step 1. Essentially the 
aim is to identify sub-capabilities that can be transformed into more customer oriented 
capabilities, thereby creating a new business model for the organization. A part of this 
transformation process is to examine if there need to be a change in the resources 
being used, and the needed capacity of the resources. The transformation can be done 
in several different ways, however in this paper we focus on supporting an initial 
transformation by using transformation patterns: 

 A capability transformation pattern describes a modification of a capability 
structure (see step 1) into a new structure.  

Based on the description above, the goal of this paper is to introduce the resource 
types, capability sub-types and transformation patterns, and show how to use them in 
practice to untangle and improve the dynamic structure of an organisation.  

The research presented in the paper is done in the frame of the design science 
paradigm. The goal of such kind of research is finding and testing a generic solution, 
or artefact, for a class of practical problems [16]. The resource types, capability sub-
types and transformation patterns and procedure of using them suggested in this paper 
constitute the design science artefact.  

4 Identifying Organisational Capabilities 

In the previous section we gave an overview of the approach, in this section we go 
into details about the first step - uncovering the organizational structure. We thus first 
introduce (Section 4.1) how to identify capabilities and their resources before going 
into details on how to find sub-capabilities (Section 4.1). 

4.1 Applying Capability Resources Types 

We consider as enterprise any organization where the operational activities of which 
are financed by external stakeholders. It can, for example, be a private company that 
gets money for its operational activities from the customers, a head office of an 
interest organization that gets money from the members, or a public office that gets 
money from the taxpaying citizens or inhabitants. We consider a main capability of an 
enterprise to be a capability that produces value to the enterprise's external 
stakeholders for which they are willing to pay. Note here that the concept of 
capability includes the resources being used to produce value. Our definition of main 
capability is thus not the same as the concept of core capability. Core capability refers 
to the inner sub-capabilities that are unique within a market segment and gives an 
enterprise competitive advantage [17]. For example, we do not consider as main 
capability neither sales nor marketing processes, nor product development processes 
in a product manufacturing company. 
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To ensure that the enterprise can make use of its capabilities, it is essential that it 
got the necessary resources and that the capacity of the resources match the need. To 
describe the resources, is it practical to employ some form of classification scheme. 
An initial classification of resources coupled with enterprise capabilities is to divide 
resources into physical infrastructure resources, workforce in form of human capital, 
and organizational capital resources [3]. Organizational capital resources include the 
management plans and coordination to perform actions. In order to simplify the 
identification of resources we use this classification with the following additions: 
Firstly, in order to describe an enterprises relations to external stakeholders we 
introduce paying stakeholder (as described above), and partners. Moreover, to focus 
on the documented management procedures, we refer execution templates. We thus 
make use of the following resource types:  

 Paying stakeholders. Examples: customers of a private enterprise, members of an 
interest organization, local or central government paying for services provided for 
the public.  

 Workforce – people trained and qualified for employment. Examples: workers at 
the conveyor belt, physicians, researchers. 

 Execution templates (ET). Plans of activities governing the use of resources, such 
as management policies and document methods. For example, for a production 
process in a manufacturing company, ET includes product design and design of a 
technological line to produce the product. For a software development company 
that provides customer-built software, ET could include a software methodology 
(project template) according to which their systems development is conducted.  

 Partners. Partners provide the enterprise with resources needed for the 
organizational capabilities, e.g., electricity (power provider), money (banks or 
other type of investors), parts, etc. Partners get compensation for their products and 
services in form of payment, profit sharing, etc. Partners can be other enterprises or 
individuals, e.g., retired workers that can be hired in case there is temporal lack of 
skilled workforce to be engaged in a particular process instance. 

 Infrastructure – equipment required for running the main task. Examples: 
production lines, raw materials, computers, communication lines, buildings, 
software systems etc. 

The list of resources types can be extended, and made more fine granular. 
However, the above list makes a practical foundation for untangling an enterprise’s 
structure.  Below we give some additional clarification on the list of resources above. 

 All resources are equally important, thus the order in which the resource types are 
listed is arbitrary. 

 The resource types are mostly describing intangible resources. This can make them 
clash with the notion of resource as used in the world of finance [18]. Except the 
infrastructure, all resources listed above belong to the category of so-called 
intangible assets of the finance world. 

 To be of use, each resource need to available in the right capacity. For example, 
hosting a niche website with few users may use a similar infrastructure as a popular 
website with high load, however the capacity of the infrastructure need to be vastly 
different. 
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To identify the main capability of an enterprise according to the above description 
an analysts can ask the question “What are the capabilities that produces value to the 
enterprise's external stakeholders for which they are willing to pay?”. The resource 
types can then be used to drive the exploration of the main capability. Figure 1 
contains an example in graphical form. The figure contains the main capability 
“Production manufacturing” in an ellipse and its constituent resources using 
rectangles. The arrows from the oval indicates the dependency that the capability need 
the resources to function, the resource type of each resource is indicated as a label on 
the arrows. If desired, the needed capacity of the resources could be indicated on the 
arrows (e.g. that the capability needs 10 workers). Note that the example includes two 
resources of type “Execution template”. 

 

Fig. 1. An example of a main capability and its resources 

As shown in the example, the resource types are used to detail the inner workings 
of a capability. The concept of capability is thus encompassing the resources and their 
correct configuration in the form of the needed capacities. To further explore an 
organization, we need to examine each resource in more detail.  

4.2 Capability Sub-types 

In the previous section we described how to identify main capabilities and their 
inherent resources. However each resource also needs to be managed to ensure that 
the overall capability is upheld. For example, an enterprise may need to work to 
promote their products in order to get new customers, or hire new workers if some 
workers leave. This handling of resources can be viewed as sub-capabilities. Indeed, 
some authors point out that this type of resource handling can be crucial for an 
enterprise and be an essential core capability of the enterprise [17]. 

To aid in the identification of sub-capabilities we make use of a simple  
acquire-maintain-retire resource lifecycle associated with each resource: 

1. Acquire – capabilities that result in the enterprise acquiring a new resource of a 
given type. The essence of this capability depends on the type of resource, the type 
of the main capability in which it is used and the type of the enterprise. For a 
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product-oriented enterprise, acquiring new customers (paying stakeholders) is 
done through its marketing and sales capabilities. Acquiring skilled work force is a 
task completed inside a recruiting process. Acquiring a new product design (an 
execution template) for a product-oriented enterprise is a task of new product and 
new technological process development.  

2. Maintain – capabilities that help to keep existing resources in the right shape to be 
useful in the capability of a given type. For customers (paying stakeholder resource 
type), it could be the capability to perform Customer Relationship Management 
(CRM). For workforce, it could be training. For an execution template, it could be 
process or policy improvements. For technical infrastructure, it could be a utilized 
cloud service provided by a partner. 

3. Retire – sub-capabilities that phase out resources that no longer can be used as part 
of the capability. For customers, it could be discontinuing serving a customer that 
is no longer profitable. For execution templates, it could be phasing out a product 
design that no longer satisfies the customer needs. For workforce, it could be actual 
retirement.  

 

 

Fig. 2. An example of applying the sub-capability types 

The sub-capability types can be graphically presented in the form of figure 2. 
Figure 2 contains an example of a customer resource in a manufacturing company. 
Just as for figure 1, the resource is represented by a rectangle, and (sub-) capabilities 
by ovals. An arrow from the resource to a capability shows that the capability is 
aimed at managing the given resource. The label on the arrow shows the type of the 
capability in relation to its resource – acquire, maintain, or retire.  

5 Changing Organisational Capabilities 

The work with identifying capabilities lay the groundwork for proposing changes in 
the structure. The impetus for changing the structure of and enterprise can be both 
threats from competing enterprises and external business opportunities, such as a 
growing market segment. As pointed out by Chesbrough [19], experimentation is an 
essential part of changing the way an enterprise conducts its business. Moreover, 
Chesbrough argues that a suitable model of the enterprise can be used as a starting 
point for this experimentation. The presented structure of capabilities, resources and 
sub-capabilities can be used for this kind of experimentation. However, rather than 
having an ad-hoc approach for the experimentation itself we propose to use a set of 
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generic capability transformation patterns. To illustrate their main use in this paper we 
here present two basic patterns that can be applied to the tree structure identified in 
the earlier step of the approach: 

 Externalising a capability. This involves taking a capability that the enterprise has 
and market it toward its customers. For example, the well-known on-line book 
retailer Amazon has turned its internal IT platform into a service that customers 
can buy. In essence, what Amazon did was taking an internal sub-capability and 
turned it into one of its main capabilities (note that we defined a main capability to 
be the ones directly providing values to paying customers).  

 Add value to a capability. While externalising a capability turns an existing 
capability into an organisation main capability, there is also the possibility to 
extend existing capabilities, or embed them into new main capabilities. For 
example, the ERP system provider Microsoft has plans to provide their ERP 
system Dynamic AX as a service hosted on Microsoft Azure based data centres. 
This move builds upon Microsoft capability to create ERP systems, combined with 
their capability to host cloud platforms. 

To leverage the capability structure that was defined earlier, the above patterns can 
be applied to the identified capabilities. In practical terms this involves finding 
possible candidates for externalisation (the first pattern) by, for each capability, 
asking “Can this capability deliver values directly to customers?”. The use of the 
added value pattern (the second pattern) can be assessed by in a similar manner 
asking “Can we combine this capability with other capabilities in order to provide 
value to our customers?”. Examining the existing structure using the patterns provide 
a structured form of experimentation with an enterprises capabilities.    

5.1 Recursively Analysing the Capabilities 

By combining the described resource types with the capability sub-types it is possible 
to step-by step discover the organizational structure in form of capabilities. 
Potentially the resulting tree will grow in width and in breadth indefinitely. As an 
enterprise has a limited size, there should be some mechanisms that limit this growth 
and, eventually, stops it. We see several points at which the growth of the tree will 
stop: 

 Outsourcing. Some capabilities, e.g., maintenance of infrastructure, can be 
outsourced to a partner. In this case, the partner will be responsible for a resource 
in the tree. If desired, the analysis could continue, to also cover the inner 
capabilities of the partner organisation. This could for example be useful if there is 
a doubt about the partners capacity. 

 Reusing capabilities. A capability on an upper level of the tree can be employed as 
a supporting capability on the lower level, which terminates the growth from the 
corresponding node. For example, the capability to provide customer support for 
products could also be used internally within an organization. 
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The above points can be combined with other ways of limiting the scope of the 
analysis, for example by scoping the analysis to a certain domain within the 
organization. 

6 Applying the Approach 

To illustrate the approach presented in this paper we have applied it to describe the 
changes a software development company went through. One of the main authors 
previously worked in this software company, and thus has experience with its way of 
working and the organisational changes that was applied. The changes described here 
took several years to perform, so we thus simplify the description.  
 

 

Fig. 3. Initial capability and its resources 

Initially the company was a traditional software consulting company, working in 
several domains such as healthcare and financials. Its main capability (the main 
capability being defined as the one providing value to paying customers) was that of 
software development. Thus, the company worked as consultant for other organisation 
that developed custom made software. This capability consisted of the use of a set of 
resources as depicted in Figure 3. Most notably the organisation employed an execution 
template in form of a software development methodology (see figure 3). 

As the time passed the company lost one of its main customers, leaving the 
company with several software developers without a project. To sustain, the company 
was thus in need of re-organising its capabilities. The re-organisation that was done 
can best be described using the added-value capability pattern described in the 
previous section. This means that the company looked for ways to build upon its 
existing capabilities by extending them. The extension in this case was to use the 
software development capability to develop a capability to build and distribute 
software packages. Figure 4 illustrates the new model describing this change.  

The transformation that was made naturally also affected the use of the company’s 
resources. As depicted in figure 4, the company could keep on utilising the main 
resources for software development, with the addition of procedures (execution 
templates) for generating new ideas for software products and their features. In 
addition to this the need for new capabilities to maintain and retire software products 
was added (see figure 4). The new main capability, software package distribution, 
also needed product delivery procedures (an execution template resource, see 
figure 4).  
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Fig. 4. New capability, embedding the existing capability  

7 Conclusion 

In this paper we presented an approach that help organisations to discover their inner 
structure and evolve it. The approach is based on that an organisation can be viewed 
as consisting of a multitude of capabilities, and that each capability requires specific 
resources of the correct capacity. To aid a recursive analysis of an organisation’s 
capabilities, we introduce a set of capability resource types and a set of capability sub-
types. Moreover, we presented two initial patterns that can help organisations to re-
organise their capabilities in the event of threats or opportunities. The approach was 
illustrated by using an industrial case. 

We see two possible ways for the future validation of the approach; discerning the 
utility by letting business consultant apply it to a real case and using historical-
empirical validation in which the approach are used to explain existing organisational 
transformation. 
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Abstract. Capability-driven development (CDD) is a novel paradigm for 
organisational modelling and information technology development. Its 
cornerstones are capability modelling (including goals, context, processes), 
pattern-based design, and runtime context awareness and service delivery 
adjustment. There is a lack of empirical studies regarding the industrial 
application of CDD. This paper reports on a case study that focuses on 
capability modelling within a service-oriented architecture development project. 
We have collected lessons learned, as well as open challenges to feedback the 
improvement of the CDD methodology. 

Keywords: Information systems, capability-driven development, enterprise 
architecture, case study, context modelling, business process modelling. 

1 Introduction 

Capability is a concept that has been used for some time in disciplines such as 
organisational management [1] and welfare economics [2], and it is used in defence 
technology development. However, when applied to information technology (IT) 
development, there is much debate on how the concept of capability relates to other 
widely used concepts, such as business process, business service, goals, etc. [3, 4]. 

Recently, a metamodel for capability modelling has been proposed [5]. Within the 
European Commission FP7 Project CaaS, a methodology and tools to support 
capability-driven development (CDD) are being developed. 

Despite the growing use of the capability concept, there are no empirical 
validations of its application to IT developments. This paper presents a case study 
research that reports on a software project undertaken in everis, a multinational firm. 
everis applied a preliminary version of the CDD methodology and supported it with 
the modelling tools the team had at hand. The paper contributions are the following: 
                                                           
* This work has been partially supported by the EU-FP7 funded project no: 611351 CaaS – 

Capability as a Service in Digital Enterprises. 
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• We report on the case study, its protocol and qualitative findings. 
• We discuss the lessons learned about the application of capability modelling to IT 

development and we highlight challenges for improving the CDD methodology. 

The rest of the paper is structured as follows. Section 2 overviews the CDD paradigm. 
Section 3 presents the research methodology. Section 4 reports on the case study (an 
e-government service platform), including a discussion on lessons learned and open 
challenges. Section 5 discusses the validity of the results. Section 6 concludes. 

2 Capability-Driven Development of Information Technology 

From the business perspective, a capability is the ability and capacity that enables an 
enterprise to achieve a business goal in a certain context. From the technical 
perspective, capability delivery requires dynamic utilisation of resources and services 
in dynamically changing environments. For instance, if we provide an e-government 
service to a given municipality, we need to react to changes that might happen 
throughout the year, and we may also want to provide the same service to other 
municipalities with a different context (e.g. different population, laws).  

This principle of describing a reusable solution to a recurrent problem in a given 
context has been adopted in domains such as organisational design [6], business 
modelling [7], knowledge management [8], and workflow management [9]. Open 
challenges are the proper integration of conceptual reuse approaches (e.g. patterns, 
components) with business design and the provision of an adequate tool support.  

The specification of context-aware business capabilities, by using enterprise 
modelling techniques, can be the starting point of the development process. Following 
this approach, business services are configured by enterprise models and built-in 
algorithms that provide context information. Capability-driven development (CDD) is 
a novel paradigm where services are customised on the basis of the essential business 
capabilities and delivery is adjusted according to the current context [5, 10]. For 
supporting CDD, the CaaS project has envisioned the following main components:  

• CDD methodology: an agile methodology for identification, design and delivery of 
context aware business models. It formalizes the notion of capability by means of a 
metamodel that comprises the following elements [10]: 
• Goal: desired state of affairs that needs to be attained. 
• Key performance indicator (KPI): for monitoring the achievement of a goal. 
• Context: characterisation of situations in which a capability should be provided. 
• Capacity: resources (e.g. money, time, staff, tools) for delivering the capability 
• Ability: competence (i.e. talent, intelligence and disposition), skills, processes. 

• Capability delivery patterns: they are generic organisational designs and business 
processes that can be easily adapted, reused, and executed.  

• CDD environment: tool support for design (e.g. capability modelling) and runtime 
(e.g. the context platform monitors changes and the capability navigation delivery 
application calculates KPIs and selects the most suitable pattern) of CDD solutions. 
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3 Research Goal and Methodology 

Our goal is gathering knowledge on the results of the application of capability 
modelling in industry. We specifically target the lessons learned during the 
application of the CDD methodology, as well as identifying current challenges that 
ought to be addressed in future improvements. We have structured the research 
methodology following the Design Science approach [11] (see Figure 1).  

 

Fig. 1. Overall structure of the research methodology 

The investigated project has been enacted in industry, so we have selected the case 
study research methodology. The actual interaction between the company and the 
researchers is closer to a case study research than to an action research since (i) the 
participation of the company in CaaS project meetings prior to the application of the 
CDD methodology made a method transfer process unnecessary, (ii) the company had 
much degree of freedom to apply the methodology, and  (iii) the researchers mainly 
acted to solve some doubts formulated by the company and to conduct interviews and 
gather the data that is reported in Sections 4 and 5. The checklist by Runeson and 
Höst [12] served as guideline for conducting and reporting the case study research. 
The reader should consider the exploratory nature of this case study. 

4 Case Study 

4.1 The Company and the Project 

The case-study company is everis, a multinational firm offering business consulting, 
as well as development, maintenance and improvement of IT. Within the public 
administration sector, everis has wide experience in projects related to modernisation 
of public procurement management, education, e-government, health, justice, etc.  

The unit of analysis is a project to improve a service-oriented architecture (SOA) 
platform for e-government. It aligns with the Spanish administration goal of sharing 
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human resources, software and hardware to support e-government. The most valuable 
feature of the SOA platform is offering electronic services provided by municipalities 
to citizens and companies. By the end of 2013, the platform provided a service 
catalogue of around 200 services (e.g. marriage registration application, public pool 
booking, taxes). Approximately 50 of them are in active use in 250 municipalities. As 
a result, over 1 million Spanish citizens benefit from using the SOA platform.  

We selected this project because the platform context is complex and volatile; for 
instance, each municipality has a distinct profile, citizens have different interests, and 
laws and regulations change frequently. everis has to adapt the electronic services 
when the platform is deployed for a new municipality and whenever the context 
changes. For the time being, service customisation is done at code level.  

The main challenges are (i) to perform organisational actions tailored for a 
specific municipality in a given moment in time (i.e. taking into account the period of 
the year, real-time usage indicators, calendar events, or most requested services in a 
certain period of time), and (ii) to automate the adaptation of the supporting IT. 

By means of applying CDD methodology and tools, everis intends to adapt its way 
of working and to evolve the SOA platform into a context-aware, self-adaptive 
platform. In this first attempt to apply CDD, everis set up the following team: 

• A Public Sector and R&D Manager, has over 12 years of experience in the IT 
sector for public administrations and that has led several innovation projects. This 
role has a mixture of knowledge about the SOA platform, the CDD methodology, 
and also of the results expected by public administrations. He is author number 5. 

• A Business Consultant, with concrete expertise in the CDD methodology, who is 
willing to apply the CDD paradigm to several projects, and with little initial 
knowledge of the use case domain (i.e. the SOA platform). She is author number 2. 

• A Technological Consultant, with concrete expertise in the SOA Platform, whose 
responsibility is improving the services provided by the SOA platform, but with no 
initial knowledge about the CDD Approach. 

This team had the support of academic partners that are part of the CaaS consortium. 
Authors 1, 3, 4 and 6 are among them. 

4.2 The Application of the CDD Methodology 

During this project, everis has approached CDD from a goal-first perspective. This 
means that the goal model was created in the first place and then the rest of the 
models (e.g. stakeholders, context) were reasoned taking the goal model as input. 
However, this was not the initial intention and the approach rather emerged as 
capability modelling turned out to be more complex than expected. Initially, the 
Public Sector and R&D Manager and the Business Consultant organised a 
brainstorming session in which the overarching questions were: What type of new or 
adapted solutions can everis provide their customers by applying CDD? How can 
everis measure the accomplishment and the benefits of these solutions? Several staff 
members envisioned possible capabilities and specified them using a textual template.  
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Table 1. Initial capability drafts expressed during brainstorming 

Capacity: IT infrastructure, monitoring tool, 
developers, technicians. 
Ability: being able to deploy a maintenance portal.  
Enterprise: everis 
Goal: keep services available despite platform errors. 
Context: loss of connectivity w. other subsystems. 
Goal KPI: time service available / time error in 
platform 

Capacity: swimming pool facilities, swimming 
coaches. 
Ability: offer the electronic service to request 
swimming course registration.  
Enterprise: municipality 
Goal: reduce cost of service provision. 
Context: amount of requests. 
Goal KPI: amount of money saved  

 
Table 1 shows a sample of two out of the eight capability descriptions. Such 

descriptions were sent to the academic partners in UPV, along with an invitation to 
meet in order to discuss goal modelling. The joint meeting clarified the different 
perspectives and granularities from which capabilities can be conceived. This 
discussion paved the way for everis to focus on the business goals and, therefore, a 
goal-first approach was adopted. Figure 2 depicts the resulting flow of capability 
modelling activities enacted during the project. For the moment, CDD methodology is 
notation-agnostic (e.g. for business process modelling one can use either BPMN, 
Activity Diagrams, Communicative Event Diagrams [13], etc.). 

 

Fig. 2. Flow of activities enacted during the project 

As first step towards clarifying the capabilities pursued in the SOA platform 
project, everis performed a modelling session in which the goals were elicited and 
modelled graphically (see Figure 3).  

The model was mainly created from the perspective of everis objectives towards 
the project. Table 2 shows a sample of goal specifications. In order to facilitate 
reasoning, goals were classified into five categories: 

• Strategic goals refer to improving services and their usage (G-1 to G-5).  
• Business goals are mostly related to the ability to identify changes in usage of 

services and changes in services themselves (G-6 to G-9). 
• Technical goals relate to service usage and platform collocation (G-10). 
• Design time goals relate to service design requirements and to the identification of 

change patterns (G-11 to G-13). 
• Run-time goals relate to the run time of the SOA platform, such as usage of 

patterns, dynamic adjustment, automated responses, etc. (G-14 to G-18). 

In order to measure goal achievement, key performance indicators (KPIs) were 
defined using templates. For the sake of brevity, we include only a few in Table 2. 
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Fig. 3. Goal model of the project 

Table 2. Sample of goals and KPIs of the SOA platform project 

G-1. To improve the usage of the services 
At the time being EVR provide up to 200 services for 250 municipalities, but only 100 services 
are in active use and not in all municipalities. The goal is to improve the usage of the services. 
This goal is supported by other strategic and business goals. 
Category: Strategic goal  Stakeholder: S-3. EVR 
KPIs: Percentage of citizens consuming the services (target=25%) 
 Percentage of completed service actions / submissions (target=90%) 
G-6. To identify service changes in advance 
The services provided by the SOA platform are affected by changes. These include changes in 
requirements, environment and other aspects. The goal is to proactively identify possible 
changes in the services. This goal includes sub-goals G-2, G-3 and G-4. 
Category: Business goal  Stakeholder: S-3. EVR 
KPIs:  Frequency of change in current services 

 
Stakeholders were identified from the current business processes. They are 

considered responsible for reaching the goals described above. Three important 
stakeholders are the end users (companies and citizens), the project management 
office (PMO, who is responsible for coordination in collaborative projects) and 
municipalities (a general-purpose administrative subdivision -as opposed to a special-
purpose district- and the smallest administrative unit in a province). Municipalities 
carry out the services provided to end users (e.g. registering marriage applications). 
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With regards to the concepts model, it contains the main concepts that are used to 
describe the SOA platform, and not those related to individual services. For the sake 
of brevity, we do not include the stakeholder model and tables, or the concepts  
model. 

From the point of view of everis, the main goal of the project is to improve service 
usage in the SOA platform (G-1); one of the mechanisms to achieve this is by service 
promotion (G-5). The purpose is to highlight services in the municipality homepage in 
case this service is highly used in municipalities with similar profile (e.g. number of 
citizens, location -coast or inland-) or if the context is favourable (e.g. hot weather 
increases pool booking, marriage applications increase on the week of Valentine’s 
day). Due to technological development decisions, some homepages cannot 
automatically highlight services. The graphical context model is omitted for reasons 
of space. Table 3 presents a sample of three out the fourteen context elements. A set 
of rules maps contextual indicators with measurable properties. Other elements refer 
to the legislation, the time of the year and week, social network information, pool 
visitor data, weather, etc.  

Table 3. Sample of context element specifications 

Element Values  Measur. prop. Mapping rules  
Municipality 
size 

{Small, 
Medium, 
Large} 

Number of 
citizens 

If number of citizens <10 000 then ‘small’ 
If number of citizens 10000- 30000 then ‘medium’ 
If number of citizens >30000 then ‘large’ 

Service usage 
in other 
muni-
cipalities  

{High, 
Medium, 
Low} 

Percentage of 
municipalities 
using the 
service 

If municipalities using service < 20%, then ‘low’ 
If municipalities using service between 20 and 50% then 
‘medium’ 
If municipalities using service >50% then ‘high’ 

Type of 
highlighting  

{Automatic, 
Manual} 

NA NA (unknown at design time) 

 

Fig. 4. Service promotion capability model 
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Figure 4 presents the service promotion capability model, which graphically 
summarises the capability by aggregating all its related elements. It includes the 
process Promotion of a service, which promotes services in one municipality 
whenever that service is being highly used in similar municipalities. This process is 
detailed in Figure 5 and has two main process variants: 

• If the municipality homepage has automatic service highlighting then service 
highlight procedure is executed. Depending on different context data, service 
highlight procedure can be run once every 24 hours or once every 72 hours.  

• If automatic highlighting is not possible or municipality with similar profile does 
not have that particular service, then an email is sent to municipality or to the PMO 
recommending service promotion. 

 

 

Fig. 5. Service promotion process model 
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Service usage context is monitored at run time: 

• If service usage is high, then service can be highlighted in similar municipalities 
(similar size and profile); 

• If the citizens feedback about service usage in social networks is positive, then the 
service is highlighted in similar municipalities (similar size and profile); 

• If the municipality homepage is not able to automatically highlight the service, an 
email is sent to the municipality reporting on the high usage of services. 

• If municipality A is not offering a specific service that has a high usage in other 
municipalities that have a similar profile to A, then the PMO is sent an email 
recommending deploying the service in A. 

The process model with its process variants and capability delivery patterns is shown 
in Figure 5, the BPMN notation has been used. Note that, while process variants are 
depicted as separate elements in capability models (see Figure 4), in the process 
models the variants are included in the same diagram. The starting event of the 
process is conditionally evaluated by an expression taking the context elements as 
inputs. In this case, the context elements used are municipality size, usage of the 
service in other municipalities and social networks feedback. The expression uses 
these context elements to determine a need for running the service highlight process. 
The reader should take into consideration that everis slightly extended the BPMN 
notation in an exploratory attempt to model aspects of the capability solution that are 
currently not covered by business process modelling notations. We further discuss 
this issue in Section 4.3. 

4.3 Lessons Learned and Open Challenges 

We now discuss on some lessons learned from observing everis apply CDD to the 
SOA platform project. During the project, everis team members were motivated to 
enact the methodology, but also found several difficulties regarding the instantiation 
of the capability metamodel.  

Regarding the motivation to adopt CDD, we noted that the driver for improving 
the SOA platform was twofold: not only the perception of current limitations in the 
platform, but also the expectations of new features that the CDD methodology and 
tools can enable. For instance, the industrial stakeholders feel confident that the CDD 
runtime environment will be able to automatically adapt the SOA platform to 
changing contexts. They enter into capability modelling with the intention to 
characterise such contexts and specify the rules for self-adaptation. 

As mentioned above, the initial descriptions of capabilities related to the SOA 
platform differed in perspective (e.g. EVR vs. municipality) and granularity (e.g. 
related to the SOA platform as a whole or to an individual service). 

The subsequent meeting with academic partners from UPV and later project 
plenary meetings revealed that capabilities have relationships among them. An initial 
characterisation of such relationships was done. We envision the need for at least 
three types of relationships among capabilities (see Figure 6). More research is 
needed regarding capability relationships related to: 
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• Perspective. For instance, municipalities are the owners of some capabilities (e.g. 
C1), while everis are the enablers of such capabilities and, in turn, owners of other 
capabilities related to the prior (C2). 

• Refinement. Some capabilities (e.g. SOA1) must be refined in smaller ones (SOA1.1 

to SOA1.3) in order to handle them more easily. 
• Context or quality levels. Some capabilities need to be ordered because they refer 

to different levels of the context (e.g. high attendance to a cultural event vs. small 
events) or the agreed quality (C_SLA1 to CSLA3).  

 

Fig. 6. Illustration of types of capability relationships 

The Public Sector and R&D Manager observed during the brainstorming that, 
depending on the profile of the analyst the outlined capability had a different 
perspective and granularity. His impression was that there is a need for guidelines. 

By the time the goals model, the KPIs, the stakeholders model and the concepts 
model were created, the analysts had already realised that they could conceive 
capabilities (i) from the point of view of everis and (ii) from the point of view of the 
municipalities. The former are capabilities possessed by everis as PMO and the SOA 
platform provider; the later are capabilities possessed by the municipalities although 
delivered by everis using the SOA platform on behalf of the municipalities. 

Based on our observations during this case study and comments of other CaaS 
industrial stakeholders during project meetings, there is an open challenge related to 
how to start capability modelling. everis performed a goal-first capability 
modelling, but one could also start CDD by modelling context or resources. Also, if 
current business process models exist, CDD enters a reengineering scenario that may 
differ in terms of the flow of modelling activities and guidelines. We plan to compare 
these starting points in future work. 

In the SOA platform project, everis brought together a consultant that was 
knowledgeable in the CDD paradigm, a consultant that was knowledgeable in the 
SOA platform and its business process, and a manager who bridged the gap by 
standing somewhere in the middle. Although such collaboration for capability 
modelling worked well in this case, both the company and the researchers wonder 
whether this third role is needed. Also, in case it is indeed needed, an open question is 
who should play it (someone from the organisation, an external stakeholder) and 
whether his/her competence can be reused for different projects. 

a) Perspective b) Refinement c) Quality level 
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Regarding modelling notations, an open research challenge is discovering which 
notations are more suitable for each of the model views, whether different notations 
require specialised guidelines or extensions (e.g. everis connected context elements 
with elements of the BPMN diagram, see Figure 5), and whether situational 
guidelines are needed to adapt to project contingencies.  

The identification and modelling of variability is key to CDD. To avoid manual 
customisation of services software code, everis intends to apply CDD so as to identify 
the variability in the context and, in design time, define solution patterns that deal 
with such variability. Following the CDD vision, at run-time, a context platform will 
enable the SOA platform to be context-aware and automatically select the patterns 
that suit the context. Above, we have shown the variability related to the automation 
(or lack of it) of service highlighting. Other main factors of variability in the project 
are the existence of different facilities provided by a municipality (e.g. public pool, 
marriage registration institution), the characteristics of the facilities (e.g. pool size, 
opening hours), and the legislation affecting the services. Variability brings 
challenges to CDD that need further investigation. 

5 Discussion on Validity and Ethical Concerns 

This case study is one of many milestones that are planned during the three-year span 
of CaaS project. Both the capability-modelling endeavour by everis and the case study 
research were of exploratory nature. Two facts make us cautious regarding everis 
perception of the utility of the approach. First, the development team is motivated to 
apply the CDD methodology. Second, they have high expectations towards the CDD 
runtime environment. Also, to obtain evidences and evaluate the benefits and 
drawbacks of CDD, further research is needed, especially when new versions of CDD 
are issued and applied. Instead, we focused on identifying the key lessons learned and 
future challenges. 

As mentioned above, the SOA platform project was selected because its 
characteristics (project size, dynamic and changing context, high variability) suited 
our research goals. The interviews were not recorded; instead, the researchers made 
annotations using note-taking software (e.g. Evernote), conceived hypotheses (e.g. the 
consultants had troubles related to the perspectives of capabilities) and formulated 
additional questions to verify them. After every interview, the minutes were 
collaboratively edited. To mitigate threats to the validity of our conclusions, several 
researchers were involved in later discussions, so as to reduce researcher bias and 
achieve inter-subjective agreement. The lessons learned and open challenges were 
subjected for the consideration of the Public Sector and R&D Manager and the 
Business Consultant and they expressed their agreement. 

We are aware that only one case has been analysed and, in order to avoid threats to 
the external validity of the results, other case study researches should be conducted. In 
any case, we argue that the results are a valuable feedback for CDD methodology 
improvement. 

With regards to ethical concerns, everis team members and managerial staff were 
aware of the goals of this research and consented on publicly reporting the results. 
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6 Conclusions 

Capability modelling is central to capability-driven development (CDD). We have 
conducted a case study research on the industrial application of capability modelling 
in a SOA platform project. By observing the process and the results, we can conclude 
that CDD facilitates a systematic analysis of organisational needs and designing an IT 
solution that is aware of the context so as to adjust the business services to changes in 
the environment. The CDD methodology still needs improvement and we have 
identified some open challenges, such as the need to provide relationships among 
capabilities, and the need for guidance with regards to the flow of modelling activities 
or how to use modelling notations.   

As future work, we plan to design guidelines for goal-first capability modelling, to 
conduct a controlled experiment with students to validate some aspects of the 
guidelines and to conduct additional case studies to assess the evolution of the CDD.  
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Abstract. In a dynamic world, information technology (IT) systems are 
expected to provide capabilities that can be used to address evolving needs. 
Recent work has adopted notions of capability to model how IT systems meet 
enterprise goals. In this paper we draw upon theories of dynamic capabilities 
from strategic management to model enterprise capabilities, reason on their 
development choices, orchestration alternatives and deployment configurations. 
The modeling approach builds upon i* and proposes to model capabilities as 
actors. i* modeling supports reasoning about intangible and tangible 
requirements of capabilities and trade-offs among alternatives. We illustrate 
with examples from the insurance industry. The examples show how social and 
non-functional dependencies among capabilities affect decisions about 
development, orchestration and configuration alternatives. 

Keywords: Enterprise Modeling, Capability Modeling, Dynamic Capability, 
Resource Orchestration, iStar.  

1 Introduction 

Today’s rapidly changing business environment requires dynamically evolving IT 
enabled competencies [1]. This dynamic requirement has changed the focus of 
software architecture from functional composition to dynamic configuration [2]. 
Approaches such as Service-Oriented Architecture (SOA), Model Driven 
Development (MDD), and software ecosystems facilitate more agile system 
development to support dynamic requirements of enterprises [1,2]. However a gap 
still exists between enterprise-level business requirements analysis on the one hand, 
and software engineering approaches that produce IT artifacts on the other [1]. 
Technical approaches for achieving adaptability such as context-aware and service-
oriented systems allow run-time configuration in response to dynamic functional and 
non-functional requirements. The focus of the adaptation is primarily based on 
technical performance criteria rather than on higher-level business values and 
strategies [1]. 

In this paper, we focus on the need for IT systems to respond to the dynamic nature 
of strategic business requirements. Concepts and theories from strategic management 
have been adopted in enterprise modeling, raising the level of abstraction to analyze  
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IT architectures and to better achieve business-IT alignment [1]. Capabilities, defined 
as “an organization’s ability to appropriately assemble, adapt, integrate, reconfigure 
and deploy valued resources, usually, in combination or co-presence”, have been 
recognized as a primary source of business profitability and competitive advantage 
[3,4]. IT capabilities have been shown to create competitive  advantage when they 
form rare, valuable and difficult to replicate orchestrations [5,6]. 

Enterprise “core” capabilities that lead to competitive advantage include knowledge 
and skills embodied in people, business processes, as well as technical systems. In 
developing capabilities, an enterprise faces many choices and alternatives.  These 
alternatives and choices are limited and influenced by the organization’s past, its 
environment, governance structure, and organizational cultures and norms [4], [7,8]. 

Based on a review of the literature, we consider alternatives that occur in three 
stages: (1) Capability Development: How to build or acquire resources to form a 
capability. The choice to either develop a sales system in-house, or to adopt a 
software-as-a-service solution is an example of such alternative. The skill sets and 
resources required for each are significantly different. (2) Capability Orchestration: 
How to bundle the capabilities and which bundles to choose. For example, use the 
enterprise data warehouse or data virtualization servers for the in-house sales system. 
(3) Capability Deployment Configuration: How to configure the capability at 
deployment time. For example, for in-house implementation, to rely on the existing IT 
department, or to allow the sales team to hire their own IT staff. 

Recognizing the socio-technical nature of such reasoning, we aim to explore the 
potential of i* to express and reason about the three types of capability alternatives. 
The i* modeling framework has been developed to capture dependencies and 
rationales of actors’ strategic interests [9]. The representation of actors, dependencies, 
intentions and their alternatives has the potential to illuminate the social context of 
capabilities, their reliance on one another to create competitiveness, and the alternate 
choices available. The analysis will include how capability development alternatives 
affect capability orchestration and whether i* dependencies can effectively represent 
such relations.  

In section 2, related work on capability modeling in enterprises is reviewed. In 
section 3, we illustrate why capability is important in strategic management and what 
are the management processes and drivers of decision making. Section 4 discusses the 
suitability of i* to model enterprise capabilities and their alternatives. In section 5 we 
discuss hypothetical alternatives for capability development, orchestration and 
deployment configuration of an insurance service provider. The paper is concluded in 
section 6. 

2 Related Work 

Capability modeling has recently been used to represent business investment profile, 
facilitate business-IT alignment, and support service design and mapping. In this 
section we review recent approaches to capability modeling, and consider their 
capacity to analyze alternative decisions regarding capability development, 
orchestration and deployment configuration. 



114 M.H. Danesh and E. Yu 

Iacob et al. [3] propose an extension to ArchiMate V2 and use capability and 
resource modeling to facilitate modeling business strategy concepts and architecture-
based approaches to IT portfolio valuation. ArchiMate is an enterprise architectural 
modeling language that facilitates integration of business, application, and technology 
architectures. A recent extension proposed by Iacob et al. [3], aims to capture the 
business value of IT artifacts and projects in order to achieve better alignment with 
business strategy. The capability construct is used to facilitate the alignment. The 
modeling framework can model constraints imposed on capabilities and align 
implementation architecture accordingly. However reasoning on sources of the 
constraint is not modeled. The models cannot depict relations among capabilities, 
stakeholders and the value creation logic. Furthermore, reasoning on capability 
alternatives or the influence of the alternatives on one another is not considered. 

The DoD Architecture Framework (DoDAF) version 2 [10] emphasizes the 
importance of capabilities and has dedicated a viewpoint to facilitate capability 
deployment planning, implementation, monitoring and preservation. This viewpoint 
consists of capability vision, taxonomy, phasing, dependencies, organizational 
development mapping, operational activity mapping and service mapping to business 
capabilities. DoDAF facilitates the description of capabilities and their dependencies, 
and their mapping to operational components and services, but does not facilitate 
reasoning on capability alternatives, their orchestration and intentions of the 
dependencies between capabilities.  

Capability maps [11] are used to present a library of organizational capabilities at 
different levels of granularity. Capability heat maps use color codes to visualize hot 
spots within the capability landscape. The Value Delivery Model Language (VDML) 
[12] extends the use of capability maps and links capability offerings to 
organizational value network. Capabilities in VDML are mostly treated as resources 
required to perform an activity. The dependencies modeled in VDML do not illustrate 
why a dependency exists and what kind of dependencies are required. VDML treats 
capabilities as assets that are needed to realize a business model. However they do not 
consider challenges concerning integration of two or more capabilities [2], [7].  

Barroero et al. [13] present a capability-centric Enterprise Architecture (EA) that 
extends TOGAF with a business capability viewpoint. The authors use capability and 
business component maps to identify a modularization of the enterprise business 
portfolio. They use business components as IT clusters that provide and consume 
services and propose modularizing IT architecture accordingly. The collaboration 
diagrams used to describe interactions and dependencies between business 
components does not capture intensions behind the collaboration. The approach does 
not facilitate reasoning on alternatives available and how they affect one another.  

Capability Driven Development (CDD) aims to facilitate smooth (nearly 
automated) transition to software development by modeling capabilities and the 
contexts in which they operate. CDD facilitates run-time adjustments to changing 
requirements by implementing contextualized patterns of capability execution. This 
approach allows selection among different service providers at design-time or run-
time based on functional and non-functional requirements specified in the context [1], 
[14]. However CDD does not capture the socio-technical notion of capabilities, their 
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relations and dependencies, alternatives influence on other capabilities and business 
goals. Capabilities in CDD are considered in isolation but not all compositions of 
capabilities and software artifacts work seamlessly without social and managerial 
support [2], [15]. 

3 Dynamic Capability and Strategic Management 

Current modeling approaches as discussed in section 2 lack the ability to facilitate 
reasoning on how capability alternatives affect one another and organizational value 
creation. For conceptual foundations, we draw on the literature in strategic management, 
which focus on sustainable competitive advantage. The Resource Based Theory (RBT) 
[16] argues that sustainable competitive advantages is obtained by creating Valuable, 
Rare, Inimitable and Non-substitutable (VRIN) resources. Within the RBT, the 
Dynamic Capability View (DCV)  [4] argues that VRIN resources are not sufficient. 
Organizations require a dynamic capability that can continuously integrate and 
reconfigure an organization’s resource base to create strategic capabilities that are 
valuable, rare and difficult to replicate. RBT and DCV have been used extensively to 
analyze the role of IT in creating competitive advantage [5,6], [15].   

To attain competitive advantage, an enterprise is faced with choices in multiple 
stages of the capability lifecycle and development [12]. Decisions on capability 
development are shaped by available physical capital, human capital, social capital, 
cognition, and the history of capabilities [8]. Sirmon et al. [17] identify capability 
management as including acquiring, building and retiring capabilities; bundling 
resources and processes to form capabilities; analyzing the combination of 
capabilities to use; and leveraging the right deployment strategy. Over time, 
capabilities acquire social identity and autonomy, particularly in decentralized 
organizations [4], [8]. 

Evaluation of capabilities and their strategic fit is challenging, especially when the 
capability in question is intangible or contains intangible elements [18]. The 
complementary nature of capabilities and reliance on one another to create 
competitive advantage [4] complicates decision making further. The complementary 
nature plays a more significant role when reasoning on IT capabilities as studies 
indicate that synergetic relations of IT capabilities can be sources of sustained 
competitive advantage. Managerial and social support is required to successfully 
integrate diverse capabilities (such as IT and business capabilities) [5,6], [15]. 

4 Suitability of i* to Model Enterprise Capabilities 

Drawing on the strategic management literature as outlined in the preceding section, 
we treat capabilities as intentional autonomous bundles of organizational resources 
that are built and evolved over time. The enterprise needs to decide among: (1) 
capability development alternatives: what to include and exclude and what resources 
to bundle into a capability (2) capability orchestration alternatives: which capabilities 
are complementary and what coordination mechanism suits them, and (3) Deployment 
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configurations. There are four criteria (adapted from Molloy et al [18]) to consider 
when deciding on each alternative at any stage. (1) How does it affect the value 
creation logic? (2) How does the generated value benefit stakeholders? (3) How will it 
influence other capabilities that depend on it or that the capability depends on? (4) In 
what context is the alternative viable? 

In this section we explore whether i*, a socio-technical modeling framework [9], 
can facilitate capability modeling, reason about development alternatives and 
deployment configurations, and study the influence of alternate choices on one 
another. The i* framework facilitates socio-technical exploration of enterprises by 
providing a graphical depiction of actors, intensions, dependencies, responsibilities 
and alternatives. Actors including agents and roles and associations between them (is-
a, part-of, plays, covers, occupies, instantiates) represent the social aspect of i*. Actor 
intentions are expressed within the actor boundary in i* using actor’s desired goals 
and softgoals, performed tasks and available resources. Softgoals in i* are goals 
without clear-cut satisfaction criteria. In an i* Strategic Dependency (SD) model, 
actors depend on each other to accomplish tasks, provide resources, and satisfy goals 
and softgoals. The reasoning of each actor is revealed in more detail in the Strategic 
Rationale (SR) model. Decomposition of a task within the boundary of an actor 
depicts elements required to accomplish it. Means-ends links illustrate alternatives 
available to achieve a certain goal. Contribution links, which can be Make/Break, 
Help/Hurt, Some+/Some- or unknown, show the effects of i* elements on softgoals 
[19]. Horkoff and Yu [19] propose a qualitative, interactive evaluation procedure to 
reason on i* goal models and alternatives.  

We use i* goal models to reason about how capabilities are constructed and 
achieved. In particular, we use i* actors to model core capabilities which  embody an 
identity that can act independently and is built over time, as emphasized by the 
dynamic capability view of strategic management [4], [8]. Capabilities are modeled as 
specialized actors (indicated with intertwined circles added to the i* symbol for 
actor). A position within the enterprise is responsible for a capability (in case of 
collaborating partners the position can be in a partner enterprise). A role within the 
organization can be associated with the position that is responsible for a capability 
and be dependent or depend on a capability. Examples of such associations are 
provided in the following section in Figures 4 and 5. In addition, by using i* actors to 
model capabilities, we can reason on how a capability can resist or facilitate a 
development choice which is inspired by Leonard-Barton [7] and is presented in the 
next section (Figure 4). 

Modeling capabilities as i* actors allows us to: (1) analyze how different 
capabilities relate to one another. A map of capabilities dependencies will facilitate 
understanding consequences of a change to the capability. (2) Model capability 
dependencies alongside the social relations of influential actors within an organization 
that will facilitate reasoning on IT capability alternatives. This is supported by 
research findings that indicate alignment of IT capabilities to other organizational 
capabilities can have significant contribution to competitive advantage [5,6], [15]. 
The social dynamics and collaboration required for such alignment can affect the 
flexibility of the capabilities dependencies and their performance [20]. (3) Use SD 
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models of capabilities and their relation with stakeholders (modeled as roles, positions 
and agents) as a roadmap to analyze how capabilities participate in organizational 
value creation and how the value is appropriated to stakeholders. Both value creation 
logic and value appropriation are dimensions proposed by Molloy [18] for evaluating 
the contributions of capabilities. 

5 Illustrative Example 

We illustrate with an example from the inventory of insurance industry capabilities 
provided by ACORD [21]. Figure 1 shows the SD model for the Product 
Management capability of an insurance company. The Sales Representative, shown as 
an i* Role, depends on the Product Development capability to deliver a new product. 
That product along with other insurance services is provisioned to the consumer. 
Later in Figure 5 we present how the Sales Representative depends on the Sales 
Management capability to be paid. Figure 5 also depicts how the insurance enterprise 
makes money from the premium paid by the consumer. The aim of the SD model is 
not to quantify value creation and appropriation as done in value-based modeling 
approaches, but to illustrate the strategic dynamics that can facilitate reasoning on 
alternatives. 

 

Fig. 1. Strategic Dependency Model - The Product Management Capability 

Figure 2 depicts the i* model of the Product Management capability and the sub-
capabilities dependencies on one another. These dependencies are based on our 
understanding of the description provided by ACORD [21]. Some were explicitly 
mentioned and some were implicit. One would expect that some soft-goal 
dependencies exist between the capabilities but in the ACORD model none were 
specified. Such dependencies are exemplified in subsequent models in this paper. 
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Fig. 2. Capability Model for Insurance Product Management - Adopted from ACORD  

It is our understanding that Product Management depends on its sub-capabilities 
and the integration of these capabilities requires further steps that are not mentioned 
in ACORD [21]. Therefore in Figure 2 the Product Management capability is not 
further explored. In the top left corner of Figure 2, the Product Strategy capability is 
modeled. The alternative presented in this model to achieve the goal Define 
Corporate Direction for Product and Service Offering is based on ACORD. There is 
a potential to change this implementation and develop new alternatives to achieve the 
goal. Product Strategy has two sub-capabilities: Product Strategy Development and 
Product Research and Analysis. . These third layer capabilities can be modeled as i* 
actors and associated with Product Strategy, if their social and capability 
dependencies are significantly different from their parent. In this model we show the 
sub-capabilities as tasks as they describe business processes. Modeling the sub-
capabilities as tasks allows specification of their requirements through decomposition 
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and analysis of their dependencies on other capabilities. The decomposition presented 
in Figure 2 depicts our understanding of the description provided for the sub-
capabilities. The Product Strategy capability has to produce strategies that are able to 
compete in the industry hence the softgoal of Competitiveness was added as an 
element. The modeled resources Understanding of Internal Capacity and Regulatory 
Constraints were mentioned as skills and knowledge requirements. Monitoring 
Industry Trends and Opportunities was mentioned as the main activity of the research 
and analysis process. Assets required to perform capabilities are modeled as  
i* resources  

The capabilities and their alternatives presented from this point onwards are 
hypothetical and not adopted from ACORD. These examples illustrate how by 
modeling dependencies between capabilities and analyzing their relations, one can 
facilitate decision making on capability alternatives. Figure 3 depicts how Product 
Strategy Development depends on Social Media Analytics. Legends are same as 
provided in Figure 2. 

 

Fig. 3. Social Media Analytics - Capability Development Alternatives 

The organization has two alternatives to satisfy its social media analytics 
requirements: (1) establish in-house processes that go through Data Gathering, Data 
Preparation and Data Analysis and Interpretation; or (2) hire a consulting firm that 
requires the following elements: Request Service, Selection and Contracting and 
Documentation and Interpretation. If the right consulting firm is chosen the accuracy 
of information would be guaranteed. On the other hand, following an in-house 
implementation will generate reports faster (softgoals of Accuracy and Timeliness). 
Considering dependencies in Figure 3, both alternatives can satisfy the reporting 
requirements. However the outsourcing option will provide better Accuracy and 
therefore better satisfy the Competitiveness of product strategy development. We 
would argue that since competitiveness plays a significant role in the organization’s 
value generation, prioritizing its dependencies when making decision regarding 
capability development is justified. However in cases where their priority is not as 
trivial as competitive product offering, we need models that present a complete set of 
capabilities and trace value creation network. Such example is provided in Figure 5. 
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In this hypothetical case, it is assumed that the in-house Social Media Analytics 
capability exists in the organization (the left alternative in Figure 3). In this case it is 
highly likely that people behind the scenes will resist outsourcing. This resistance will 
harm the Timeliness softgoal in Figure 3 seriously which can cause interruption in 
product strategy development. Therefore when deploying the new alternative, the 
organization should use its in-house skill set to analyze and interpret data. How the 
Social Media Data Analyst within the organization would react towards each 
alternative is presented in Figure 4. 

 

Fig. 4. Social Media Analytics - Capability Deployment Alternatives - Resistance to Change 

In Figure 5, we introduce Automated Sales Operation which is an IT enabled 
capability that is part of sales management. The enterprise has two options: either 
purchase an In-House sales management product or use a Software-as-a-Service 
solution. If in-house implementation is chosen, the solution can rely on a Data 
Virtualization Server or the organization’s Data Warehouse. The automated sales 
management is dependent on different IT capabilities in the two cases. The three 
alternatives also affect the softgoal dependency of the Portfolio Management 
capability. The decision in this case between software-as-a-service and in-house data 
virtualization is not trivial as both alternatives provide satisfactory levels of flexibility 
to access data. The Sales Representative depends on Timely Operation from the 
Automated Sales Operation capability which influences how the organization makes 
money as illustrated in Figure 5. This dependency will increase the importance of the 
Fast Implementation softgoal. If development and maintenance of this capability in 
the sales management department causes performance degradation in sales, then the 
software-as-a-service solution would be a better choice. In the presented analysis, one 
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can further breakdown the alternatives (the two in-house implementation choices or 
software-as-a-service) if they influence decision making regarding capability 
development, orchestration or deployment configuration. However if no such 
influence exists, approaches such as CDD [14] (discussed in the related work section) 
can be used to facilitate design-time and run-time adaptation of capability 
implementation alternatives.   

 

Fig. 5. Automated Sales Operation - Capability Development & Orchestration Alternatives 

6 Discussion and Conclusion 

Capability modeling is used to facilitate alignment of business architecture with IT 
artifacts and to identify associated risks with adoption of a certain capability 
deployment configuration [3]. Several approaches [1], [3], [10] aim to capture 
strategic intentions of capabilities through association to goals. Researchers propose 
monitoring Key Performance Indicators (KPIs) associated with goals to evaluate and 
maintain IT capabilities and projects [1], [3]. Mapping capabilities to service-oriented 
implementation is proposed to facilitate architectural alignment [3], [10]. Capability 
modeling is also used to identify capability context and allow run-time adaptation of 
alternatives [14]. However our review of the literature on the impact of IT on 
competitive advantage indicates the need to explore orchestration alternatives. 
Considering implementation alternatives for capabilities in isolation disregards such a 
need. Current approaches of capability modeling lack the ability to reason on the 
social dynamics, complementarities and influence of alternatives on one another. 
These approaches do not facilitate reasoning on alternatives with different quality 
outcomes to allow trade-off analysis. 
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In this paper we illustrated the i* framework’s potential to capture the socio-
technical aspect of capabilities and allow expression of both top-down strategic 
intentions and bottom-up integration of organizational resources and skill sets. The i* 
notion of softgoals allows expression of intangible drivers of capability alternatives. 
The mean-ends and decomposition links of i* allow granular analysis of sub-
capabilities. The social context in which capabilities are developed and evolve are 
modelled with the help of actor associations and their dependencies on capabilities. 
Reasoning on capability dependency alternatives allows the modeler to design more 
effective orchestrations. The i* framework can capture the essence of decentralization 
by modeling capabilities as autonomous actors that can react to new capability 
development decisions. A limitation of the presented modeling is that one cannot 
show constraints imposed on capability dependencies and how they influence 
alternatives. 

The modeling approach presented is not yet tested in real life although the 
illustrative example is based on a well-defined sector. The quality of the reasoning 
capacity of the i* capability models is highly dependent on accurate identification of 
capabilities. Identifying the boundaries of capabilities and what to exclude or include 
in a capability model can be challenging. It is also difficult to capture the social aspect 
of capabilities accurately. Therefore a methodology that guides capability modeling 
and iterative improvements of the models is required. The methodology should help 
discover how alternatives affect each other and which combination better suits the 
organization at any given time. In future, we will also explore how different 
techniques and tools for supporting reasoning in goal models [22] can be applied to 
capability modeling. 
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Abstract. Recently variability handling has become a very important research 
topic due to necessity to provide higher flexibility in business and software 
operations. Usually variability is discussed either at business operations level or 
at software operations level. However, often both types of operations must be 
taken into consideration, especially in information intensive tasks, where human 
actors as well as computer systems are handling the information. Information 
intensive tasks are common in information service systems. Therefore 
description and use of variability from information handling perspective is 
important when designing and implementing this type of systems. In the paper 
we consider variability in the context of information services and information 
service systems. The paper proposes extended feature model based approach for 
capturing key variability facets in information service systems. Practical 
application of the approach is illustrated by the education demand and offer 
monitoring service system. 

Keywords: variability, multi-mode service, information service, information 
service system, monitoring system.  

1 Introduction 

Variability is the main factor in almost every system [1]. Many types of systems are 
built with the variability in mind, e.g., self-adaptive systems, open platforms, and 
service-oriented systems. Variability handling can be supported by different 
variability management tools, software configuration wizards and tools, software 
component configuration interfaces, as well as by infrastructure for dynamic service 
composition [1]. 

In this paper we consider variability in the context of information services and 
information service systems. Information service [2] is “a component of an 
information system representing a well defined business unit that offers capabilities to 
realize business activities and owns resources (data, rules, roles) to realize these 
capabilities”, whereas the information service system is a collection of interoperable 
information services. In software based information service system a human actor of 
an information service has to be considered because it can participate in service 
execution with different degrees of involvement up to the degree where only the 
human actor performs the service. We use concept “functioning mode of service” to 
denote the degree of human involvement in service execution. 
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There are different types of variability, such as variability in features or in business 
processes [3]. In an information service system the variability in features, particularly, 
variability in functioning modes of services is one of the concerns that should be 
considered, since the services can be performed only by human actors (manually), 
automatically, or semi-automatically. Moreover, in some information service systems, 
one and the same abstract service can be instantiated in any of aforementioned 
functioning modes depending on the information handling situation. Currently most 
of variability models are designed to handle variability for systems and their 
components of single functioning mode. In this paper our goal is to focus on 
differences of functioning modes of services and analyze the impact of these 
differences on the variability representation. For variability representation we use well 
known feature model [4] to document and analyze the mandatory, optional, and 
alternative features of the system and to communicate them to stakeholders of the 
system. In feature model we represent services as features provided by the 
information service system. Our contribution in this paper is an approach to introduce 
functioning modes of services in the feature model that facilitates design and 
implementation of the information service system. 

The paper is organized as follows: In Section 2, the basic concepts used in the 
paper are described and related work is briefly outlined. In Section 3, the approach for 
extending the feature model by assigning functioning mode properties to the services 
is proposed. In Section 4, extended feature model is discussed using practical example 
of education demand and offer monitoring service system [6]. Brief conclusions are 
stated in Section 5.  

2 Basic Concepts and Related Work 

Basic concepts used in the paper and related work are briefly outlined in the following 
subsections. 

2.1 Basic Concepts 

The following basic concepts are used in the paper: 
 
• Information service [2] is a component of an information system representing a 

well defined business unit. This unit offers capabilities to realize business activities 
and owns resources (data, rules, roles) to realize these capabilities. We assume that 
the "business unit" here can own human performers only, artificial performers 
(software and hardware components) only, or both human and artificial performers. 

• Information service system [2] is a collection of interoperable information services. 
• Variability – in software engineering the variability usually is defined as ability of 

software or software artifact (e.g. component) to be changed so that it fits a specific 
context [7]; here we take an information handling perspective and define the 
variability as ability to change the information handling unit so that it fits a specific 
context, goal, or intention. 
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• Variation point denotes a particular place in a system where choices are made as to 
which variant to use [8]. 

• Variant is a particular option of a variation point [8]. 
• Functioning mode of service [9]: manual - the service is performed by human actor 

(perhaps, using some office software, but there are no specific software services or 
tools included in the service system for implementing this service); automatic - the 
service is performed by dedicated software and/or hardware that does not require 
human actor intervention; semi-automatic - the service is performed by dedicated 
software and/or hardware that requires human involvement, e.g., a human 
performer should provide the input data and review and approve data processed 
and/or generated by the tool. 

• Multi-mode service (or service with mode variation) [9] - service that can be 
instantiated in different functioning modes. 

2.2 Related Work 

The approach of variability modeling discussed in this paper is based on related work 
on variability in service systems and software engineering. Mohabbati et.al. [10] 
identify the main variability research focus and its application points, namely, service 
variability modeling, service identification,  service reuse, service configuration and 
customization, dynamic software product line, and adaptive systems. Galster et.al. [1] 
provide the classification of variability in different dimensions that capture key facets 
of variability. Classification can be used as the baseline from which the key aspects of 
variability of different types of software systems can be identified and compared. 
Galster et.al. [1] identify also the dimensions of variability that are organized in two 
clusters namely, the type and the mechanism. The type cluster includes dimensions 
for introduction and specification of variability, namely, requirement type, 
representation, artifact, and orthogonality dimensions. The mechanisms cluster of 
variability refers to the way variability is realized. Our work considers variability 
modeling [10] and the representation dimension for introduction and specification of 
variability [1]. For variability representation we use well known feature model [4]. 
Feature model is used to document and analyze the mandatory, optional, and 
alternative features of system and to communicate them to the stakeholders of the 
system.   

Lamprecht et.al. [11] look at the variation in processes and provide variation 
realization approach to automatically implement and manage concrete process 
variants. All variants are described by means of domain model (consisting of services, 
ontologies, and constraints) and constructed by means of a synthesis algorithm. From 
this work we use the idea of constraining available (possible) process variants and 
extend it with respect to the automation of process variant generation in cases where 
multiple functioning modes of services are available from the information handling 
perspective.  

Stollberg and Muth [12] propose method for service customization, by using model 
driven variability management. Service variability aspects (mandatory and optional 
operations, properties of message types and their dependencies) are described on the 
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meta-model basis. Consistent variants are derived depicting only those features that 
are important for the customer. Meta-model design including the details of 
functioning modes of services could be used in our future work, but is not introduced 
in this paper. 

Petersen et.al. [13] propose the model to support customer decisions by 
documenting alternatives in the feature model and to communicate alternatives to the 
customer. In this paper we use the idea that feature models can serve as simple means 
to document and communicate alternatives to particular stakeholders of the service 
system. We use the feature models to (1) document variability aspect in information 
service system, (2) to analyze the potential human involvement and service interfaces 
for particular functioning mode, and (3) to draw further implementation 
considerations. 

Nguyen and Colman [14] propose feature-oriented approach for web service 
customization addressing three main challenges: reducing complexity, automatic 
validation and dynamic deployment. Authors of [15] and [16] provide six variability 
patterns for service oriented computing domain that can guide developers to solve 
different variability problems in practice. Patterns include Parameter Pattern, Routing 
Pattern, Service Wrapping Pattern, Variant/Template Pattern, Extension Points 
Pattern, Copy, and Adapt Pattern. Authors of [14], [15], and [16] focus only on 
automatic web services. In the context of information service systems we should 
consider services with other functioning modes, too; such as services performed 
manually or services performed semi-automatically by support of external tools or 
systems. 

In general, we can conclude that in the related work the main focus is on services 
performed automatically by software components. There exist some researches that 
concern several automation levels of services, e.g., [17], [18], and [19], but they do 
not consider the mix of different levels of automation. Also none of the authors 
discuss the variation points and variants with different functioning modes.  

In the remainder of the paper we will examine how consideration of service 
functioning modes can impact the variability representation model. 

3 Functioning Modes in Feature Model 

In this section we depict the functioning modes of services and describe how these 
modes could be represented. We use the feature model to show the variability in 
information service system (the initial design of the feature model is out of the scope 
of this paper). In the model we represent services as features provided by the 
information service system. Other representation types also could be considered (e.g., 
ontologies [11]), but they are out of the scope of this paper. In the feature model we 
distinguish between two types of services, namely, abstract services (represented as 
variation points in rectangular boxes in Fig. 1) and concrete services (represented as 
boxes with rounded corners in Fig. 1). These concrete services are supposed to 
implement abstract services. We use the abbreviation AS for abstract services and CS 
for concrete services. An abstract example of feature model consisting of one abstract 
service (variation point) and three concrete services (variants) is presented in part A 



128 P. Rudzajs and M. Kirikova 

of Fig. 1. We propose to assign a particular functioning mode to a particular concrete 
service as a property using functioning mode assignment (FMA) approach. The FMA 
approach uses the feature models and prescribes the following steps for functioning 
mode assignment (practical illustration of the approach is given in Section 4): 

1. In the given feature model, review concrete services (see part A in Fig. 1) of each 
abstract service. 

2. Add the property of functioning mode to each concrete service, if it cannot be 
instantiated in any other functioning mode (see part B in Fig. 1; for concrete 
services CS.1.1 and CS.1.3 the property of functioning mode is added, namely, for 
CS.1.1 functioning mode is automatic - A, for CS.1.3 it is manual – M). 

3. Add variability to each concrete service by converting it into abstract service and 
identify new concrete services, if the concrete service (variant) can be instantiated 
in more than one functioning modes; and repeat Step 2. In our abstract example 
CS.1.2 can be instantiated in 2 functioning modes (see CS.1.2 in part A and AS.1.2 
in part B in Fig. 1). After repeating Step 2, we have added functioning modes to 
CS.1.2.1 (automatic - A) and to CS.1.2.1 (semi-automatic - SA). 

4. After the functioning modes are added to concrete services, interfaces designated 
for transition between services with different or the same functioning modes 
should be added (see part C in Fig. 1).  

 

Fig. 1. Adding variability with respect to functioning modes of services.  Abstract services 
(AS) are represented in rectangular boxes, concrete services (CS) – in boxes with rounded 
corners. Functioning modes are represented in concrete services as A (automatic), M (manual), 
SA (semi-automatic). 

Since in information handling we should consider the functioning modes of 
concrete services, the representation of these modes will help designers or 
implementers of a service system to determine the types of service interfaces 
necessary for transition between services with the same or different functioning 
modes. This highlights the necessity to consider the variability in service interfaces. 
In Table 1 we briefly illustrate the need for (multiple) input and output interfaces or 
communication possibilities to be designated or provided for passing and retrieving 
information to/from services with particular functioning modes. The following 
transitions between services are considered A-A, A-M, M-A, M-M and any 
combinations where SA mode is involved. For each concrete service there should be 
considered three interfaces for transition to each of the possible functioning modes of 
the service (see concrete services in part C in Fig. 1). 
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Table 1. Interfaces between services of various functioning modes (A (automatic), M (manual), 
or SA (semi-automatic)) (adapted from [9]) 

Functioning 
modes Interface involved Human actor 

involved  

A-A 
Application level service interfaces should be established 
between services in transition 

- 

A-M 

User interface should be established allowing particular 
stakeholder of service with manual (M) functioning mode
to review the output of service with automatic (A) 
functioning mode 

+ 

M-A 
 

User interface should be established (usually as input 
forms) allowing the preparation of the result of service with 
manual (M) functioning mode for input into service with 
automatic  (A) functioning mode  

+ 

M-M 
Specific application level interfaces are required (usually as 
input forms), business level communication could be 
possible  

+ 

SA involved 

Depending on the specifics of the service with semi-
automatic (SA) functioning mode, it may require only 
application level interface, only business level 
communication, or both. 

+ 

 
FMA approach allows adding the functioning mode for concrete services. 

Availability of this property provides basis for further decisions with respect to 
interfaces necessary in information service system for transitions between the services 
(to ensure proper service flow). While the feature model itself lacks the ability to 
represent the composition of services (service flow), since this is not the aim of the 
feature model, still, the feature model with depicted service functioning modes could 
serve as a solid basis for developing other models aimed at composing multi-mode 
services (see identified compositions for a particular example in Table 2). 

Information service system can evolve; therefore it is necessary to deal with 
changes of features provided by the system. Potential changes include adding, 
removing, and updating of abstract and concrete services. When planning the changes 
of the system we should reflect the changes in the feature model and analyze the 
impact on the service compositions and service flows already available in the system. 
For instance, in case of adding new service to the system, (1) the feature model should 
be updated by adding this service to the model and (2) FMA approach should be 
applied to the service to assign to the functioning mode (or add variability to concrete 
service by converting it to abstract service and identifying new concrete services) and 
to assign the interfaces to it. We consider in this paper the assignment of functioning 
modes at the level of concrete services, however it could be done also at the level of 
abstract services. Then it would require another way for feature model change 
management, as well as the extension of FMA approach. The construction and 
examination of such feature model is one of our further research directions. 
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4 Practical Example and Discussion 

In this section we define the feature model and apply FMA approach for education 
demand and offer monitoring system (EduMON) [6].  

EduMON is information service system for information handling with respect to 
different information sources and stakeholders. EduMON service system is aimed at 
supporting education demand and offer monitoring process by the following activities 
(feature model of EduMON is provided in Fig. 2): 

• Providing activity is for providing documents from available reachable information 
sources. The documents available in information sources should reflect the 
information about demanded and offered knowledge, skills, and competences and 
are retrieved from different types of textual sources (e.g., Web sites, databases, 
XML-based files). 

• Processing activity aims at extracting education information (knowledge, skills, 
and competences) from the information sources (particularly, from the documents) 
available in the system and, by comparing information from different sources, to 
depict the education demand and offer correspondence.  

• Consuming activity distributes the processed information to the stakeholders of the 
system via graphical and tabular reports.  

In each above-mentioned activity, various stakeholders (e.g., teachers, students, 
employers, and others) are involved. Stakeholders interact via, with, and within 
EduMON to fulfill specific information handling intentions. 

Providing and Processing activities are targeted to particular information sources 
and their documents (represented in part I of Fig. 2), however the Consuming activity 
is for representing the processed information from multiple information sources to 
users via graphical and tabular reports (part II of Fig. 2). In the feature model 
provided in Fig. 2, solid lines represent the types (mandatory or optional) and 
relationships (OR or XOR) of abstract services. Dashed lines represent “required by” 
relationship between abstract and/or concrete services. For instance, to execute any of 
the concrete services of Extraction abstract service (see 1.2 in Fig. 2), the execution of 
any of the concrete services of Retrieval abstract service is required. 

In Fig. 3 we provide the feature model extended by FMA approach proposed in 
Section 3. First, we review the initial feature model provided in Fig. 2 (Step 1 of the 
FMA approach). By following Step 2 of the approach, 10 out of 12 initial concrete 
services were updated and additional property characterizing the functioning mode 
was added. 

By following Step 3 of the approach, 2 out of 12 services showed additional 
variability in functioning modes; therefore these two initially concrete services were 
converted to abstract services (namely variants Retrieval by database 1.2.2. and 
Retrieval by crawling 1.2.3). For each of new abstract services two concrete services 
were introduced and additional property characterizing their functioning mode was 
added. Retrieval by database (1.2.2) variant was converted to variation point and two 
variants were added, namely, by browsing database manually (1.2.2.1) and by using 
SQL to automatically retrieve data from the database (1.2.2.2).  
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As mentioned in previous section, service interfaces should also be analyzed for 
transition between services with the same or different functioning modes. In Table 2 
we provide the variety of transitions available in EduMON system and illustrate 
particular modes of services in various compositions. Considering available 
functioning mode of the concrete service and its interfaces allows us to analyze the 
information service system more deeply to design or provide the input and output 
facilities or communication possibilities for passing and retrieving information 
to/from services with particular functioning mode. For instance, the service Retrieval 
by hand (see 1.2.1 in Fig. 3) with manual functioning mode is in transition with the 
service Dictionary based extraction by Apache UIMA ConceptMapper (see 2.1.2 in 
Fig. 3) with automatic functioning mode. In this case we should establish interface to 
allow the passing the retrieved document from service Retrieval by hand to the 
service Dictionary based extraction by Apache UIMA ConceptMapper. This interface 
can be implemented, e.g., as input form where the human actor passes the document, 
e.g., study course description, to automatic keyword extraction service. In this 
particular example, the extended feature model (see Fig. 3) and possible transitions 
between services (see Table 2) helped to reason and take decision about the potential 
human involvement necessary to perform particular services.  

Table 2. Available transitions between multi-mode services in EduMON. Numbers in table 
relate to numbers of services in Fig. 3. In the intersection of the row and column, the 
functioning modes of services in transition are indicated. 

 1.
2.

1 
(M

) 

1.
2.

2.
1 

(M
) 

1.
2.

2.
2 

 (
A

) 

1.
2.

3.
1 

(M
) 

1.
2.

3.
2 

(A
) 

1.
2.

4.
 (

A
) 

2.
1.

1 
 (

M
) 

2.
1.

2 
(A

) 

2.
1.

3 
(S

A
) 

2.
2.

1 
(A

) 

2.
2.

2 
(A

) 

3.
1.

1 
(A

) 

3.
1.

2 
(A

) 

3.
1.

3 
(A

) 
1.2.1 (M)       M-M M-A M-SA M-A M-A  

1.2.2.1 (M)       M-M M-A M-SA M-A M-A  
1.2.2.2 (A)       A-M A-A A-SA A-A A-A    
1.2.3.1 (M)       M-M M-A M-SA M-A M-A  
1.2.3.2 (A)       A-M A-A A-SA A-A A-A    
1.2.4. (A)       A-M A-A A-SA A-A A-A  
2.1.1 (M)            M-A M-A M-A 
2.1.2 (A)            A-A A-A A-A 

2.1.3 (SA)            SA-A SA-A SA-A 
2.2.1 (A)            A-A A-A 
2.2.2 (A)   A-A A-A 
3.1.1 (A)   
3.1.2 (A)   
3.1.3 (A)   

5 Conclusions 

In the paper we discussed how variability could be modeled in situations where 
functioning modes of services must be taken into consideration. Such situations arise 
in information service systems, which include services that can be performed 
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manually, semi-automatically, and/or automatically. To facilitate design and 
implementation of these information service systems, we suggest to model their 
variability by feature model and propose FMA approach for extending the feature 
model by assigning functioning mode properties to the services. The approach uses 
concepts of abstract and concrete services and can dynamically convert variants 
corresponding to concrete services into variation points corresponding to abstract 
services.  

The application of the approach is limited to the already designed variability 
model, i.e., it does not prescribe the creation of initial variability model. When the 
initial model exists, the FMA approach facilitates deeper analysis in design and 
implementation of information service systems by considering the degree of human 
involvement. In FMA approach we represented functioning modes of services as 
properties for the concrete services. Functioning modes can be captured also at the 
level of abstract services. It would require another way for feature model change 
management and would allow structuring the feature model differently with respect to 
functioning modes. The construction and examination of such feature model is one of 
our further research directions. Direct benefit of using extended feature model would 
be in multi-mode service composition where the feature model can be used to allow 
automatically deriving the multi-mode service flows permitted in the information 
service system. The implementation of multi-mode service composition based on the 
feature model is another research direction.  
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Abstract. In theory, software product lines are planned in advance, using estab-
lished engineering methods. However, there are cases where commonalities and
variabilities between several systems are only discovered after they have been de-
veloped individually as single systems. In retrospect, this leads to the hindsight
that these systems should have been developed as a software product line from
the beginning to reduce costs and effort. To cope with the challenge of detecting
variability early on, we propose the PREVISE method, covering domain and ap-
plication engineering. Domain engineering is concerned with exploring the vari-
ability caused by entities in the environment of the software and the variability in
functional and quality requirements. In application engineering, the configuration
for a concrete product is selected, and subsequently, a requirement model for a
concrete product is derived.

Keywords: Variability modeling, problem frames, software product lines (SPL),
orthogonal variability modeling (OVM), UML profile.

1 Introduction

In our ongoing project GenEDA1, we aim at extending our method for deriving design
alternatives from quality requirements [11], which supports a single-system develop-
ment to a product-line development addressing quality requirements. Software product
line engineering (SPLE) represents an emerging paradigm to develop software applica-
tions which are tailored to individual customer’s needs [12].

Software product lines (SPL) involve a set of common features as well as a set of
variable ones. The first challenge we are facing is how to utilize and adjust conventional
requirements engineering techniques for modeling and engineering SPL. Modeling and
managing variability is the central concept in SPLE. Beyond the variability which is
caused by variable requirements, there exist further variabilities, which might emerge
because of changes in the environment in which the software will be located. Such kind
of variability should be taken into consideration when developing SPL.

In this paper, we propose the PREVISE (PRoblEm-oriented VarIability Require-
mentS Engineering) method, which conducts requirements engineering in software
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product lines considering quality requirements. Our method is composed of four phases.
It covers domain engineering (phases one and two) as well as application engineering
(phases three and four).

The PREVISE method uses the problem frames approach [10] as a basis for re-
quirements engineering and extends it for developing SPL. We use the problem frames
approach, because 1) it takes the surrounding environment of the software into consid-
eration. Therefore, it allows identifying variability, which is caused by the environment,
2) it allows decomposing the overall software problem into subproblems, thus reducing
the complexity of the problem, 3) it makes it possible to annotate problem diagrams
with quality requirements, 4) it enables various model checking techniques, such as
requirements interaction analysis and reconciliation [1] or quality requirements elicita-
tion [6] due to its semi-formal structure, and 5) it supports a seamless transition from
requirements analysis to architectural design (e.g. [3]).

The remainder of this paper is organized as follows. An alarm system as a running
example is introduced in Sect. 2. Section 3 gives a brief overview of the OVM, prob-
lem frames, and problem-oriented requirements engineering. Section 4 describes how
we extend problem frames with a notation for variability. We introduce the PREVISE
method in Sect. 5. Section 6 presents related work, while Sect. 7 concludes the paper
and points out suggestions for future work.

2 Running Example

As our running example, we have chosen an alarm system. We will not elaborate on a
full alarm system, but a very small and simple one, blanking many functionalities that
such a system normally embodies. An initial problem description is given as follows:
the alarm system is installed within a defined perimeter, such as a building. In this
building alarm buttons and signal horns are installed. Whenever a person in the building
witnesses a critical situation such as a fire, he / she shall warn others. A witness can
alert others in the building, using the alarm buttons. The alarm is given using the signal
horn. The alarm shall be given within one second. Additionally, every alarm raised
is forwarded to an alarm central. The notification is repeated every 30 seconds. The
broadcast to the alarm central is optional as not every owner of the alarm system needs
or can afford using such an alarm central. When a communication to an alarm central
is established, no third party shall be able to tamper with the communication. From
this small scenario, we can derive two functional, one performance and one security
requirement:

R1. A witness can alert others in a building using the alarm buttons. The alarm is given
using the signal horn.
R2. Every alarm raised is forwarded to an alarm central. The notification is repeated
every 30 seconds.
PR1. The alarm shall be given within one second.
SR1. When a communication to an alarm central is established, no third party shall be
able to tamper with the communication.
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3 Background

In this section, we give an overview of the concepts and methods our method relies on.
OVM is described in Sect. 3.1, while the problem frames approach is given in Sect. 3.2.

3.1 Orthogonal Variability Modeling

In SPLE, OVM describes an approach to capture a product line’s variability. In contrast
to other approaches, which integrate variability into existing design artifacts, OVM ex-
plicitly captures variability in distinct models. Using traceability links, elements from
OVM models can be connected to arbitrary design or development artifacts or ele-
ments within these artifacts, e.g. requirements, a state within a UML state machine, or
implemented classes [12].

OVM comprises a set of model elements that allow for modeling variability. The
central model element is the abstract variation point (VP). A VP defines a place where
single products may differ.

Since an OVM model defines the variability of an entire SPL, it provides a concept
to derive products. Several model elements (including VPs) support a selection concept.
A single product is defined through all elements that have been selected. To indicate a
choice for the developer, selectable VPs may be optional. In contrast, if a VP is con-
sidered essential, it is declared mandatory. A mandatory VP must be selected for every
product.

While VPs define where products may differ, variants define how they differ. Vari-
ants and VPs are linked through variability dependencies (VD), while a variant has to
be associated with at least one VP (in turn, a VP must be associated with at least one
variant). Similar to VPs, variability dependencies may be either optional or mandatory.
If a VP is selected and is associated with a variant through an optional VD, this very
variant may be selected. However, if the association is a mandatory one, the variant
must be selected in this case.

To ensure flexibility in the product derivation, OVM offers the possibility to define
alternate choices. An alternate choice groups a set of variants that are associated with
the same VP through optional dependencies and defines a minimum and a maximum
value. Within product derivation, a number of n with minimum ≤ n ≤ maximum
variants have to be selected if their corresponding VP has been selected.

Since in practice relationships and interactions between variants and VPs can be
observed, OVM allows for defining these relationships through variability constraints.
Variability constraints can be set up between two variants, two VPs, or a variant and
a VP. OVM provides two types of variability constraints: requires and excludes. The
requires constraint is directed from a source to a target element and requires the target
to be selected if the source has been selected. The excludes constraint is undirected and
prevents selecting one element if the other element has been selected.

3.2 Problem Frames

Problem frames [10] proposed by Michael Jackson are a means to describe and classify
software development problems. A problem frame represents a class of software prob-
lems. It is described by a frame diagram, which consists of domains, interfaces between
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Fig. 1. Context diagram for the Alarm System (left) and problem diagram for R1 (right)

them, and a requirement. Domains describe entities in the environment. Interfaces con-
nect domains, and they contain shared phenomena. Shared phenomena may, e.g., be
events, operation calls or messages. They are observable by at least two domains, but
controlled by only one domain, as indicated by “!”. For example, the notation W!{alert}
(between Witness and Button) in Fig. 1 (right) means that the phenomenon alert is con-
trolled by the domain Witness. The software to be developed is called machine.

We describe problem frames using UML class diagrams, extended by a specific
UML profile for problem frames (UML4PF) proposed by Hatebur and Heisel [9]. A
class with the stereotype �machine� represents the software to be developed. Jack-
son distinguishes the domain types biddable domains (represented by the stereotype
�BiddableDomain�) that are usually people, causal domains (�CausalDomain�)
that comply with some physical laws, and lexical domains (�LexicalDomain�)
that are data representations. To describe the problem context, a connection domain
(�ConnectionDomain�) between two other domains may be necessary. Connection
domains establish a connection between other domains by means of technical devices.

In UML4PF, requirements are a special kind of statement. When we state a require-
ment, we want to change something in the world with the machine to be developed.
Therefore, each requirement expressed by the stereotype �requirement� constrains
at least one domain. This is expressed by a dependency from the requirement to a do-
main with the stereotype �constrains�. A requirement may refer to several do-
mains in the environment of the machine. This is expressed by a dependency from the
requirement to these domains with the stereotype �refersTo�. The requirement R1
on the right-hand side of Fig. 1 constrains the causal domain Signal Horn, and it refers
to the causal domain Button and the biddable domain Witness.

Problem-oriented Requirements Engineering. Our method for problem-oriented re-
quirements engineering involves the steps problem context elicitation, functional
requirements, and quality requirements modeling.

The first step problem context elicitation aims at understanding the problem the
system-to-be shall solve, and therefore understanding the environment it should in-
fluence according to the requirements. We obtain a problem description by eliciting
all domains related to the problem, their relations to each other and the system-to-be.
To elicit the problem context, we set up a context diagram consisting of the machine
(system-to-be), related domains in the environment, and interfaces between these do-
mains. The context diagram for our example is shown on the left-hand side of Fig. 1.
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The second step functional requirements modeling is concerned with decomposing
the overall problem into subproblems, which describe a certain functionality, as ex-
pressed by a set of related functional requirements. We set up problem diagrams rep-
resenting subproblems to model functional requirements. A problem diagram consists
of one submachine of the machine given in the context diagram, the relevant domains,
the interfaces between these domains, and a requirement referring to and constraining
problem domains. The problem diagram describing the functional requirement R1 in
our example is shown on the right-hand side of Fig. 1.

To analyze quality requirements in the software development process, they have to
be addressed as early as possible in the requirement models. The functionality of the
software is the core, and all quality requirements are related in some way to this core.
Modeling quality requirements and associating them to the functional requirements is
achieved in the step quality requirements modeling. We represent quality requirements
as annotations in problem diagrams. For more information, see our previous work [4].

4 Extending Problem Frames with a Variability Notation

We extend the problem frames notation by introducing new elements for modeling vari-
ability in software product lines. We base our extension on the OVM terms. In Sect. 3.2,
we briefly described the UML4PF profile, which enables us to use the problem frames
notation in UML models. Our extension is a UML profile relying on the UML4PF
profile.

The detailed usage of the stereotypes2 will be explained in Sect. 5. The profile allows
the creation of new kinds of diagrams and statements. The first new kind of UML4PF
diagrams are variability diagrams. They capture the actual variation points. There are
requirement variability diagrams, domain variability diagrams, and phenomenon vari-
ability diagrams as the variability can stem from requirements, domains, and phenom-
ena. One special variability diagram is the constraint variability diagram, which cap-
tures constraints to variability. To the context diagram we add two new sub-types. First
of all, a variability context diagram, which describes the context containing the variabil-
ity. In contrast, the product context diagram describes the context regarding a particular
product, which is defined by a configuration. The same distinction is made for problem
diagrams. For problem diagrams we also have variability problem diagrams and prod-
uct problem diagrams. The latter diagram is the configuration diagram, which describes
a particular configuration for a product.

The first new statement introduced is the variation point. One can distinguish be-
tween mandatory variation point and optional variation point. Related to variation
points are variants, which can represent an optional variation or a mandatory varia-
tion. A variation point indicates by its min and max properties how many of the variants
have to be chosen for the variation point. The type of variation relation is indicated
by a variation dependency. Variants and variation points can be related by a constraint
dependency. The relation can be an excludes or a requires dependency.

2 The meta-model is available in
http://www.geneda.org/pub/TechnicalReportPREVISE.pdf
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Fig. 2. PREVISE method and the outputs of each step

5 Problem-Oriented SPL Requirements Engineering Method

In this section, we present the PREVISE method, which defines the activities in the first
phase of the domain and the application engineering, namely the requirements engineer-
ing. We describe how we extend our current problem-oriented requirements engineering
method described in Sect. 3.2 for SPL. In Sect. 5.1, we describe the phases of domain
engineering and the subsequent steps, in which we create a requirement model for the
SPL. Then, we describe the phases of application engineering, in which we derive a
concrete SPL product from the SPL requirement model in Sect. 5.2. Figure 2 shows an
overview of the steps to be conducted in the PREVISE method and the corresponding
outputs.

5.1 Product Line Requirement Model Creation

Phase 1: Context Variability Elicitation. In this phase, the context of the system-to-be
is analyzed, and variation points in the environment of the machine are identified.

Step 1 - Problem context elicitation. For our method, it is not necessary to have a
problem description, which already includes variability. Instead, one can start by giving
a problem description for one possible product. The variability is identified and added in
later steps. Hence, in step one we derive a context diagram from the problem description
as proposed by Jackson [10]. The context diagram is shown on the left-hand side of
Fig. 1 and was already explained in Sect. 2.

Step 2 - Phenomenon variability identification. In this step, every phenomenon of the
context diagram has to be analyzed for two things. First, if the phenomenon at hand is
a generic one, which has more than one possible concrete instances. For the case that it
is not a generic one, there may be other alternatives for the phenomenon at hand. If one
of these two cases holds, the generic phenomenon has to be added as a variation point
and the concrete phenomena as variants. Additionally, one has to model if a variant or
variation point is optional or not. Second, if a phenomenon is shared using a dedicated
connection domain, this connection domain has to be added to the context diagram.
For our example, the phenomenon alert turns out to be a generic phenomenon, which
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Fig. 3. Domain Variability Diagrams

has two variants. First, one can push something to give the alert. Second, one can shout
to give an alarm, which is a more advanced option for an alarm system.

Step 3 - Domain variability identification. Similar to the phenomena, the domains of
the context diagram have to be checked for variation points and variants. Note that it
can occur that one variant is a variation point as the variant can be further refined.

One example for domain variability is shown in Fig. 3. The starting domain for this
variability is the causal domain wire. It connects the alarm raiser with the machine. The
domain wire is abstracted to the causal domain raiser connection, which is a mandatory
variation point. Variants for the raiser connection are a direct access connection, which
is mandatory or an indirect access connection, which is optional. For direct access, one
variant is the wire. The other variant is a wireless solution, which can be a WLAN, a
bluetooth, or a ZigBee connection. The indirect access can be realized via internet or a
mobile network.

Step 4 - Problem context variability elicitation. This step uses the context diagram and
the domain variability diagrams to generate the variability context diagram. The vari-
ability context diagram enables us not only to elicit all domains related to the problem
to be solved, but also to capture, which domains represent variability and which ones
commonality. The structure of the variability context diagram is similar to the context
diagram from step 1. It differs from it in the way that we represent variation points for
the problem domains and phenomena, which involve variability. The variability con-
text diagram represents a context diagram for the SPL. Note that the variability context
diagram can be automatically generated using the context diagram and the domain vari-
ability diagrams.

Figure 4 on the left-hand side shows the resulting variability context diagram for our
example. The domains alarm system and witness are directly taken from the context dia-
gram as they are not variable. The signal horn is replaced by the variation point notifier.
The alarm button is replaced by the variation point raiser. Additionally, the connection
domains and their abstract variation points raiser connection, notifier connection, and
alarm central connection are added to the variability context diagram.
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Phase 2: Problem Variability Decomposition. In this phase, the overall problem is
decomposed into smaller subproblems according to the requirements of the system-to-
be. The quality and functional requirements are adjusted in a way that they reflect the
variability of the problem.

Step 1 - Problem description/ requirements adjustment. In this step, the textual re-
quirements of the machine are derived from the problem description. As the initial
problem description does not contain the variability identified in phase one, the textual
description of the requirements has to be adjusted. In Sect. 2 we already derived the
textual requirements from the initial problem description. Now the wording has to be
adjusted to the variability context diagram. For example, requirement R1 changes to
“A witness can [alert] others in a building using [raisers]. The alarm is given using
[notifiers].”

Step 2 - Functional variability modeling. This step is concerned with decomposing
the overall problem into subproblems, which accommodate variability. Each functional
requirement has to be modeled as a problem diagram. Whenever the problem diagram
contains at least one variation point, the requirement is variable, too. But variability
in a requirement cannot only stem from phenomena or domains, which are variable.
Sometimes requirements contain further variation points, which do not show up in the
structure of a problem diagram. One reason might be a variability in behavior, for exam-
ple in the sequence of phenomena. Hence, each requirement has to be checked for such
variations not visible in the problem diagrams. Such variabilities are represented by a
requirement variability diagram (RVD), which represents the requirement as variation
point and its alternatives as variants. For our example, the functional requirement R2
contains further variability. The repetition of the alarm notification is optional. The ac-
cording requirement variability diagram is shown in Fig. 4 on the right-hand side. Note
that requirement R2.1 contains further variability regarding the time span between the
repetitions. Figure 5 on the left-hand side shows the variability problem diagram for
requirement R2.

Step 3 - Quality requirement modeling. This step is concerned with annotating qual-
ity requirements, which complement functional requirements. In contrast to functional

Fig. 4. Variability Context Diagram for the Alarm System (left) & Requirement Variability
Diagram for R2 (right)
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requirements, quality requirements are not modeled as problem diagrams on their own.
Instead, they augment existing functional requirements.

Step 4 - Quality requirement variability identification. Variability in quality require-
ments can be caused when making trade-offs among quality requirements of differ-
ent types. Such requirements are subject to interactions. Interactions among quality
requirements can be detected by applying step 1 of the QuaRO method proposed in
our previous work [1]. To resolve interactions, we generate requirement alternatives by
relaxing the original requirement. To obtain such a variability in quality requirements,
we apply the second step of the QuaRO method. The generated quality requirement
alternatives provide variants for the original requirement. The requirement variability
diagrams have to be updated according to the results of the QuaRO method. Some-
times, quality requirements introduce new domains, e.g., an attacker for security, and
phenomena. Thus, one has to check these domains and phenomena for variability, too.
For our example, we have the security requirement SR1. It complements the functional
requirement R2. It adds the biddable domain attacker. The domain attacker is a varia-
tion point as there can be different attackers distinguished by their abilities (see [1] for
more information).

Step 5 - Optional requirement identification. In this step, one has to identify the re-
quirements, which are optional. They have to be modeled as optional variation point.
For the alarm system, the notification of the alarm central is optional, which is already
reflected in Fig. 4 on the right-hand side, as R2 is annotated as an optional variation
point (optionalVP).

Step 6 - Constraint identification. This step is concerned with identifying constraint
dependencies among requirement, phenomena, and domain variants. Dependencies
caused by quality requirements interactions are identified as a result of the first step
of the QuaRO method [1]. For functional requirements, one can use the RIT (Require-
ments Interaction Tables) as proposed in previous work [2]. Other kind of dependen-
cies have to be checked manually. We distinguish between two types of dependencies,
namely requires in which one variant or variation point requires another variant or vari-
ation point for a valid configuration, and excludes in which one variant or variation
point is not allowed together with another variant or variation point in a valid con-
figuration. For example, the phenomenon shoutToAlert requires a voice sensor. The
according constraint variability diagram is shown in Fig. 5 on the right-hand side.

Fig. 5. Variability Problem Diagram for R2 (left) & Constraint Variability Diagram for alert to
shout (right)
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5.2 Deriving a Concrete Product Requirement Model

To derive requirements for a concrete SPL product, we make use of the artifacts generated
in domain engineering. The aim of the application engineering is to get a coherent subset
of requirements for aparticularproduct fromtheoverall setof requirementscontaining the
variability. The application engineering is divided into two phases, which are explained in
the following. Note that for the product engineering we do not elaborate the example for
reasons of space. The example is explained in the accompanying technical report3

Phase 3: Configuration engineering. In this phase the configuration for the concrete
product is selected. The following steps can be supported by a feature diagram and
OVM diagrams derived from the domain requirements model. Note that this phase can
be repetead to define more than one configuration. Step 1 - Requirements selection: The
first step towards a configuration is to select the desired requirements among all optional
requirements. This selection may reduce the phenomena and domains to select from in
the next steps. The reason is that phenomena and domains, which are only bound to
optional requirements that are not selected can be left out. For all requirements, which
represent an optional variation point, one has to decide whether to include the require-
ment or not. Next, one has to select a variant for all requirements, which represent a
variation point and which are included in the desired set of requirements. The desired
set contains the selected optional and all mandatory requirements. The selected variants
have to be documented in a configuration diagram. Step 2 - Phenomena selection: The
second step is to select the variants for all phenomena, which are variation points. The
reason for going first for the phenomena is that phenomena are the starting point of the
interaction of end users with the system-to-be. Thus, we have the end user in focus.
Additionally, the selected phenomena often constrain the set of domains to be chosen
from. In many cases, specific phenomena exclude or require specific domains. Step 3
- Domain selection: In this step, one has to select for all domain variation points the ac-
cording desired variants. Step 4 - Configuration validation: Last, one has to check if the
constraints defined in the constraint variability diagrams are all satisfied. Additionally,
one has to check whether the variation dependencies given by the variation diagrams
and the min / max constraints of the variation points are satisfied.

Phase 4: Deriving a Product Requirements Model. In this phase, the concrete product
requirements model is derived based on a given configuration. Note that one can define
more than one configuration at a time and derive product requirement models for them.
Step 1 - Product context definition: This step is concerned with deriving a product context
diagram for a concrete product. To this end, we make use of a configuration diagram that
defines, which requirement variants have to be achieved by the concrete product. Then,
we derive the concrete SPL context diagram from the variability context diagram, re-
placing all variation points by the variants defined by the configuration. Variation points,
which are not addressed by a variant in the configuration are removed. Step 2 - Product
functional requirement modeling: In this step, we derive product problem diagrams for a
concrete product. By means of the configuration we know which functional requirements
have to be involved in the requirement models for the concrete SPL product. We use the
variability problem diagrams for deriving product problem diagrams. The activities to

3 http://www.geneda.org/pub/TechnicalReportPREVISE.pdf
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be performed are like the ones for step 1. One additional step is the textual adjustment of
the requirements. Step 3 - Product quality requirement modeling: For the product quality
requirement modeling one has to perform the same activities as given for step 2.

6 Related Work

There exist several methods connecting SPL with requirements engineering approaches.
We focus on methods, which connect problem frames and variability. Zuo et al. [14]
introduce an extension of the problem frames notation that provides support for product
line engineering. The extension for problem frames only supports variability in require-
ments and machines. In contrast to the PREVISE method, the authors do not consider
the variability, which can be caused by domains and phenomena. Furthermore, the au-
thors only provide a notation for domain engineering.

Ali et al. [5] propose a vision for dealing with variability in requirements caused
by the environment. The authors propose an idea for a framework, which relates the
three requirements engineering methods goal models, feature diagrams, and problem
frames to the environmental context in order to use context information for product
derivation. In contrast to PREVISE, it does not pay attention to the variability caused
by the requirements and relies on preliminary knowledge about variability.

Variability, which emerges due to changes in the environment (contextual variabil-
ity), is discussed by Salifu et al. [13]. The authors first set up problem diagrams and
then identify a set of variables representing the contextual variations. Using the contex-
tual variables, variant problem diagrams are derived. In their work, the authors provide
no systematic approach on how to identify contextual variations in the environment and
Application engineering is not considered.

An approach for integrating SPLE and the problem frame concept is proposed by
Dao et al. [8]. The starting point is a feature model, which is mapped to a problem
frames model to elicit functional requirements and domain assumptions. To take quality
requirements into account, a goal model is adopted. The three different notations feature
models, problem frames, and goal models are used, which might cause consistency
problems among different models. In contrast, we provide one single model, which
enables consistency checking and tool support.

Similar to our method, the approach proposed by Classen et al. [7] considers vari-
ability in requirements and phenomena. However, the authors do not treat variability in
domains. Furthermore, quality requirements are not considered.

7 Conclusion

In this paper, we have presented an extension of the problem frames notation to enable
variability modeling. The notation extension for variability is accompanied by a method
called PREVISE for discovering variability, modeling variability, and deriving products
from the variability models. The contributions of this paper are providing 1) an OVM-
based notation for adding variability to requirements, which are expressed in the problem
frames notation (see Sect. 4), 2) a method, which can be conducted without any previous
knowledge about variability, 3) a structured method for conducting domain engineering
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in the requirements phase, which includes (see Sect. 5.1) discovering and modeling vari-
ability, 4) a structured method for conducting application engineering in the requirements
phase, which includes (see Sect. 5.2) setting up configurations for products and deriving
requirement models for products according to the configurations. For the future, we
plan to implement and improve the tool support.4 We also plan to integrate PREVISE
and QuaRO. We will also integrate PREVISE into the GenEDA method, which will
provide the software engineer with a method, which closely integrates requirements en-
gineering, architecture and design, and patterns. Hence, the variability will not only be
reflected in the requirements, but will also be integrated in the architecture generation.
For the validation of the method , we will apply the method to a bigger case study.
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12. Pohl, K., Böckle, G., van der Linden, F.: Software Product Line Engineering - Foundations,
Principles, and Techniques, pp. 1–467. Springer (2005)

13. Salifu, M., Nuseibeh, B., Rapanotti, L., Tun, T.T.: Using Problem Descriptions to Represent
Variabilities For Context-Aware Applications. In: VaMoS 2007, pp. 149–156 (2007)

14. Zuo, H., Mannion, M., Sellier, D., Foley, R.: An Extension of Problem Frame Notation for
Software Product Lines. In: APSEC 2005, pp. 499–505. IEEE (2005)

4 For more details see:
http://www.geneda.org/pub/TechnicalReportPREVISE.pdf



 

L. Iliadis, M. Papazoglou, and K. Pohl (Eds.): CAiSE 2014 Workshops, LNBIP 178, pp. 148–158, 2014. 
© Springer International Publishing Switzerland 2014 

An Outlook on Patterns as an Aid  
for Business and IT Alignment with Capabilities 

Janis Stirna1 and Kurt Sandkuhl2 

1 Department of Computer and Systems Sciences, Stockholm University  
Forum 100, SE-16440, Kista, Sweden 

js@dsv.su.se 
2 Institute of Computer Science, University of Rostock  

Albert-Einstein-Str. 22, 18059, Rostock, Germany 
kurt.sandkuhl@uni-rostock.de 

Abstract. Patterns have established themselves as a useful and practicable 
instrument for capturing reusable solutions to reoccurring problems in a 
multitude of domains. This paper discusses three cases of pattern application – 
at Riga City Council, Kongsberg Automotive, and Proton Engineering, An 
outlook on how pattern based approaches should be developed to support 
business and IT alignment and the concept of capability as means to deliver 
context dependent organizational solutions is also presented. 

Keywords: Patterns, alignment, best practices, capability.  

1 Introduction 

In the process of developing or customizing information systems (IS) we are 
frequently faced with questions such as: what is the best IT solution to this 
organizational problem, how should this piece of best practice or experience be used, 
is it of any value, what can it be used for, when can it be used and by whom. These 
questions address various aspects of IT use, from management, e.g. concerning IT 
governance frameworks, to development, e.g. how to customize a particular system 
component to support company’s business process. To answer these questions two 
main aspects of a knowledge artifact are of importance – what is the problem it 
addresses and what is the solution it provides.  

Alexander [1] defined such problem-solution pairs as patterns – “a problem which 
occurs over and over again in our environment and then describes the core of the 
solution to that problem, in such a way that you can use this solution a million times 
over, without ever doing it the same way twice”. Following this principle patterns 
have been introduced in IS design, data modeling, and in IS analysis. The common 
objective is to capture, store and communicate reusable artifacts, such as fragments of 
code or models. Including a set of patterns in a text book on system analysis and 
design is a de facto standard nowadays. The pattern concept has also been 
successfully used in organizational development and knowledge management under 
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the term organizational patterns. An overview of six such application cases can be 
found in [2]. Pattern users appreciate the problem-solution principle of structuring 
knowledge and can immediately relate their problems to what the patterns address. 
There are however challenges – at the moment patterns are to a large extent used by 
people with IT development knowledge, but to ensure efficient business and IT 
alignment they should also be used by domain experts and business developers. 

The objective of this paper is to discuss how the existing drawbacks of pattern 
methodologies and tools can be improved to support business and IT alignment and 
the concept of capability. 

The rest of the paper is structured as follows. Section 2 gives a brief overview to 
pattern use in information systems and computer science. Section 3 describes three 
pattern usage cases. Section 4 discusses the future use of patterns for business and IT 
alignment while section 5 outlines the main principles of Capability Driven 
Development and ponders on challenges pertinent to pattern use. Section 6 presents 
concluding remarks. 

2 Pattern Use in Computer Science 

Since more than a decade, patterns have been popular in Computer Science and have 
been used for numerous areas, such as software design, information modeling and 
business process design. Although there is no generally accepted definition of the 
term pattern, most publications in the field get some inspiration from Christopher 
Alexander’s definition (see section 1). Whilst Alexander’s focus is on the solution, 
many pattern approaches in computer science concentrate more on capturing proven 
practices or an advice for how to approach certain problems.  

The seminal book on patterns in the area of information system engineering was 
published by the “Gang of Four” [3] and focuses on software design patterns. Many 
other books followed, basically offering patterns for all phases of the software 
development process, including analysis patterns [4], data model patterns [5], 
software architecture patterns [6, 7], test patterns, etc. The pattern idea was adapted in 
other areas of Computer Science, like workflow patterns [8], ontology patterns [9], 
groupware patterns [19] and patterns for specific programming languages [10]. 

Patterns have also been adopted for organizational design and knowledge 
management purposes, c.f. for instance [11] and [12]. Furthermore, patterns and anti-
patterns have also been used to capture best practices of enterprise modeling in the 
attempt to improve model quality [13]. 

Despite the many different fields addressed by these different pattern types, they 
share certain common characteristics: 

• They are based on experiences and deeply rooted in the practice of the field, 
• They are not meant to be used blindly as they are. The core idea within the 

pattern must be understood first and the pattern adjusted or tailored for the 
specific application case  

• They do not only help to build software, processes or models, but also to 
communicate work approaches within a team or among different stakeholders. 
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Different approaches can be taken in order to develop or to discover patterns. The 
existing literature in the field (see above for a selection) suggests at least four possible 
ways that can be used depending on the nature of the problem and the overall vision 
for pattern application: 

• Pattern detection: use (a large number of) existing development in the area 
under consideration (e.g. enterprise models, software designs, etc.) and 
analyze them for recurring parts 

• Pattern derivation: use knowledge from related areas (e.g. process models, 
information flow diagrams, enterprise models) and derive patterns from this 
knowledge 

• Pattern construction: use expert knowledge in the domain and construct 
patterns based on this knowledge 

• Community-based pattern development: use communities of people with 
knowledge in the field (on the web, wikis, in conferences (e.g. PLoP) or 
associations) to develop patterns.  

In terms of working with patterns we have to consider that there are two 
dimensions of reuse - design for reuse and design with reuse. By design for reuse we 
mean the process of identifying valuable solutions in existing or newly created 
models and creating reusable components, i.e. patterns, from them. By design with 
reuse we mean the process of creating new organizational designs, e.g. enterprise 
models, by identifying existing patterns, adapting the solutions, and integrating them 
with the new solutions created in the project.   

3 Examples of Pattern Application Cases 

This section presents three pattern allocation cases – in Riga City Council (Latvia), 
Kongsberg Automotive (Sweden), and Proton Engineering (Sweden) exemplifying 
the diverse applicability of the pattern concept. All three organizations used patterns 
for capturing what can be regarded as organizational best practices or know-how. 
Hence, it is important to point out that the pattern repositories will only create the 
expected impact if the organizations have supporting processes and roles for 
knowledge capturing, packaging, storing, searching and applying. Without such a 
supporting foundation any pattern collection, no matter how competitive and initially 
innovative, will quickly become obsolete and forgotten. These cases also show that 
there is a strong demand for supporting the solutions proposed by patterns with 
information systems. 

In 2002 patterns were applied in the Riga City Council (RCC). The RCC wanted to 
develop an employee knowledge sharing portal where best practices structured 
according to the pattern format would play a central role (see [14] for details). The 
RCC had six internal pilot cases located in different organizational units. Patterns 
were developed by modeling and pattern experts in consultation with stakeholders 
from the RCC.  The resulting patterns included enterprise model fragments, general 
drawings as well as multimedia content. They were structured by a content 
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management system (CMS) that was able to automatically suggest hyperlinks based 
on similar entries in the repository. The users interacted with the patterns via the web 
interface of the CMS.  

 

Fig. 1. An example pattern (in Latvian) showing collaborating organizations of the Riga Drug 
Abuse Prevention Centre 

Figure 1 shows an example pattern that explains the collaboration structure within 
the RCC and how it is supported by various information systems of the involved 
organizations. This is described by text and conceptual models in the pattern (not 
shown in the figure). The objective of these patters was to document and share the 
existing knowledge about RCC’s work processes and different best practices used. 
Some patterns described which information is available in which information system 
of the RCC or its municipal companies. Beyond that it was up to the pattern users to 
elaborate the needed connections themselves or ask the RCC’s IT department to do it. 
This can be seen as a drawback that probably contributed to low usage of the pattern 
repository. 

Kongsberg Automotive used patterns from 2006-2008 within the EU-FP6 project 
MAPPER (Model-adapted Process and Product Engineering) for supporting 
collaborative engineering in networked manufacturing enterprises by capturing 
reusable organizational knowledge with Active Knowledge Models (AKM). 
MAPPER developed c.a. 20, so called, task patterns, which included process, product, 
organization structure and resources for specific recurring organizational tasks (see 
[15] for details). The significant difference of the MAPPER project is that the patterns 
developed were linked to IS components in the METIS tool and the AKM platform, 
which made the organizational solutions achieved by applying patterns executable. 
The more or less instant transition from a pattern to a running system was one of the 
advantages of the MAPPER approach. Figure 2 shows a pattern for establishing a 
material specification on the left and a functioning workflow system the behavior of 
which is defined by the pattern.  
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The drawbacks hindering the adoption of the approach were: (1) the patterns 
developed in the project only covered a limited area of company’s needs and (2) 
development of new patterns by the domain experts was considered to be too 
advanced for people without IT development knowledge. 

 

 

Fig. 2. A pattern in the Metis tool (above) and executed in the AKM platform (below) 

Proton Engineering developed and applied information demand patterns within the 
infoFLOW project during 2009-2012. Proton is a sub-supplier to different first-tier 
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suppliers in automotive and telecommunication industries who performs various 
surface treatment services of metal components. Surface treatment in this context 
includes different technical or decorative coatings to achieve certain functionality or 
appearance. The patterns were developed for engineering change management (ECM) 
in the production process. The challenge is to handle the continuously incoming 
change specifications for products manufactured for many different OEMs in the 
automotive industry. Not implementing the changes in time would lead to products 
with wrong characteristics and economic consequences.  

An information demand analysis of a specific part of the ECM process (from 
quotation to production planning) was performed, which resulted in several 
information demand patterns. An information demand pattern addresses a recurring 
information flow problem that arises for specific roles and work situations in an 
enterprise, and presents a conceptual solution to it. An information demand pattern 
consists of a number of essential parts used for describing the pattern: pattern name, 
organisational context, problems addressed, conceptual solution (consisting of 
information demand, quality criteria and timeline), and effects.  

 

 

Fig. 3. Visual model of the information demand pattern for the role “change administrator” 

Figure 3 shows an example of the information demand pattern for the change 
administrator role, which is represented as textual description accompanied by a 
visual model fragment. The advantage of these patterns can also be seen as a 
disadvantage: they are intended for decision makers in enterprises and focuses on 
transferring knowledge about how to solve organizational problems related to 
information flow. Hence, the patterns can be easily understood by domain experts 
who get hints for how to their problems. However, the domain experts can only take 
the basic structure of the solution for the problem and have to design the 
implementation of the solution without the pattern providing details regarding how 
this should be done. 



154 J. Stirna and K. Sandkuhl 

 

4 Challenges for Pattern Use in Business and IT Alignment 

Sections 2 and 3 discussed the current state of pattern usage in organizations. This 
section summarizes the current challenges and discuses issues for future work. 

There are patterns that present relatively stable knowledge that is unlikely to 
change soon, e.g. the Gang of Four patterns [3] present a set of foundational solutions 
for object-oriented design. But there also are other kinds of patterns that are only 
useful if they take into account the latest IT developments, e.g. the Yahoo pattern case 
in [16]. Consequently, successful pattern applications require equal attention to (1) the 
patterns themselves; (2) the process that supports their development and (3) pattern 
application including user feedback and constant update.  

In the future it might become increasingly important to indentify which parts of a 
pattern require updating. In some cases when patterns are used by a large group the 
challenge is to discover the needs of the group and to amalgamate all the different 
feedback. A grassroots approach of allowing each user to suggest candidate patterns 
in a development environment could therefore be helpful. As an additional benefit the 
company would be able to see the different solutions that the employees are using and 
assess the current situation, indentify gaps, as well as plan development actions. 

Patterns reside in repositories, content management systems, tools, wikis and other 
kinds of collaboration platforms. Relationships among patterns as well as with other 
internal and external information sources are usually established manually by the 
pattern developers. This is a tedious and often neglected task with little or no 
automation support. As a result it is not done thoroughly and users are left wondering 
what else (e.g. other supporting technologies, policies, risks) is relevant to the 
proposed solution and where the relevant information can be found. While there are 
tools that are able to automatically find and recommend hyperlinks, such functionality 
is not sufficiently developed and widely used. It should also be extended towards 
automatic web service discovery. 

Most patterns are described in text supported by code or model fragments. 
Regardless of the technology used for representation, users have to search, assess 
suitability, and decide by themselves how to apply the proposed solution. There are 
contributions that include patterns in development environments, e.g. design patterns 
in CASE tools such as ModelMaker or the EUREQA approach and tool presented in 
[17]. But currently this is done only with design patterns addressing IS design 
problems, similar to the Gang of Four patterns, with software patterns containing 
reusable code, or with workflow patterns. While this is good starting point, a more 
explicit connection should be established between various business problems and IT 
solutions. In the future model driven development tools should be able to connect 
business problems to patterns and executable components as well as allow users to 
create and add their own. This would improve traceability and transition between the 
business requirement elicitation and IS development. In essence, we should be 
striving towards a modern kind of patterns that are business problem-solution-
execution triplets.  
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The Context indicators are used to monitor at runtime whether the pattern applied for 
delivering the capability is valid for the specific context situation. If the pattern is not 
valid, then the capability delivery should be dynamically adjusted by applying a 
different pattern, by reconfiguring the existing pattern or by aggregating several 
patterns into a new pattern. More about the overall vision of Capability Driven 
Development and the CaaS project is available in [19] and [20]. 

Concerning the use patterns the following challenges will have to be addressed in 
terms of model representation, way of modeling, IS support and organizational 
support. 

In terms of model representation: the approach will be model driven and hence 
patterns will have to be represented in a model form. The relationships between 
pattern and its application context (represented by context set in the meta-mode) and 
the solution the pattern proposes (represented by a process variants) will have to be 
supported by methodological guidelines concerning issues such as efficient ways of 
modeling context, modeling process variants as part of patterns etc. 

In terms of the way of modeling: both dimensions of reuse will have to be 
supported – pattern discovery and development from existing enterprise models as 
well as using patterns in constructing solutions for capability delivery. The main 
challenges are keeping up to date links between patterns and the initial models they 
are based on, as well as managing traceability between the capability delivery 
solutions and the patterns that are included in each solution. 

In terms of IS support: patterns will be executable in the sense that they will be 
linked with information system components and will be used adjusting the application 
at run time depending on the changes in context. Hence, the pattern concept should be 
able to deal with run time adjustment algorithms and monitoring context and 
resources.  

In terms of organizational support: Patterns have proven to be useful as reusable 
organizational solutions and hence they should be supported by an organizational 
knowledge cycle that supports activities such as creation, capturing, packaging, 
storing, sharing, applying knowledge artifacts (patterns) as well as transforming and 
innovating leading to creation of new knowledge artifacts [21]. These activities will 
have to be supported by the Capability Driven Development approach in order to 
ensure that the target organization is using patterns that are up to date and valuable for 
the organization. To achieve this, specific work procedures, e.g. for collecting 
feedback, and responsibilities will have to be established.  

6 Concluding Remarks and Future Work 

This paper presents three cases of pattern application that we consider being typical in 
a setting where organizational knowledge needs to be integrated with IT support. To a 
large extent patterns have been used for improving business and IT alignment by 
offering means for capturing, documenting and sharing best practices. As the 
application cases discussed in the paper suggest, patterns have the potential of linking 
business solutions with IT solutions. The current state of the art in the respect is, 
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however, not offering practicable solutions, especially in cases when business 
solutions should be tailored according to context changes. To this end a proposal to 
use the concept of capability has emerged that further extends the use of patterns.  

Another area of future work will be related to the different usage scenarios of 
patterns. Development of patterns on the CaaS project indicated the possibility to 
distinguish between solution-oriented and design-oriented patterns. Solution-oriented 
patterns incorporate how to solve a context related problem at runtime, i.e. the degree 
of freedom in these patterns is reflected in how to combine executable components. 
This characteristic puts such patterns close to software services, but there is still an 
important difference: services work as solution elements on their own with defined 
interfaces and deterministic behavior. Solution-oriented patterns need composition 
and decision logic at runtime, and hence we needs to know how to compose and 
configure them. Design-oriented patterns are closer to the “traditional” meaning of 
software, ontology and workflow patterns: they capture the core structure and 
elements of a design solution, which needs to be incorporated into a business service 
design. Examples are parts of processes or variations for defined context settings.  

Both pattern types have been identified in CaaS; examples were developed and 
their differences exposed. However, the connection between the pattern types has to 
be explored in more detail. Design-time patterns can be further developed and 
combined at design time to solution-patterns. Such a development process basically is 
similar to a conventional engineering process. But there also is a potential of using 
design time patterns to model the decision logic for how solution-patterns have to be 
combined and configured at runtime. To this end we need to capture the flow of the 
decision process and part of the logic. Elaborating this connection will be part of the 
future work. 

Furthermore, we will investigate the possibility to use the same pattern 
representation for both types. On a very general level, we will need the typical “gang-
of-four” pattern structure of context, problem, solution and effects. For the problem 
and solution part we will furthermore have to link both pattern types to business 
services. Whether or not this can be done with the same mechanisms needs further 
exploration. 

Acknowledgement. This work has been partially supported by the EU-FP7 funded 
project no: 611351 CaaS - Capability as a Service for Digital Enterprises.  
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Abstract. Research investigating cognitive aspects of information sys-
tems is often dependent on detail–rich data. Eye–trackers promise to
provide respective data, but the associated costs are often beyond the
researchers’ budget. Recently, eye–trackers have entered the market that
promise eye–tracking support at a reasonable price. In this work, we
explore whether such eye–trackers are of use for information systems
research and explore the accuracy of a low–cost eye–tracker (Gazepoint
GP3) in an empirical study. The results show that Gazepoint GP3 is well
suited for respective research, given that experimental material acknowl-
edges the limits of the eye–tracker. To foster replication and comparison
of results, all data, experimental material as well as the source code
developed for this study are made available online.

Keywords: Eye–tracking, eye movement analysis, accuracy of fixations.

1 Introduction

To facilitate the development of information systems, numerous modeling lan-
guages, –methods and –tools have been devised over the last decades [1]. Thereby,
researchers found that not only the technical perspective—such as correctness
and expressiveness—are central requirements, but also the human perspective
needs to be taken into account. For instance, in the field of business process
management, researchers found that a good understanding of a process model
has a measurable impact on the success of a modeling initiative [2]. Likewise,
business process vendors and practitioners ranked the usage of process models
for understanding business processes as a core benefit [3].

To support humans in their interaction with artifacts created during the de-
velopment of information systems, e.g., models or source code, various research
methods have been followed. For instance, researchers analyzed communication
protocols gathered in modeling workshops [4], sought to adapt theories from
cognitive psychology [5], investigated think aloud protocols [6] or adopted tech-
niques from eye movement analysis for assessing the comprehension of business
process models [7]. In this work, we focus on the role of eye movement anal-
ysis, as we think that the adoption of eye movement analysis is still below
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its full potential. In particular, it seems plausible that the costs of eye track-
ing infrastructure poses a considerable burden for the adoption of eye move-
ment analysis [8].1 To counteract this problem, efforts have been undertaken
for developing eye–trackers at a low price by assembling off–the–shelf compo-
nents, e.g., [9]. However, it is questionable in how far researchers who are not
deeply involved in the peculiarities of assembling hardware are able to set up
such an infrastructure on their own. Rather, we see a big potential in low–cost
ready–to–use eye–trackers that have entered the market, seeking to compete with
the high–priced versions.2 Particularly in times of shortened research budgets,
respective cost–efficient infrastructure seems indispensable.

In this sense, the research question investigated in this study can be defined,
as follows: Are low–cost eye–trackers useful for information systems research?
If yes, which limitations apply? To approach this research question, we bought
Gazepoint GP3 3 and employed it in an empirical study for assessing its accu-
racy. Likewise, the contribution of this work is threefold: First, we report on the
accuracy of Gazepoint GP3 with respect to the detection of fixations. Second,
we use respective data for describing how experimental material, e.g., models,
source code or tools, should be designed so that acceptable error rates can be ex-
pected. Third, we provide the source code used for this study, thereby providing
an infrastructure for evaluating Gazepoint GP3 in different settings. Likewise,
the remainder of this paper is structured, as follows. Section 2 introduces back-
ground information on eye–tracking. Then, Section 3 describes the experimental
design of this study, whereas results are described in Section 4. Finally, Section 5
discusses related work and Section 6 concludes with a summary and an outlook.

2 Eye Movement Analysis

Before describing the experimental design followed in this study, we briefly in-
troduce basic concepts related to eye movement analysis (for a more detailed
introduction, see e.g., [10]). The fundamental idea of eye movement analysis is
capturing the position a person is currently focusing on. To this end, usually
the pupil center corneal reflection method [11] is adopted, in which the center
of the pupil is computed by assessing the corneal reflection (Purkinje reflection)
through infrared light. Thereby, either remote systems (i.e., video and infrared
cameras that are affixed to a table) or head–mounted systems (i.e., devices that
are fixed on the person’s head) are employed [12]. However, only capturing the
position a person is looking at is not enough, as it is known that high–resolution
visual information input can only occur during so–called fixations, i.e., when the
person fixates the area of interest on the fovea, the central point of highest visual
acuity [13]. These fixations can be detected when the velocity of eye movements

1 High–precision eye–trackers can cost more than several ten–thousand US$, see:
http://www.arringtonresearch.com/prices.html (accessed February 2014).

2 For instance: http://theeyetribe.com/, http://gazept.com/,
http://mygaze.com/ (accessed February 2014).

3 http://gazept.com/products/ (accessed February 2014).

http://www.arringtonresearch.com/prices.html
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http://gazept.com/
http://mygaze.com/
http://gazept.com/products/
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is below a certain threshold for a pre-defined duration [14]. Using eye fixations,
we can identify areas on the screen the person is focusing attention on [15], e.g.,
features of the modeling environment or modeling constructs. Due to the central
role of fixation for processing visual information, we focus on the accuracy of
fixation detection in the following.

3 Experimental Design

The goal of this empirical investigation is to determine whether low–cost eye–
trackers provide enough accuracy to be of use for information systems research.
As discussed in Section 2, fixations are of central interest, hence next we describe
the experimental design followed for investigating the accuracy of fixations.

Experimental Procedure. The procedure followed in this experimental design
consists of 5 steps. First, the subject is informed about potential risks involved
in participating in the experiment and that all data is collected anonymously.
Second, the eye tracker is calibrated by a 9–point calibration, as provided by
the Gazepoint GP3 API. Third, the first visual task is presented to the subject,
which basically asks the subject to look at specific points at the screen (details
are provided in Paragraph Visual Tasks). Fourth, as it may be the case that the
subject was not entirely focused on the visual task, the task is repeated once
more. Finally, each experimental session is concluded by administering a survey
about demographical information. To enable replication, the entire experimental
material and data is freely available.4

Fig. 1. Experimental design

Visual Tasks. The visual tasks administered in this study were designed for
measuring accuracy, i.e., computing the difference between the position on the
screen the subject looked and the fixations the eye tracker computed. To this
end, subjects are asked to look at a specific position for a given time interval. To
ensure that subjects were indeed looking at this specific point, we asked to press
a key as soon as the subject fixated on the point. As it is then known where
the subject looked, fixations can be compared with this position. Technically,
we implemented a Java component, which displays a configurable list of points
according to the following procedure:

4 The experimental material and data are available at:
http://bpm.q-e.at/eye-tracking-accuracy

http://bpm.q-e.at/eye-tracking-accuracy
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1. Fill the screen with white color
2. For each point in the configured lists of points

(a) Draw solid black point on the screen (10 * 10 pixel) at given position
(b) Wait until user presses arbitrary key
(c) Capture the moment when the user presses the key
(d) Wait for 500 ms
(e) Fill the screen with white color

Using this mechanism, we configured 9 points, equally distributed on a grid
on the screen. Since the employed eye–tracker is not able to track points outside
the screen, we avoided points near the ending of the screen, i.e., the grid started
at point (0.25 * width, 0.25 * height) and ended at point (0.75 * width, 0.75
* height). Apparently, subjects require time to locate and fixate on the current
point. Hence, we only captured data between the moment when the subject
pressed the key and the next 500 ms. The duration in which fixations are collected
for analysis, i.e., 500 ms, is a trade–off between the amount of data points that
can be collected and the quality of the data. In a longer time window more data
can be collected, but at the same time it becomes likelier that the subject gets
distracted, and vice versa. The eye–tracker’s cameras operate at 60 Hz, likewise
60 points are recorded per second. Thus, 500 ms, resulting in approximately 30
data points per subject seem to be an acceptable trade–off.

Subjects. The population under examination in this study were all persons that
may participate in eye–tracking research. The tasks involved in this experimental
design does not require special training, rather basic reading skills are sufficient.
However, during the preparation of the software displaying the visual tasks, we
observed that the eye–tracker could not properly handle the reflections of glasses
(no complications could be observed for persons wearing contact lenses). Hence,
we exclude persons wearing glasses from our experimental setup.

Experimental Setup. For performing the eye movement analysis, a table mounted
eye tracker, i.e., Gazepoint GP3, was used, recording eye movements at a fre-
quency of 60 Hz. The visual tasks were performed on a 20” monitor with a
resolution of 1600 * 1200 pixels and a dimension of 40 cm * 30 cm. In addition,
we attached a second monitor, on which the eye–tracking software was running,
allowing to monitor whether subjects were within the area accessible to the
eye–tracker’s cameras. The second monitor was positioned away from the main
monitor, allowing the subject to fully concentrate on the visual tasks. The sub-
ject was seated comfortably in front of the screen in a distance of approximately
65cm (as recommended by the eye–tracker’s manual). To minimize undesired
fluctuations regarding light, we closed blinds of the office windows.

Response Variable. The interest of this study is to examine the accuracy of an
eye–tracker with respect to the detection of fixations. Hence, the response vari-
able of this study is the distance between the point the subject was supposed to
look at and the corresponding fixationsmeasured by the eye–tracker, subsequently



Low–Cost Eye–Trackers: Useful for Information Systems Research? 163

referred to as error. As described in Paragraph Visual Tasks, we stored the mo-
ment when the subject pressed any key and showed the point for another 500 ms;
only data points collected during this time window are used for analysis. For all of
the data points falling into this time frame, in turn, the error is computed as the
Euclidean distance between the measured fixation and the point displayed. Fur-
thermore, data points are only taken into account when considered to be a valid
fixation according to the eye–tracker’s internal fixation filter.

Instrumentation and Data Collection. To allow for an efficient collection and
analysis of data, we implemented the experimental procedure shown in Fig. 1
as an experimental workflow in Cheetah Experimental Platform (CEP) [16]. In
other words, each activity from the experimental procedure was supported by
a Java component, which in turn was executed in the order prescribed by the
experimental procedure. Thereby, CEP provided ready–to–use components for
displaying a consent dialog and administering a survey, whereas eye–tracking
related components had to be implemented.

4 Results and Discussion

So far we described the experimental design adopted in this study. In the fol-
lowing, we focus on the execution of the empirical study in Section 4.1, discuss
implications in Section 4.2, and present its limitations in Section 4.3. We would
like to repeat at this point that all data collected is available on–line.5

4.1 Experimental Execution

In the following, we describe the preparation of the experiment, before we turn
to the execution of the experiment and subsequently present the collected data.

Experimental Preparation. Preparation for this empirical study included acquir-
ing the eye–tracker, implementing components accessing the eye–tracker’s API,
configuring the experimental procedure in CEP and acquiring subjects. Since our
experimental procedure does not involve any particular skills besides reading, we
relied on a convenience sample, i.e., we acquired friends and co–workers at the
Department of Computer Science at the University of Innsbruck. As described
in Section 3, none of the persons wore glasses during the experiment. However,
we included subjects that wore glasses in daily life, but were able to read texts
without glasses (these subjects participated without glasses).

Experimental Execution. The eye–tracking sessions were performed in February
2014 at the University of Innsbruck, where 16 subjects participated. However,
for one subject the eye–tracker had problems identifying the subject’s pupils, so
we decided to exclude the data from analysis, leaving 15 data sets for analysis.

5 All data collected in this study is available at:
http://bpm.q-e.at/eye-tracking-accuracy

http://bpm.q-e.at/eye-tracking-accuracy
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Due to the nature of eye–tracking, only one subject could participate at a time.
In this way, each subject could be welcomed, introduced to the experimental
procedure and guided through the eye–tracking session. To reward and moti-
vate subjects, a plot showing all fixations was produced immediately after each
session, allowing subjects to see how well they performed.

Data Validation. To assess whether the collected data is valid, we plotted the
results of each visual task for each subject and inspected the plots for abnormal-
ities. Interestingly, the analysis revealed that for certain subjects the fixations of
the visual task that was intended as familiarization were more accurate than for
the second visual task. Knowing that subjects usually need a little training to
get acquainted with tasks, these results seemed implausible. However, a discus-
sion revealed that certain subjects had remembered where the next dot would
appear and did not fully concentrate on the current point, but already moved on
to the next point. To compensate for this shortcoming, we compared the results
for the first and the second visual task and selected the task showing the lower
median of error values. We argue that this procedure is acceptable, since it can
be assumed that the eye–tracker’s accuracy is stable for the same task and same
subject. In other words, fluctuations can be rather attributed to subject–related
factors, e.g., familiarization with the task or the discussed anticipation of points,
hence selecting the visual task with lowest errors will probably result in selecting
the visual task with the least influence of subject–related factors.

Results. Next, we describe the data obtained in this study from three perspec-
tives. First, we look into demographical statistics, second, turn to error quantiles
and, third, discuss the results of one subject. A summary of demographical data
can be found in Table 1. Subjects were on average 30.67 years old (SD = 3.27)
and 33.3% female. None of the subjects reported eye diseases or wore glasses.
However, 5 subjects used contact lenses during the experiment.

Table 1. Demographical data

Variable Data

Age Min: 26, Max: 41, M: 30.67, SD: 3.27
Gender Female: 5 (33.3%), Male: 10 (66.7%)
Eye diseases 0 (0%)
Glasses during experiment 0 (0%)
Contact lenses during experiment 5 (33.3%)

To give an overview of the collected fixations, we have summarized the error
occurred during calibration (εcalib), quantiles describing the error distributions
(Q95 to Q80) as well as the median of errors. In particular, as shown in Table 2,
the average error measured during calibration was 45.20 pixel and quantiles range
from 116.38 (Q95) to 58.00 (Q80); the median of errors was 32.20 pixel. All in
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Table 2. Results for fixations (in pixel)

Subject εcalib Q95 Q90 Q85 Q80 Median

S1 47.14 59.91 47.30 37.64 31.32 21.00
S2 62.59 66.22 62.77 59.48 50.45 30.27
S3 53.19 92.46 87.86 68.18 65.37 44.91
S4 28.86 46.10 37.95 34.79 32.70 17.03
S5 43.96 103.62 97.51 58.18 52.35 27.29
S6 49.67 43.42 38.12 31.40 29.83 19.72
S7 38.24 96.13 73.82 71.69 70.26 27.78
S8 74.56 180.50 166.21 146.01 128.23 56.63
S9 37.74 86.76 84.91 51.43 48.26 34.07
S10 47.74 86.59 66.94 61.55 57.01 34.46
S11 43.23 121.25 117.69 67.78 66.48 33.94
S12 43.48 88.20 76.55 71.87 65.51 33.62
S13 42.85 181.11 178.02 173.00 152.27 116.87
S14 24.02 51.88 50.25 48.26 47.10 35.18
S15 40.65 43.57 41.76 40.31 38.28 21.93

Total 45.20 116.38 84.96 66.73 58.00 32.20

all, 4,122 fixations were captured, of which 3,869 were considered to be valid
according to the eye–tracker’s fixation filter. Furthermore, it can be observed
that fixations seem to be rather homogeneous—a box plot of median values only
detected S8 and S13 as outliers.

So far, we have discussed the error distributions measured in pixel. To give
an impression what these errors mean with respect to screen size, we have listed
the error in mm in Table 3. As described in Section 3, the eye–tracking sessions
were performed on a screen with an extent of 1600 * 1200 pixel and a screen size
of 40 * 30 cm, i.e., 4 pixels were displayed per mm. In other words, values listed
in Table 3 were computed by dividing the pixel–values from Table 2 by factor 4.

For visualizing how these ranges of errors relate to a screen of 1600 * 1200
pixel, we have selected the fixations for a subject with approximately average
errors, i.e., subject S3, and visualized the results in Fig. 2. In particular, the box
to the left represents the screen with the 9 points at which S3 was asked to look
at. The green dots, in turn, represent the fixations as obtained through the eye–
tracker. To the right, we have selected three regions to show patterns we could
observe in the data. Mostly, as shown in the square at top right, fixations were
measured in a rather small region, which does not necessarily directly overlap
with the point the subject was supposedly looking. Also, as shown in the square
in the middle right, fixations may have also been scattered over a larger region.
This behavior could particularly be observed for subjects with large errors, e.g.,
subject S8. Finally, as shown in the square bottom right, fixations for almost
the same location were reported. However, the fixations were not necessarily
directly at the location the subject was supposedly looking. We do not want to
speculate here about potential reasons for these results, but rather give some
visually accessible perspective on the data.
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Table 3. Results for fixations (in mm)

Subject εcalib Q95 Q90 Q85 Q80 Median

S1 11.78 14.98 11.82 9.41 7.83 5.25
S2 15.65 16.55 15.69 14.87 12.61 7.57
S3 13.30 23.11 21.97 17.05 16.34 11.23
S4 7.22 11.52 9.49 8.70 8.17 4.26
S5 10.99 25.90 24.38 14.55 13.09 6.82
S6 12.42 10.85 9.53 7.85 7.46 4.93
S7 9.56 24.03 18.46 17.92 17.57 6.95
S8 18.64 45.12 41.55 36.50 32.06 14.16
S9 9.44 21.69 21.23 12.86 12.06 8.52
S10 11.94 21.65 16.74 15.39 14.25 8.62
S11 10.81 30.31 29.42 16.94 16.62 8.49
S12 10.87 22.05 19.14 17.97 16.38 8.40
S13 10.71 45.28 44.50 43.25 38.07 29.22
S14 6.00 12.97 12.56 12.06 11.77 8.79
S15 10.16 10.89 10.44 10.08 9.57 5.48

Total 11.30 29.10 21.24 16.68 14.50 8.05

4.2 Discussion

So far we described the data, next we discuss implications with respect to the
adoption of low–cost eye–trackers. Basically, certain criteria must be fulfilled so
that Gazepoint GP3 can be used in a meaningful way.6 As described in Section 3,
we could not manage to get the eye–tracker working for subjects wearing glasses,
since reflections of the glasses were confused with reflections of the eyeball. Also,
subjects with small eyes caused significant troubles in identifying pupils. Inter-
estingly, also particularly glossy hair caused problems—in fact, for one subject
it was only possible to conduct the session after the subject covered the hair. In
addition, direct sunlight complicated the identification of fixations. However, as
all of these problems could be identified and resolved during calibration, they
presumably did not influence the results of this study. Regarding the accuracy
promised by the vendor, the manual specifies an accuracy of 0.5◦ to 1◦ of visual
angle. Assuming that the line of sight, error and screen form a right angle, an
error of 1◦ results approximately in an error of 1.05 cm, or 42 pixels (tan(1) *
60 cm ≈ 1.05 cm). These promises are in line with our findings: As shown in
Table 3, the median error for fixations was 8.05 mm.

To finally answer the research question approached in this work, i.e., whether
low–cost eye–trackers are useful for information systems research, we discuss
whether these accuracies are good enough for identifying where subjects looked.
For this purpose, consider the illustration in Fig. 3, showing two objects (A
and B) that should be identified in a study, e.g., activities in business process
models, source code snippets or parts of a user interface. In particular, the figure

6 We are not aware of any published studies utilizing this particular device.
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Fig. 2. Fixations measured for subject S3

A B

Fig. 3. Distinguishing objects

shows objects A and B, the distance
between the center of A and the cen-
ter of B (d(A,B)) as well as the errors
involved in measuring fixations for the
position of A (εA) and the position of
B (εB). Conservatively assuming that
errors are always directed toward the
opposite object, fixations can only be
unambiguously assigned to an object
if the distance between the objects is
smaller than the sum of error, i.e.,
d(A,B) < εA + εB. As listed in Table 2, the median error was 32.20 pixel,
i.e., if the difference between 2 objects is less than 64.40, the objects cannot be
distinguished anymore. Likewise, when increasing the distance between objects,
the probability of properly identifying objects increases. Whether these distances
can be achieved in a meaningful way then depends on the specific research ques-
tion. On the one hand, for instance, studies that investigate reading source code
respective distances between source code characters seems infeasible. On the
other hand, for instance, when evaluating, the user adoption of recommenda-
tions (e.g., [17]), respective distances in a user interface can easily be achieved.
Hence, depending on the specific research question, the accuracy of Gazepoint
GP3 may or may not be sufficient.

4.3 Limitations

As in every empirical study, the results have to be seen in the light of several
limitations. First, the question arises in how for results can be generalized to



168 S. Zugal and J. Pinggera

the population under examination, i.e., all persons that potentially participate
in eye–tracking studies. Since only data of 15 subjects was used for analysis,
results need to be generalized with care. Similarly, subjects were of rather young
age, i.e., on average 30.67 years old, hence it is not clear whether results also
apply to older persons. Second, it must be acknowledged that the performance of
the visual tasks depends on whether subjects were indeed looking at the points
they were asked to focus on. For instance, subjects remarked that they knew
where the next point would appear, making it difficult to focus on the current
point. By selecting the task with higher accuracy, we sought to compensate for
this issue. Third, results are applicable only to Gazepoint GP3 and cannot be
generalized to other eye–tracking devices as produced by other vendors. Finally,
we tried to provide similar settings for all subjects, e.g., same tasks, instructions
and monitor size. However, we could not fully control all external influences,
such as light. Also, we would like to emphasize that it is out of the scope of this
contribution to compare these results with high–end eye–trackers.

5 Related Work

In this work, we focused on eye–tracking in information systems research, see-
ing eye–trackers from the perspective of users. However, also on the developers’
side vivid research activities can be observed, e.g., investigating the feasibil-
ity of self–built eye–tracking systems [9], developing support for eye–tracking
on mobile devices [18] and designing new algorithms for the detection of eye
movements [19]. However, these works rather focus on the development of new
methods and applications than on evaluation the feasibility, as done in this work.
Regarding the use of eye–tracking, applications in a variety of domains can be
observed. For instance, experiments have been conducted for investigating the
understandability of UML models [20] and the interpretation of data models [21].
Similarly, a research agenda for investigating user satisfaction has been proposed
in [22]. Other works employed eye–tracking for investigating process model com-
prehension [7] or for inspecting the way how modelers create process models [23].
However, all these works focus on the direct application of eye movement anal-
ysis rather than seeking to examine its usefulness, as done in this work. Even
though we focus on eye–tracking, it is clearly not the only promising approach for
investigating cognitive aspects in information systems. For instance, think aloud
protocols, i.e., the thoughts subjects uttered during an empirical study, may
be used to get insights into the cognitive processes involved in working with
information systems artifacts [6,24]. Also, researchers have sought to transfer
theoretical concepts from other domains, e.g., cognitive psychology, for advanc-
ing information systems research [25,26] and to conduct controlled experiments,
e.g., [27,28]. It is important to stress that these approaches should be not seen
as competing. Rather, best results can be expected by combining two or more
paradigms, i.e., through method triangulation [29].
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6 Summary and Conclusion

In this work, we set out to examine the accuracy of a low–cost eye–tracker
regarding the detection of fixations. In an empirical study, we asked participants
to look at specific positions at the screen and recorded the computed fixations.
The analysis of errors showed that the median error lies well within the accuracy
promised by the vendor. In a next step, we discussed the implications of these
findings with respect to the development of experimental material, showing that
the eye–tracker is well suited—given that elements at the screen are placed in
proper distance. Thus, we conclude that if certain preconditions are fulfilled, e.g.,
not wearing glasses, appropriate light and covering glossy objects, Gazepoint
GP3 appears to be a suitable choice for affordable eye–tracking studies.

Particularly for research that focuses on cognitive aspects, multiple perspec-
tives as well as detail–rich data is indispensable. By providing data about the
eye–tracker’s accuracy, respective recommendations for developing experimental
material and making available the source code involved in this study, we hope to
help spreading and establishing eye–tracking for information systems research in
general and research on cognitive aspects in particular. Regarding our research,
we seek to employ the findings of this study for developing algorithms that au-
tomatically detect the modeling element a process modeler is looking at. With
respective support, the cognitive processes involved in creating process models
could then be investigated in an even more efficient and detailed manner.
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Abstract. Business process modelers often struggle with appropriately representing 
routing situations in a model. In particular, difficulties may be encountered when 
using BPMN, due to its large number of constructs and the lack of ontological 
clarity of this language.  

The paper proposes routing patterns combined with a decision guidance tool to 
support BPMN model creation. The use of patterns is proposed based on cognitive 
considerations, which are explained to provide justification to the proposed 
support. The set of patterns builds on an existing set of routing behaviors and 
operationalizes these behaviors by providing their BPMN representations. The 
effect of this support is tested in a study, whose findings indicate a significant 
effect on the quality of the produced models. The findings also indicate that the use 
of the guided routing patterns leads to a longer time required for modeling as 
compared to unsupported modeling.  

Keywords: BPMN, Routing patterns, Process modeling, Empirical study. 

1 Introduction  

Business process models play an important role in the development of business 
processes and information systems. The creation of a business process model requires 
gaining an understanding of the domain and specifying its required behavior using 
some process modeling language. The resulting model should be syntactically correct 
(correctly using the modeling language), logically and semantically correct (truthfully 
representing the behavior of the domain and lacking logical errors such as deadlocks), 
and understandable to its readers. These quality requirements make process modeling 
a challenging task. 

A particularly challenging task in process modeling is the appropriate construction 
of routing structures. Routing structures include split nodes, where the thread of 
control is split into several threads that can be taken alternatively or in parallel, and 
merge nodes, where several threads are merged into a single one. Empirical evidence 
show that such structures are associated with difficulties both in model reading  
(are more difficult to understand [ 4,  16]) and in model construction (entail modeling 
errors [ 8,  9]). Explanations suggested for these difficulties include the existing variety 
of possible behaviors at these nodes [ 17], the need to accurately specify decision  
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logic [ 20], and the fact that as opposed to other process model elements (e.g., activity, 
resource), routing nodes are not directly observable in a domain but rather abstraction 
of possible behavior patterns across different process instances. 

Routing structures form basic constructs in practically all the process modeling 
languages, although different languages employ different sets of constructs for this 
purpose. Business Process Model and Notation (BPMN) [ 11] is a popular modeling 
language, and is the current de facto standard process modeling language. BPMN has a 
strong expressive power (see evaluation in [ 7]), facilitated by a large set of constructs. 
However, a large number of constructs might include construct redundancy [ 22], 
leading to unclear semantics and entailing a less conclusive modeling decision making 
[ 18]. In fact, evaluations of BPMN for ontological clarity have identified such 
deficiencies [ 7,  15]. In addition, a study of the actual use of BPMN constructs has 
indicated that only a relatively small set of constructs are commonly used by modelers 
and can be considered core constructs, while many other constructs are seldom used 
[ 23]. In addition, several studies have criticized BPMN from a perspective of cognitive 
effectiveness [ 4, 5, 6]. 

BPMN includes seven kinds of gateways (actually specified using 8 symbols), 
which are constructs directly used for routing, but routing can also be specified using 
other constructs (flows, events) or combinations of them. This makes the specification 
of routing in BPMN a considerably challenging part of process modeling. 

This paper attempts to support the modeling of routing structures in BPMN. It does 
so by using a combination of routing design patterns and a decision support sheet. We 
suggest this combination based on cognitive considerations and evaluate it by an 
experiment whose subjects are Information Systems students. 

The paper is organized as follows. Section 2 provides a background about the 
cognitive process of modeling, justifying the proposition of patterns to support this 
process. Section 3 describes the experimental study and its findings, which are 
discussed in Section 4. Finally, conclusions are given in Section 5. 

2 A Cognitive Perspective of Modeling 

We consider the construction of a process model which represents a given domain 
behavior as a problem solving task and the model as the solution. Empirical 
observations [ 14] have indicated that process modeling involves three phases: 
comprehension, when the modeler develops an understanding of the represented 
domain; modeling, when this understanding is transformed into modeling constructs; 
and reconciliation, when model elements are reconciled, moved, and renamed, to 
improve appearance and understandability. These three phases are repeated in 
iterations, each relating to a chunk of the model. Iterative chunking has been indicated 
to take place in general problem solving [ 10], and attributed to working memory 
limitations. We focus on the comprehension and modeling phases, when the modeler 
develops domain understanding and maps it into constructs of a modeling language. 

According to Newell and Simon [ 10], when facing a task, the problem solver 
formulates a mental model of the problem, and uses it to reason about the solution and 
to apply solution procedures. In process modeling, solution procedures entail mapping 
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the mental model of the domain behavior into a model in the particular modeling 
language. According to [ 10] the mental model is affected by the characteristics of the 
task and the methods used for achieving it. Consequently, for a BPMN modeling task, 
the mental model might use concepts related to BPMN constructs (e.g., gateway, 
event), and then the appropriate BPMN constructs (e.g., a specific type of event) 
should be selected and combined to form a concrete process model. 

According to the cognitive schema theory [ 3], mental models are types of 
cognitive schemas related to the understanding of a specific situation that serve for 
solving a current problem. Mental models are constructed by using lower-level 
cognitive schemas, called memory objects, as building blocks. Memory objects are 
components of human knowledge stored in long-term memory. The simplest objects 
are basic concepts, called p-prims; above them are integrated objects that enable 
people to recognize and classify patterns in the external world so they can respond 
with appropriate mental or physical actions. A mental model is constructed by 
mapping memory objects onto components of a currently faced real-world 
phenomenon, reorganizing and connecting them into a model of the whole situation. 
A complex memory object can also be an example from past experience, which is 
retrieved from long term memory and adapted by analogy to the current situation. 

The construction of the mental model is highly affected by the available memory 
objects. According to the cognitive load theory [ 2], the burden on the limited capacity 
of working memory can be reduced by using schemas that allow categorizing multiple 
elements as a single element [ 12]. When the cognitive schemas used are low level and 
require further integration to construct a mental model, cognitive load is increased. 
This might lead to reduced task performance [ 13]. 

When the task is to create a BPMN model of complex routing behavior, two main 
difficulties arise. First, BPMN constructs are basic objects that require effort for 
combining them into a mental model that fits the current situation. As a result, it is 
likely that the mental model does not use specific constructs, but generalized and 
higher-level concepts (e.g., split, event). Second, the selection of a specific 
combination of constructs to which the mental model should map is difficult due to 
the construct redundancy of BPMN [ 7,  15]. This makes the mapping decision 
inconclusive and difficult [ 18]. 

To overcome these two difficulties, we suggest the use of routing patterns. First, 
the patterns as concepts can form objects at a suitable granularity level for effectively 
serving as building blocks in a mental model. As such, they help the modeler classify 
the situation and generalize it. Second, the mapping to specific combinations of 
BPMN constructs is immediate, as these are specified in the patterns. In addition, the 
selection of an appropriate pattern for a given situation can be supported by a 
structured process of alternatives evaluation, which can be guided by a series of 
designated questions that classify the situation. 

3 Empirical Study 

The empirical study was aimed at evaluating the use of routing patterns and decision 
guidance when constructing a BPMN model. The main question was whether the 



174 I. Wolf and P. Soffer 

 

guided use of patterns yields models of a higher syntactic and semantic quality. As a 
baseline for comparison we addressed the use of individual BPMN constructs, which 
is the common set of concepts analysts possess. Moreover, while individual constructs 
can serve as basic memory objects, model examples can be used as composite ones to 
be used by analogy. We hence decided that the study should compare the guided use 
of patterns – composite reusable building blocks that can be easily composed at a 
given situation – with the combination of atomic concepts and relevant examples. 
While the main question related to the effectiveness of the modeling, we also posed a 
second question, related to modeling efficiency in terms of the time required. 

3.1 Routing Patterns and Decision Support 

To address the above questions, we have used the set of routing behaviors which was 
tested in the study reported by [ 19]. This set addresses binary split/merge situations, and 
includes four split types and seven merge types, including types that are not recognized 
as Workflow Patterns [ 17]. In the study reported by Soffer et. al [ 19], training with this 
set had a positive effect on the formation of mental models, reflected in understanding 
domain behavior from textual descriptions. This set, however, is abstract and unrelated 
to a modeling notation. Hence, to make is operational for BPMN modeling, we 
developed BPMN representations of the behavior types in the set. 

The set of routing behaviors, listed in Table 1, relates to binary splits and merges, 
but can easily be generalized to larger cases. The representation of the types as BPMN 
routing patterns was developed by one of the researchers and evaluated by the other. 
When more than one representation was possible, the alternative representations were 
discussed by both researchers until a preferred option was agreed upon. Finally, all 
the patterns were evaluated by an independent BPMN expert. An example pattern is 
presented in Fig. 1.  

 

 
 

Fig. 1. BPMN routing pattern for immediate continuation with cancellation. When a task is 
completed (either A or B) it throws a signal event and the process continues with Task C; the 
signal is caught by the other task (A or B) as an interrupting event, which terminates this task.  
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Table 1. Set of routing behavior types for binary cases 

Type Description 
Splits 
Exclusive (XOR) Exactly one branch needs to be activated 
Parallel (AND) Both branches need to be activated 
Inclusive (OR) At least one branch needs to be activated 
Constrained Or (COR) A specific branch needs to be activated, the other is optional 
Merges 
Immediate continuation The process continues when the merge is reached. When both

branches are active and one reaches the merge – the other proceeds 
independently. 

Immediate continuation 
with cancellation 

The process continues when the merge is reached. When both
branches are active and one reaches the merge – the other is stopped. 

Immediate continuation 
with asymmetric 
cancellation 

The process continues when the merge is reached. If one branch
arrives first – the other is stopped. If the other branch arrives first –
the first one proceeds. In other words – if both branches are active –
one always completes and the other completes only if it arrives first. 

Immediate continuation 
with mutual blocking 

The process can continue when either branch arrives at merge but is
stopped when both arrive together.  

Synchronization The process can continue when both branches have arrived at the 
merge. When one branch arrives, continuation “waits” for the other. 

Asymmetric 
synchronization 

The process can continue only when a specific (“necessary”) branch
arrives at the merge. If the other branch arrives first, the necessary
one must proceed independently since continuation requires it. If the 
necessary branch arrives first, the other one can still proceed. 

Asymmetric 
synchronization with 
cancellation 

The process can continue only when a specific (“necessary”) branch
arrives at the merge. If the other branch arrives first, the necessary 
one must proceed independently since continuation requires it. If the
necessary branch arrives first, the other one is stopped. 

 
In addition, to facilitate the selection of an appropriate pattern for a given situation, 

we have developed a decision tree-like guidance sheet for selecting an appropriate 
pattern for a given situation, as shown in Fig. 2. 

3.2 Settings  

The experiment was conducted with 36 Information Systems students attending a 
course on systems analysis. Throughout the course, the participants had already 
studied business process modeling using Event-driven Process Chains (EPC), Petri 
nets and BPMN. The participants had also experienced using the mentioned modeling 
notations in several projects and realistic case studies.  

The students were randomly divided into two separate rooms and groups. To 
verify that the assignment was indeed random, we conducted an independent-samples 
T-test on the average homework grades achieved in the course, and found no 
significant difference between the groups.  
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Fig. 2. A decision tree-like guidance for type selection 

One group, the "Treatment" group (consisted of 17 participants), was trained with 
the routing patterns, and then performed the experimental assignment. The "Control" 
group (consisted of 19 participants) was trained with the precise meaning of 
individual BPMN constructs, emphasizing event and routing constructs. Both groups 
were shown illustrative examples; in fact, the same examples were used in the 
training of both groups. However, for the Treatment group these were examples of the 
reusable routing patterns, while for the Control group the same examples were 
presented as illustrating possible combinations of BPMN constructs. 

The task included four descriptions of short business process situations that had to 
be modeled in BPMN. The business process situations focused on the dynamics of 
routing points in a process (merges and splits) in different domains.  

3.3 Procedure 

Training: Each group received one hour of training. The treatment group received, 
first, a short explanation on the concept of reusable patterns in process modeling. 
Afterwards, each pattern was presented by its business meaning, specification and an 
example. An example situation was analyzed using the decision support sheet. Yet, it 
was clarified to the subjects that the use of patterns is not mandatory and they can 
decide differently. 

The training provided to the Control group included a reminder of the elements in 
BPMN. Since the notation consists of many elements, and in order to keep relevance, 
the reminder addressed the elements of gateways, flows, and relevant events, 
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discussing semantic differences among them and how they can be combined. The 
reminder was accompanied by modeling examples, whose form was similar to  
the cases in the task. Moreover, the examples included the routing patterns. However, 
the participants were not aware that the examples include reusable patterns. 

Printout: At the beginning of both training sessions, printouts were handed to the 
participants in both groups so they could write notes during the training and also as a 
reference during the task. The Treatment group received a printout consisting of: a list 
of BPMN elements, the BPMN routing patterns, and the decision sheet. The control 
group received a printout consisting of a list of BPMN elements.  

Task Performance: The task was performed right after the training. No time limit 
was set. When the students completed the task they submitted their work; the 
submission time was recorded for every student. As an incentive for good 
performance, a bonus of 3 points to the total course grade was promised to the five 
best performing students in each one of the groups. 

Task Materials: The task materials included four situation descriptions that had to be 
modeled in BPMN. In total, the participants had to compose 10 routing structures in 
their task models (5 splits and 5 merges). The situations were selected to include 
routing behaviors which cannot be represented by single constructs, and correspond to 
our routing patterns. Table 2 presents the task cases and their corresponding routing 
patterns.  

Table 2. Task cases and corresponding patterns 

Case Splits Merges 
1 AND, 

AND 
Immediate continuation with cancellation; 
Synchronization 

2 AND Asymmetric Synchronization  
3 AND Immediate continuation with mutual blocking 

4 COR Asymmetric synchronization with cancellation 
 

In order to avoid a learning curve effect, we created four different versions of the 
assignment. Each version had a different order of the cases, so participants received 
different versions of the assignment. 

3.4 Measurement and Hypotheses 

The dependent variables were the performance score for the modeling assignment and 
the time taken to complete the assignment. We hypothesized a difference between the 
Treatment group and the Control group in these two variables. Accordingly: 

H1a: The performance scores for subjects in the Treatment group will be different than 
those of subjects in the Control group. 
H1b: The times for performing the task for subjects in the Treatment group will be 
different than those of subjects in the Control group. 
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As shown in Table 2, the four cases included 10 routing structures. Each case was 
scored based on the following scheme:  

- 0 points were given for mostly inappropriate representation, syntactically and 
semantically. 

- 1 point was given for partially appropriate representation. 
- 2 points were given for fully appropriate representation. 

The grading was done separately by the two researchers and discussed in cases of 
disagreement until consensus was reached. The time taken to complete the assignment 
was measured in minutes and recorded upon submission of the assignment.  

3.5 Analysis and Findings 

The results obtained for performance scores as well as time are presented in Table 3. 
To test whether the observed differences between the groups' results are statistically 
significant, we have used an independent sample T-test for both variables, after 
verifying that they were Normally distributed.  

Table 3. Results: performance score and time 

Variables / Groups N Min Max Mean Std. Deviation Sig. 
Performance 
score 

Control 19 10 18 14.47 2.653 0.007* 
Treatment 17 12 20 16.71 2.544 

Task time 
(minutes) 

Control 19 22 50 34.95 8.423 0.000* 
Treatment 17 34 66 49.18 10.513 

 
As both tests yielded significant results (see p values in Table 3), we can make the 

following conclusions. Considering the performance scores hypothesis, H1a can be 
accepted. Furthermore, the difference in the performance scores is significantly in 
favor of the Treatment group, thus our conclusion is that the guided use of the routing 
patterns has a positive effect on the quality of the model. Considering the task times 
hypothesis, H1b can be accepted. Furthermore, the task performance times are 
significantly higher for the Treatment group, indicating that the guided pattern-based 
modeling process is longer than when they are not used. This can be concluded for a 
novice population, like the participants of the study. 

4 Discussion 

The findings of the reported study indicate that a guided use of routing patterns can 
yield BPMN models of higher semantic and syntactic quality than a modeling process 
that does not use such patterns. The study compared a treatment group, using a set of 
patterns and a decision-support sheet, with a control group that served as a proxy to 
the "ordinary" modeling process – using the constructs of the modeling language and 
some experience-based examples. While the use of individual BPMN constructs as 
basic concepts is rather straightforward, the use of examples requires careful attention 
for several reasons. 
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First, the use of worked examples as a learning approach has been extensively 
studied (e.g., [ 1]) and found effective for strengthening problem solving capabilities 
with a focus on structural aspects. This seems to be in contrast to our findings. 
However, the example-based learning approach devotes much attention to how the 
examples are presented to the learner. In particular, it is stressed that examples should 
be presented in the context of problem classification. In our study, such context 
existed for the treatment group and not for the control group. Following this, the use 
of examples by the control group is not in line with the example-based educational 
approach and is not expected to yield similar learning effects.  

Second, the immediacy and short period of time between seeing the example and 
performing the task is important when interpreting the results of the study. According 
to [ 21] events that occurred recently are easier to recall, and this might bias the 
judgment of their appropriateness as a basis for decisions at the current situation. In 
our study it is likely that having recently seen relevant examples made it easy for the 
subjects to recall and use them. Indeed, many of the models created by the control 
group attempted to adapt these examples to the given situations. As a result, the 
scores of the control group were generally high, although still significantly lower than 
those of the treatment group. It is plausible to believe that a longer delay between the 
training and the task performance would have made the relevant examples harder to 
recall, and result in models that are less similar to the examples in the control group. 
Accordingly, the difference in the scores of the control and the treatment group might 
have been larger. Furthermore, an interesting experimental setting for future research 
would introduce other, less relevant, examples during the time between the training 
and the task performance. These might then be easier to recall than the previously 
given examples, creating bias and reducing the quality of the produced models. 

Another interesting finding is the difference in performance time between the 
groups. It appears that while supporting a systematic and effective modeling process, 
our guided patterns slowed this process significantly. This is not surprising, since a 
structured cognitive process that evaluates alternatives and selects an appropriate one 
should take longer than a quick retrieval and adaptation of an example. Furthermore, 
the longer time can also be explained by the fact that in our case the subjects were 
using printed material (i.e., "paper objects" rather than memory objects). Going over 
this material took time and slowed the modeling process. 

It should be noted that while the reported study addressed modeling in BPMN, the 
set of routing behavior has served as abstract concepts in the study reported in [ 19], 
detached from any modeling language, and compared against a subset of the 
workflow patterns  17]. No decision-support sheet was used there, and yet the mere 
training with this set of conceptual routing behaviors was found to support domain 
understanding. This encourages the development of similar patterns for other 
modeling languages as well (subject to their expressive power limitations). 

Also note that we did not ask the subjects about their perceptions regarding 
usefulness of the patterns, ease of use, and mental effort required for performing the 
task. These can be addressed in future studies. 
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5 Conclusion 

Empirical evidence accumulated over time indicates that business process modelers often 
struggle with appropriately representing routing situations. In particular, difficulties may 
be encountered when using BPMN, due to its large number of constructs, the numerous 
possible combinations of these constructs, and the lack of ontological clarity of this 
language.  

The paper proposes routing patterns combined with a decision guidance tool to 
support BPMN model creation. Cognitive considerations justify our prediction that 
the guided use of patterns would constitute an appropriate modeling support. These 
relate to the formation of a mental problem representation, where the patterns can 
serve for classifying the situation, and to immediately transforming the mental model 
into BPMN. The set of patterns builds on an existing set of routing behaviors and 
operationalizes these behaviors by providing their BPMN representations.  

We have conducted an empirical study to evaluate the effect of the proposed 
support on modeling routing situations in BPMN. The results of the study indicate 
that the proposed support significantly improves the quality of the models, but 
increases the modeling time. These findings imply a potential contribution of 
embedding similar routing patterns and decision guidance into modeling tools that are 
used in practice.  

However, the experiment used novice subjects in a learning environment, and its 
findings are limited to similar settings. Furthermore, additional and deeper understanding 
is still required, especially with respect to repeated application of this modeling support 
over time. Questions such as what would be the prolonged effect of providing such 
modeling support, would the respective decision criteria be internalized and become 
automatically used by modelers or abandoned with time are still unanswered. These 
should still be addressed by future research.  
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Abstract. Actors working in knowledge intensive organizations have
to cope with an increased cognitive load by increasing complexity of
knowledge intensive tasks that these actors have to fulfill. This is caused
by developments such as: Globalization, growing product and service
complexity, customers that become more and more powerful, outsourc-
ing, and inter-organizational alliances that cause organizations to grow
more rapidly. Excessive cognitive load negatively influences the quality of
knowledge intensive task fulfillment. It is discussed how elements from
a cognitive matchmaking framework can be coupled with an example
enterprise model to partly provide a solution for avoiding cognitive load
of actors in becoming too excessive. This exercise enables to achieve a
better understanding of the cognitive fit of actor types and knowledge
intensive task types they have to fulfill.

Keywords: cognitive matchmaking, DSML, enterprise modelling,
knowledge intensive tasks, MEMO.

1 Introduction

Organizational value includes both financial and intellectual capital [20]. Finan-
cial capital represents the book value of the organization and includes the value
of its financial and physical assets [10]. On the contrary, intellectual capital
consists of assets created through intellectual activities ranging from acquiring
new knowledge (learning) and inventions leading to the creation of valuable re-
lationships [20]. Organizations that derive their raison d’être to a large extent
from intellectual capital can be referred to as knowledge intensive organizations.
Actors working in these organizations perform knowledge intensive tasks, which
are tasks for which acquisition, application, or testing of knowledge is necessary
in order to successfully fulfill the task [15]. However, the complexity of these
knowledge intensive tasks increases, which is a result of, for example, organiza-
tional growth, increased globalization, growing product complexity, an increas-
ing customer power, outsourcing, shorter product life cycles and return flows,
and inter-organizational alliances [12,19]. Actors that are responsible to fulfill
knowledge intensive tasks in organizations may experience an increased cogni-
tive load if task complexity increases [21]. Cognitive load, increased by growing
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task complexity, can influence the frequency of errors by affecting the strength
of procedural and sensory cues [2,17]. Eventually, the quality of fulfilled tasks
may be negatively influenced.

A cognitive matchmaker system has been developed in earlier work [14,15],
which matches cognitive characteristics supplied by types of actors and cogni-
tive characteristics required to fulfill types of knowledge intensive tasks. The
resulting matches can then be used to achieve a better fit between actors and
tasks which is assumed to positively affect the quality of task fulfillment. A cog-
nitive characteristic is considered to be a specific cognitive part of the cognitive
system that is possessed by an actor which enables an actor to think, learn, or
make decisions [1,18]. For example, the volition characteristic is concerned with
an actor’s willpower to fulfill some knowledge intensive task [11]. The afore-
mentioned cognitive matchmaker system is based on a formal framework for
cognitive matchmaking [15], which is briefly summarized as follows. An actor of
a certain type is characterized by means of the cognitive characteristics that it
supplies at a certain level and a task type is characterized by the characteristics
it requires at a certain level. Each individual characteristic is matched based on
the supply and demand levels. Subsequently, weigh values can be provided to
stress that some characteristic match result is considered more important than
another one. Finally, these weighed characteristic matches are summated and
then normalized to determine a single suitability match result. This shows how
suitable an actor type is to perform a knowledge intensive task type.

In this paper, elements from the cognitive matchmaking framework are com-
bined with the method for multi-perspective enterprise modelling (MEMO) [8].
MEMO guides the creation and application of enterprise models. “An enterprise
model comprises conceptual models of software systems, e.g., object or com-
ponent models, that are integrated with conceptual models of the surrounding
action systems, e.g., business process models or strategy models” [8]. An action
system is considered to be: “A system of interrelated actions that reflect the cor-
responding actors’ intentions and abilities, organizational goals and guidelines,
contextual threats and opportunities, as well as mutual expectations” [7, p. 42].
Elements from the cognitive matchmaking framework could also have been com-
bined with a different enterprise modeling approach. However, approaches such
as MEMO are multi-perspective in that they provide different groups of stake-
holders with specific abstractions and views on their areas of concern within an
enterprise. Therefore, this enables to relate cognitive elements to a variety of dif-
ferent abstractions and views of an enterprise. MEMO includes the meta mod-
eling language MEMO-MML, with which an extensible set of domain-specific
modelling languages (DSMLs) can be specified. In concrete, this means that a
meta meta modelling language serves to develop new modelling languages. A
DSML includes a meta model which specifies the abstract syntax and seman-
tics of the domain-specific language. Eventually, models can be created by in-
stantiating this meta model. A goal modelling language called MEMO-GoalML
and a business process modelling language called MEMO-OrgML are used to
design goal models respectively business process models for specific domains.
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The (MEMO-)GoalML and (MEMO-)OrgML are two examples of DSMLs. The
concrete syntax of OrgML includes graphical symbols that enable to specify
which tasks are part of a (sub) process. The concept of a task is pivotal to couple
an enterprise model with elements of the aforementioned cognitive matchmaking
framework. As processes can be further differentiated into tasks by means of the
OrgML language, an OrgML business process model is studied as those kinds
of enterprise models are particularly suited to combine with cognitive elements.
Based on knowledge gained by studying how these models can be combined with
cognitive elements, further research in this area includes how to combine other
enterprise models with cognitive elements, such as: Organizational structures,
goal models, and models illustrating organizational decision processes.

This paper is structured as follows. First of all, an overview of related work is
presented in section 2. In section 3, the coupling of an enterprise model with cog-
nitive elements is illustrated by means of an OrgML business process model of an
order management process which includes a sub process that is further differen-
tiated into tasks. It is discussed how key elements of the cognitive matchmaking
framework can be coupled with such an enterprise model. The resulting ben-
efits of this exercise are discussed in section 4. Finally, section 5 presents the
conclusions and ideas for future research.

2 Related Work

The existing body of literature reveals that other approaches exist that are ori-
ented towards relating cognitive aspects with (enterprise) modelling languages.
The approach presented in [9] is oriented towards organizational change and
how organizational change processes can be modelled. The discussed approach
to model these processes incorporates cognitive aspects in the form of mental
states of those actors involved in the change. An expressive language is intro-
duced called the meta Temporal Trace Language. With this language, it is, for
example, possible to express the changing (belief) states of actors involved in a
changing organization and new roles that are taken up by actors. Explicit cogni-
tive characteristics are not related to actors, as cognitive aspects are considered
to be the expressed internal (belief) states of actors. Another difference is that
in [9] a new modelling language is developed to describe organizational change
processes which takes cognitive aspects of actors into account, while in this pa-
per the orientation is towards coupling existing enterprise modelling languages
with elements from cognitive matchmaking.

In [3], an approach called structured process modeling is introduced which
encourages modelers to work on a few elements of a process model at the same
time. The argument is that when modelers work on elements in parallel when
designing a business process model less working memory capacity is required
than when working on several parts of the model simultaneously. In summary,
structured process modeling is argued to be a breadth-first modelling approach
for the modelling of business processes that can cause process model quality to
increase. It can be concluded that the research in [3] focuses on preventing the
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overloading of the working memory by offering modelers a modeling style that
takes the cognitive aspects of the processing capabilities of the human brain into
account. Compared to our research, we do not suggest a new modeling style
to reduce cognitive load of process modelers, however, we focus on reducing
cognitive load of actors that fulfill knowledge intensive tasks in general by using
enterprise models enriched with cognitive aspects as an instrument to improve
the understanding what types of tasks should be allocated to what types of
actors in order to achieve a cognitive match. Therefore, this research could be
seen as complementary to our approach.

The work of [16] provides insights in cognitive aspects of novice process de-
signers and it is stipulated that task performance is best when the mental repre-
sentation of a problem matches that of the ‘cognitive design vehicle’, for example,
the process model that is used to solve the problem at hand. Furthermore, their
plans for future work include considerations on how well modelling languages fit
to mental representations of the processes being designed, and the effect on the
performance of the process design task. Analogously to our research, it could
be stated that the mental representation of the (knowledge intensive) task at
hand would then need to match the types of design tools that an actor has at
its disposal in order to achieve better task performance. As we are trying to
understand how to improve the match between an actor/task-combination, the
approach by [16] can also be seen as complementary to reduce cognitive load and
increase task performance by taking a different solution strategy into account.

3 Illustrating the Coupling of an Enterprise Model with
Cognitive Elements

Figure 1 shows an OrgML business process model of an order management pro-
cess as part of a fictitious company that sells printers [6, p. 92]. The product
line ranges from low budget printers that are sold at less than e100 a piece
to high performance printers with a price tag of e5.000 and more. The figure
shows start and stop events, as well as events that indicate a state change in
the process. There are six sub processes shown, which are in this case semi-
automated processes as they are performed by humans with the support of a
computer. The model also includes four branches. For example, at the right end
of the ‘check credibility’ sub process a branching symbol is shown indicating
that a rule-based decision is made by a human after completing a sub process.
Furthermore, a merger symbol is shown that combines two alternative paths of
execution into one common path and an AND- and OR-synchronizer is shown.
The process starts when an order is received of a customer that wants to order
one or more printers. After receiving the order, the credibility of the customer
is checked. Dependent of this outcome, a subsequent path is chosen. In case the
credibility is in order, both the ‘check availability’ and ‘check delivery’ sub pro-
cesses can be executed in parallel. Finally, the order is denied or accepted, based
on the resulting events. It is shown that the ‘check delivery’ sub process has been
differentiated into three tasks, which are part of the rectangle that is connected
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Fig. 1. OrgML model of an order management process, based on [6, p. 92]
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with a dashed line to this sub process. The names of the three tasks are given,
as well as a used medium, the complexity of the tasks and temporal aspects are
taken into account. In this case, it is illustrated that the task ‘calculate volume
and weight’ is of a medium complexity and that the other two tasks are of a
low complexity. The temporal duration to complete a task is the same for all
three tasks, which is ‘medium’. It is illustrated that a telephone is required as a
medium to complete the task ‘call shipper’. It can also be seen that the ‘check
delivery’ sub process itself is carried out by a logistics assistant.

The ‘check delivery’ sub process provides an opportunity to determine pos-
sibilities to couple the business process model description with elements of the
cognitive matchmaking framework, as it includes a differentiation into tasks and
includes a description of the actor that is responsible to fulfill this sub process.
The cognitive matchmaking framework includes descriptions of cognitive actor
settings [15], that indicate on an abstract level which cognitive characteristics
are supplied by which type of actor. Five different abstract actor types have been
provided based on a classification of knowledge worker types [4] and on cognitive
literature [5,11], each characterized by a cognitive actor setting. More specific
actor types such as, for example, the logistics assistant in the case of the order
management process can be abstracted to such an abstract actor type. As a
consequence, this indicates which basic cognitive characteristics are supplied by
the logistics assistant. Two of the five abstract actor types as part of the cogni-
tive matchmaking framework are the expert and collaborator types [15]. When a
logistics assistant conducts the ‘call shipper’ task, he would fit the description of
a collaborator type of actor. An actor of this type always possesses the volition,
causability, and improvability characteristics.

A collaborator has the ability to exert an influence on state changes of knowl-
edge involved during task fulfillment. A collaborator is also able to improve its
own cognitive abilities during task fulfillment. However, a collaborator does not
have complete awareness of all required knowledge to fulfill a task instance and
requires others for task completion. The volition characteristic has already been
explained in section 1. Causability expresses that an actor has the ability to ex-
ert an influence on state changes of knowledge involved during task fulfillment.
When the logistics assistant processes acquired knowledge from the shipper and
documents this in the context of the order management system, he causes knowl-
edge that is implicitly present in his head to be made explicit [13]. This means
that the logistics assistant causes knowledge to change from one type to another.
During fulfillment of the ‘call shipper’ task as part of the ‘check delivery’ sub
process, the logistics assistant might have improved his own cognitive abilities.
This is indicated by the improvability characteristic. When a logistics assistant
conducts the ‘calculate volume and weight’ and ‘enter freight cost’ tasks, he
would fit the description of an expert type of actor. Next to the characteristics
possessed by a collaborator, an expert type of actor also possesses the sentience
and independency characteristics. Sentience expresses that an actor has aware-
ness of required knowledge to fulfill some task. In this case, a logistics assistant is
considered to be an expert when it comes to calculating volumes and weights of
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shipments and when entering freight costs and that he is aware of which knowl-
edge is needed for the task. Independency indicates that an expert is fully able
to fulfill a task on his own.

Next to cognitive actor settings, the cognitive matchmaking framework also
includes cognitive task settings. These task settings clarify which cognitive char-
acteristics are in any case demanded by the various task types independent of
the actor that fulfills the task. Possible knowledge intensive tasks that can be
fulfilled can be abstracted to three types [15], which includes the acquisition task
type, the synthesis task type, and the testing task type. The acquisition type is
related with the acquisition of knowledge. The ‘call shipper’ task is considered
to be a task of this abstract type, as knowledge related to freight costs has to
be acquired from shippers to fulfill this task. The synthesis type is related with
the actual utilization of acquired knowledge. The other two tasks as part of the
sub process ‘check delivery’ are tasks of this type. Knowledge has to be utilized
in order to calculate the volume and weight of a shipment and to determine the
freight cost. The testing task type is related with the identification and applica-
tion of knowledge in practice inducing an improvement of the specific knowledge
applied. For example, a student who failed an exam studies a teacher’s feedback
on his exam. Then, a re-examination attempt follows to improve his previously
acquired and utilized knowledge. The three tasks as part of the sub process do
not seem to fit the description of the testing task type.

The cognitive characteristics that are demanded by the acquisition task type
are satisfaction and relevance [15]. The satisfaction characteristic is related with
a knowledge need during task fulfillment and the eventual disappearance of that
need. When the logistics assistant calls a shipper to understand what a ship-
ment may cost and how these costs are calculated, the logistics assistant’s need
for this knowledge may have substantially been decreased. Relevance is con-
cerned with whether or not knowledge acquired is deemed appropriate during
task fulfillment. This is the case if the logistics assistant is able to acquire the
necessary knowledge by calling the shipper. In this case, the logistics assistant
is able to determine the total freight cost. The cognitive characteristics that are
demanded by the synthesis task type are applicability and correctness [15]. The
applicability characteristic expresses to what extent knowledge is applicable in
a task. When calculating the volume and weight of a shipment, the logistics
assistant applies previously acquired knowledge. When knowledge is applied it
should meet its requirements. This is indicated by the correctness characteristic.
When completing the ‘enter freight cost’ task, for example, the logistics assis-
tant should enter the correct amount in the order management system. Table 1
summarizes the abstraction of the specific actor and task types to the aforemen-
tioned abstract actor and task types. It also shows the cognitive characteristics
that characterize a combination of an actor type and task type from a cognitive
point of view. At this point it is understood which cognitive characteristics are
considered to be important for task fulfillment after abstracting the specific ac-
tor and task types that are part of the ‘check delivery’ sub process to abstract
types that are part of a cognitive matchmaking framework [15]. From this point
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Table 1. Actor type and task type abstraction

Specific actor type Abstract actor type Specific task type Abstract task type Cognitive
characteristics

Logistics assistant Expert Calculate volume Synthesis Volition
and weight Sentience

Causability
Improvability
Independency
Applicability
Correctness

Logistics assistant Collaborator Call shipper Acquisition Volition
Causability
Improvability
Satisfaction
Relevance

Logistics assistant Expert Enter freight cost Synthesis Volition
Sentience
Causability
Improvability
Independency
Applicability
Correctness

onwards, it is perfectly possible to apply the remaining steps of the cognitive
matchmaking framework as mentioned in section 1 as well, however, for that
purpose it is needed to determine the levels on which characteristics are sup-
plied and demanded in an actor/task-combination and weigh values need to be
determined to underline which characteristics are most respectively less impor-
tant in calculating a match. How and in what ways the actor type and task type
abstraction could be advantageous for task performance is discussed next.

4 Benefits of Coupling Enterprise Models with Cognitive
Aspects

Understanding which cognitive characteristics are of importance for the fulfill-
ment of a certain task as part of a process can prove to be beneficial for stakehold-
ers such as a process owner, personnel of the human resource (HR) department,
and most certainly also the actor performing knowledge intensive tasks himself.
Possible benefits of coupling enterprise models with cognitive aspects are de-
scribed from three viewpoints, which are: A ‘design time’ viewpoint, a ‘runtime’
viewpoint, and a ‘post-mortem’ viewpoint. (1) Based on the abstraction shown
in table 1, a process owner or HR employee can determine at design time that a
logistics assistant responsible for fulfilling the ‘check delivery’ sub process should
be sufficiently capable of supplying a specific set of cognitive characteristics to
successfully complete the tasks as part of the sub process. In case of the ‘call
shipper’ task, this implies the actor should: Manifest enough willpower to ful-
fill this task (volition), should be able to process different types of knowledge
(causability), improve his own cognitive abilities through conducting the task
(improvability), should be able to acquire knowledge from the shipper such that
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the task can be fulfilled (satisfaction), and all knowledge acquired should be
relevant for the task at hand (relevance). Such an exercise can be performed for
each type of task that a logistics assistant in the company should be able to
conduct, which raises awareness whether an actor is ready and fully capable to
conduct the tasks as part of his work profile or whether more training or edu-
cation is needed. It is also beneficial for process owners or an HR department
to determine what a cognitive profile of in this case a logistics assistant should
look like in order to be a successful logistics assistant for the company. An HR
department might even adapt their recruitment policy accordingly.

(2) During the execution of a process, problems might occur at runtime, i.e.,
during task fulfillment. Knowing which cognitive characteristics are required to
be supplied for which task can prove to be beneficial in finding an adequate
solution from a cognitive point of view. I.e., when it is determined by means of
runtime analysis that the satisfaction characteristic is not adequately supplied
by some actor that performs an acquisition task, the solution to improve task
performance might be found in making sure to solve the problem that the actor
is unable to diminish his knowledge need in the context of the problematic task.
(3) From a post-mortem point of view, the performance of a business process can
be analyzed retrospectively. It can be analyzed for which tasks the performance
has been adequate and for which tasks the performance was problematic. For
those tasks that were problematic it can then be determined whether demanded
characteristics have been adequately supplied. For example, for an acquisition
task type it can be analyzed whether the knowledge that has been acquired by an
actor was satisfactory and relevant in order to fulfill the task. This kind of anal-
ysis also provides insights for which tasks some actor needs to improve certain
cognitive abilities or perhaps needs to learn how to supply other characteristics
that were previously not supplied by that actor.

Besides studying an enterprise model coupled with cognitive aspects from
these three viewpoints, it makes sense to look more closely at the graphical no-
tation of the enterprise model itself. I.e., in the context of this paper an OrgML
business process model also provides graphical information that can be used for
determining what type of task is part of a sub process and what type of ac-
tor would probably be suitable for performing the task. Especially, the symbols
that indicate the complexity and expected duration of a task provide additional
information which is beneficial in determining what actor type should be allo-
cated to the task. For example, the most complex tasks should be fulfilled by
experts and by knowing which cognitive characteristics should be supplied by
expert actor types it becomes transparent what should be expected from actors
that perform such complex tasks from a cognitive point of view. The temporal
duration symbol as part of an OrgML model can be used to express that tasks
do not require a lot of time to fulfill, however, it can also be expressed that tasks
require a lot of time to fulfill. The temporal factor might have an effect on an
actor’s ability to supply cognitive characteristics as well. For example, it is in-
teresting to know whether a ‘long’ temporal duration has an effect on supplying
the volition characteristic. I.e., an actor might become less motivated if a task
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consumes a lot of his working time. On the other hand, low task complexity and
a short temporal duration might also affect supplying the volition characteristic,
for example, when an actor becomes overqualified for such a task.

5 Conclusions and Future Research

Actors working in knowledge intensive organizations deal with increasing cog-
nitive load due to an increase in the complexity of the knowledge intensive
tasks they have to fulfill. This growth in the complexity of those tasks is caused
by developments such as: Growing product and service complexity, customers
that become more and more powerful, globalization, outsourcing, and inter-
organizational alliances that also cause organizations to grow more rapidly.
Knowledge intensive organizations largely depend on their intellectual capital
in order to exist. In this paper, a part of a possible solution has been presented
to provide support for actors struggling to cope with their cognitive load. By
building on existing research, we have combined elements from a framework for
cognitive matchmaking with elements from enterprise modelling. An example
enterprise model in the form of a business process model that shows an order
management process of a company selling printers serves as an illustration to de-
termine which elements in such an enterprise model are pivotal for the coupling
with cognitive aspects. The business process model has been modelled with a
language for organizational modelling called OrgML, that is part of the method
for multi-perspective enterprise modelling (MEMO). MEMO includes an exten-
sible set of domain-specific modelling languages, that are suitable to design and,
subsequently, interrelate these designs of different parts of an enterprise.

As it is possible to differentiate (sub) processes into tasks by means of the
OrgML, it is shown how this differentiation into tasks serves as a pivot point to
couple with the key elements from the cognitive matchmaking framework. This
framework includes abstract cognitive actor and task settings. The cognitive ac-
tor settings reflect what kinds of actors in knowledge intensive organizations are
characterized by the cognitive characteristics they can offer. The cognitive task
settings reflect which cognitive characteristics are required by which types of
knowledge intensive tasks. By means of these elements, it is possible to reason
about which total set of cognitive characteristics are required to be supplied in
an actor/task-combination in order to fulfill a task. Several benefits of coupling
an enterprise model with cognitive elements have been discussed. Among those
benefits it is mentioned that the coupling raises awareness whether an actor is
ready and fully capable to conduct tasks as part of his work profile or whether
more training or education is needed. Also, knowing which cognitive character-
istics are required to be supplied for which task can prove to be beneficial in
finding an adequate solution from a cognitive point of view when problems oc-
cur during task fulfillment. For those tasks that were problematic it can then be
determined whether demanded cognitive characteristics have been adequately
supplied. Finally, it is also discussed that the graphical information provided by
an OrgML business process model which reveal the complexity and temporal
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duration of a certain task can be used for determining what type of actor would
probably be suitable for performing the task. For example, very complex tasks
should be handled by experts and by knowing which cognitive characteristics
should be supplied by expert actor types it becomes transparent what should be
expected from actors that perform very complex tasks.

As has been mentioned in the introduction 1, future research will be oriented
towards studying how other enterprise models than business process models can
be combined with cognitive elements. Furthermore, we want to get a better
understanding of which types of tasks are candidates for (partial) automation
based on cognitive characteristics or capabilities that are demanded to fulfill
such a task. In contemporary knowledge intensive organizations there are task
types that are already fully automated, there are task types that are typically
performed by humans with the support of computers and there are also types
of tasks that are not automated at all. An example of a task that is hard to
automate is a task that includes complex communication, for instance, when
a consultant has to explain to a customer why a particular decision is a better
choice than another possible decision in a given context. Especially in the context
of those task types it is interesting to understand how computers can provide
support in task fulfillment by understanding the capabilities that a computer
should offer. The graphical notation of OrgML already enables to differentiate
between a manual process, a computer-supported process, and a fully automated
process. Using the task-oriented symbols to specify which tasks should be fulfilled
as part of a process it is then possible to understand which kind of specific tasks
are still non-automated. This way, an enterprise model can be used for analyzing
which types of tasks are candidates for automation. Another question that we
would like to see answered as part of future research is related to processes that
are semi-automated and non-automated. More understanding is needed to know
how and what kind of support can be provided in case a choice has to be made
which type of actor is suitable to fulfill a semi- or non-automated task. Sub-
sequently, more knowledge should be gained when it comes to determining the
criteria with which it is possible to select an actor type over another actor type
to perform some task type. From a cognitive point of view, it is then important
to understand which cognitive characteristics can be offered by which actor type
and for which task types these characteristics are of utmost importance.
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Abstract. Declarative approaches to business process modeling are re-
garded as well suited for highly volatile environments, as they enable a
high degree of flexibility. However, problems in understanding declara-
tive process models often impede their adoption. Particularly, a study
revealed that aspects that are present in both imperative and declara-
tive process modeling languages at a graphical level—while having differ-
ent semantics—cause considerable troubles. In this work we investigate
whether a notation that does not contain graphical lookalikes, i.e., a tex-
tual notation, can help to avoid this problem. Even though a textual
representation does not suffer from lookalikes, in our empirical study it
performed worse in terms of error rate, duration and mental effort, as the
textual representation forces the reader to mentally merge the textual
information. Likewise, subjects themselves expressed that the graphical
representation is easier to understand.

Keywords: Declarative Process Models, Empirical Research, Mindshift
Learning Theory.

1 Introduction

In the context of analyzing and designing information systems, the positive in-
fluence of conceptual modeling on understanding and communication has been
documented [1]. For example, business process models (process models for short)
have been employed in the context of process–aware information systems, service–
oriented architectures and web services [2]. Recently, declarative approaches have
received increasing attention due to their flexibility with respect to modeling and
execution of processes [3]. While imperative process models specify exactly how
things must be done, declarative models focus on the logic that governs the in-
terplay of process actions by describing activities that may be performed as well
as constraints prohibiting undesired behavior. Existing research has addressed
technical issues of declarative process models, such as maintainability [4], veri-
fication [5] and execution [6]. Understandability concerns of declarative models,
on the contrary, have been considered only to a limited extent. So far, a study
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was conducted focusing on common strategies and typical pitfalls when system
analysts make sense of declarative process models [7]. The study revealed that
aspects that are present in both imperative and declarative process modeling
languages at a graphical level—while having different semantics—cause consid-
erable troubles. To understand these findings, we would like to refer to the theory
of Mindshift Learning [8]. This theory postulates that, when learning new mod-
eling languages, concepts that are similar, but still show subtle differences, are
most difficult to learn. In this work, we investigate whether mindshift learn-
ing indeed imposes a burden on understanding declarative process models by
conducting an empirical study, trying to avoid mindshift learning by using a
declarative process modeling notation based on text. We handed out graphical
and textual declarative process models to subjects and asked them to perform
sense–making tasks. Results of this study indicate that the graphical representa-
tion is advantageous because it gives rise to fewer errors, shorter durations, and
less mental effort. Therefore, even though it might be recommendable to avoid
representing declarative models in a way similar to imperative models, a pure
textual representation does not seem to be the right solution.

The remainder of the paper is structured as follows. Sect. 2 gives background
information. Then, Sect. 3 describes the setup of the empirical investigation,
whereas Sect. 4 deals with its execution and presents the results. Finally, related
work is presented in Sect. 5, and Sect. 6 concludes the paper.

2 Backgrounds

Next, we present background information on declarative models (Sect. 2.1) and
present the concept of mental effort as a measure for understanding (Sect. 2.2).

2.1 Declarative Process Models

Declarative approaches to business process modeling have received increasing
interest, as they promise to provide a high degree of flexibility [5]. Instead of de-
scribing how a process must be executed, declarative models focus on the logic
that governs the interplay of activities. For this purpose, declarative process
models specify activities that may be performed as well as constraints prohibit-
ing undesired behavior. Constraints found in literature may be divided into ex-
istence constraints, relation constraints and negation constraints [9]. Existence
constraints specify how often an activity must be executed for one particular
process instance (e.g., exactly, cf. Fig. 1). In turn, relation constraints restrict
the ordering of activities (e.g., response, cf. Fig. 1). Finally, negation constraints
define negative relations between activities (e.g., neg coexistence, cf. Fig. 1).

A trace is defined as a completed process instance [3]. It can have two different
states: either it satisfies all constraints of the process model (valid, also referred
to as satisfied), or the trace violates constraints in the process model (invalid,
also referred to as violated). A minimal trace is defined as a valid trace with a
minimum number of activities. A sub–trace, in turn, can be in three different
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states: First, a sub–trace can be valid (the sub–trace satisfies all constraints of
the process model). Second, it can be temporarily violated (the sub–trace does
not satisfy all constraints of the process model, but there is an affix or suffix that
could be added to the sub–trace such that all constraints are satisfied), or third,
invalid (the sub–trace violates constraints in the process model and no affix or
suffix can be added to the sub–trace to satisfy all constraints).

YA B C

D E F

Declarative Process Model S

X Y
neg_coexistence(x,y)
x and y cannot co-occur in any trace

X response(x,y)
If x is executed, y needs to be executed 
afterwards (but not  necessarily directly 
after)

Examples of supported execution traces
σ1 = < A,A,D,E,A,F>
σ2 = < B,C,F,E,B>
σ3 = < B,E,F>

Examples of unsupported execution traces
σ4 = < A,F,C,E,A>
σ5 = < B,D,F,C,F>
σ6 = < A,D,B,F,E>

A B

C F

C1

C2

Activities A

Constraints C

Legend 

C2 violated
C3  violated
C1  violatedF

1
C3

exactly(x,n)
x must occur exactly one time in any trace

1
X

Fig. 1. Example of a declarative process model [3]

An example of a declarative process model S, using Declare (formerly known
as ConDec) [5], is shown in Fig. 1. S consists of 6 activities A to F and 3 con-
straints. The neg coexistence constraint (C1) forbids that A and B co-occur in the
same trace. In turn, the response constraint (C2) requires that every execution
of C must be followed by one of F before the process instance may complete.
Finally, the exactly constraint (C3) states that F must be executed exactly once
per process instance. For instance, trace σ1=<A,A,D,E,A,F> satisfies all con-
straints (C1–C3), i.e., these are valid traces, whereas, e.g., trace σ6 is invalid
as it violates C1. Trace σ7=<F> is the minimal trace since there exists no other
valid trace comprising a lower number of activities.

C2: response(C,F)
A B C

D E F

Declarative Process Model S textual

C1: neg_coexistence(A,B)

Activities A Constraints C

C3: exactly(F,1)
B: C1 E: -

A: C1 D: -

C: C2 F: C2, C3

Mapping Activities - Constraints

Fig. 2. Example of a textual declarative process model

In the empirical investigation we try to avoid mindshift learning by using a
declarative process modeling notation based on text. Fig. 2 shows the textual
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representation of the declarative process model S (cf. Fig. 1). The textual rep-
resentation consists of three parts. First, a list of activities (activities A to F).
Second, a list of constraints (C1 to C3). Third, an activity–constraint mapping
list, to support subjects when looking up all constraints that are related to a
specific activity (e.g., F is related to constraints C2 and C3).

2.2 Mental Effort

To investigate the sense–making of declarative process models, it seems neces-
sary to also take into account the humans cognitive system—in particular work-
ing memory, which is responsible for maintaining and manipulating a limited
amount of information for goal–directed behavior, such as the interpretation of
a declarative process model (cf. [10]). The amount of working memory currently
used is thereby referred to as mental effort [11]. Research indicates that a high
mental effort increases the probability of errors, especially when the working
memory capacity is exceeded [12]. In the context of conceptual models, [13] ar-
gues that higher mental effort is in general associated with lower understanding
of models. Various techniques exist for assessing mental effort, including pupil-
lometry, heart–rate variability and rating scales [11]. Especially rating scales,
i.e., self–rating mental effort, has been shown to reliably measure mental effort
and is thus widely adopted [11]. Furthermore, this kind of measurement can be
easily applied, e.g., by using 7–point rating scales. In the context of conceptual
modeling, it was argued that mental effort should be considered as an additional
measure of understanding together with error rates and duration [13].

3 Defining and Planning the Empirical Investigation

To investigate whether mindshift learning indeed imposes a burden on under-
standing declarative process models we conduct an empirical investigation.

Research Question. Goal of this empirical investigation is to avoid difficul-
ties because of mindshift learning due to similarities between imperative and
declarative modeling notations. Therefore, we investigate how system analysts
answer several tasks about declarative process models, once with a graphical
model representation (with presence of mindshift learning) and once with a tex-
tual model representation (with absence of mindshift learning). In particular, we
are interested in differences between graphical and textual model representations
regarding errors, duration and mental effort. Therefore, our research questions
can be stated as follows:

Research Question RQ1.1 What are the differences between a graphical and
textual representation regarding error rates?
Research Question RQ1.2 What are the differences between a graphical and
textual representation regarding duration?
Research Question RQ1.3 What are the differences between a graphical and
textual representation regarding mental effort?
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With our last research question, we take a broader perspective and ask sub-
jects directly for advantages and disadvantages for each representation as well as
personal suggestions for improving the understandability of declarative process
models.

Research Question RQ2 What are advantages of each representation and
what are potential improvements for the understandability of declarative process
models?

Subjects. To ensure that obtained results are not influenced by unfamiliarity
with declarative process modeling, subjects need to be sufficiently trained. Even
though we do not require experts, subjects should have at least a moderate
understanding of declarative processes’ principles.

Objects. The process models (P1 and P2) used in this investigation originate
from a previous study (cf. [7]) and describe real–world business processes. Since
we were interested in the influence of differences regarding the process models’
representation, we created a second variant of each process model describing the
exact same process, but with a textual representation. The variants for P1 are
illustrated in Fig. 3. For the graphical models we use the declarative process
modeling language Declare [5], where activities are represented as boxes and
constraints as lines or arcs. The textual models are described in Sect. 2.1.1

(a) P1 graphical (b) P1 textual

Fig. 3. Graphical and textual variant of P1

The models vary regarding the number of activities (between 12 and 24),
number of constraints (between 18 and 25) and degree of interconnectivity of
constraints, i.e., models consist of 3 to 6 components (cf. [7]). The process models
are based on two different domains describing bug fixing in a software company

1 The empirical investigation’s material can be downloaded from:
http://bpm.q-e.at/GraphicalTextualDPM
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and a worker’s duties at an electronic company. Both models contain constraints
of all three types, i.e., existence, relation and negation constraints.

Design. Fig. 4 shows the overall design of the empirical investigation: First, sub-
jects are randomly assigned to two groups of similar size. Regardless of the group
assignment, demographical data is collected and subjects obtain introductory
assignments. To support subjects, sheets briefly summarizing the constraints’
semantics are provided, which can be used throughout the investigation. Then,
each subject works on one graphical and one textual process model. Group 1
starts with the graphical representation of P1, while Group 2 works on the tex-
tual representation of the same model. A session is concluded by a discussion
with the subject to help reflecting on the investigation and providing us with
feedback. For each process model, a series of questions is asked (cf. Fig. 4b):
First, subjects are asked to describe what the goal of the process model is, al-
lowing subjects to familiarize with the model. Second, we seek to assess whether
subjects understand the process model by asking 3 questions regarding traces
in declarative process models: naming the minimal trace, naming 2 valid traces
and naming 2 invalid traces (cf. Sect. 2.1). Further, a series of questions is de-
signed based on the findings of [7] to investigate hidden dependencies, pairs of
constraints, combinations of constraints and existence constraints. Third, we ask
the subjects about their opinion on advantages and disadvantages of each model
representation, what parts are most challenging and if they have any suggestions
to make the model easier to read/understand.

Model P1
graphical

Model P2
textual

General
Questions Discussion

Model P1
textual

Model P2
graphical

General
Questions Discussion

Demographics,
Introduction

Demographics,
Introduction

Group 1

Group 2

a) Overview

Specific
Questions

Goal of
Process Model

b) Questions per Model

ExplanationAnswer Question

c) Tasks per Question

General
Questions

Assess
Mental Effort

Fig. 4. Design of the empirical investigation

For each question, a three–step procedure is followed, cf. Fig. 4 c). First, the
subject is asked to answer the question either by True, False or Don’t Know.
Second, the subject has to fill in an explanation field, where it should be reasoned
why the specific answer was given. Third, the subject is asked to assess the
expended mental effort. To this end, a 7–point rating scale is used, which is
known to reliably measure mental effort [11].
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Instrumentation. For the operationalization of this setup, we relied on Chee-
tah Experimental Platform (CEP) [14]. CEP guided the subjects through the
sessions, starting with an initial questionnaire, two questionnaires about declara-
tive process models (one represented graphically and one textually), a concluding
questionnaire and a feedback questionnaire. Data was collected automatically,
ensuring that each session, the collected demographic data was stored as a sep-
arate case of the empirical investigation.

4 Execution and Results

So far we described the experimental setup, next we briefly describe its execution
as well as the results.

Execution. The empirical investigation was conducted in December 2013 at
the University of Innsbruck in the course of a weekly lecture on business pro-
cesses and workflows; all in all 9 students participated. To prepare the students,
a lecture on declarative process models was held one week before the empirical
investigation. In addition, students had to work on several modeling assignments
using declarative processes before the investigation took place. Immediately be-
fore the sessions, a short lecture revisiting the most important concepts of declar-
ative process models and the setup was held. The rest of the session was guided
by CEP’s experimental workflow engine [14], as described in Sect. 3.

Data Validation. Since our research setup requires subjects to be at least
moderately familiar with Declare, we used a Likert scale, ranging from “Strongly
agree” (7) over “Neutral” (4) to “Strongly disagree” (1) to screen for familiarity
with Declare. The computed mean is 4.11 (slightly above average). For confidence
in understanding Declare models a mean value of 4.11 was reached (slightly above
average). Finally, for perceived competence in creating Declare models, a mean
value of 4 (average) could be computed. Since all values range about average, we
conclude that the participating subjects fit the targeted profile. In the following,
we use the gathered data to investigate the research questions.

RQ1.1: What are the differences between a graphical and textual rep-
resentation regarding error rates? To investigate RQ1.1, the subjects were
asked to answer specific questions (cf. Sect. 3) As detailed previously, they had
to identify one minimal trace, 2 valid traces and 2 invalid traces for each model.
Since 9 subjects participated in the investigation and each subject worked on
two process models, 18 answers were collected regarding the minimal trace (9 for
each model). Further, 36 for valid traces (18 for each model) and 36 invalid traces
(18 for each model) were collected. Additionally, we asked subjects 2 questions
regarding 4 categories for each model. As described in Sect. 3, the categories
are hidden dependencies, pairs of constraints, combinations of constraints and
existence constraints. Therefore, there are 9 subjects, 8 questions per model,
2 models, resulting in 144 answers. Table 1 shows the distribution of answers:
Overall, subjects gave 179 out of 234 correct answers (76.50%).
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Table 1. Percentage of correct answers

Graphical Textual
Category P1 P2 Both P1 P2 Both

Traces 80% 80% 80% 92% 60% 78%
Hidden Dependencies 100% 90% 94% 90% 75% 83%
Pairs of Constraints 75% 60% 67% 70% 63% 67%
Combination of Constraints 63% 90% 78% 70% 50% 61%
Existence Constraints 63% 90% 78% 70% 75% 72%

Overall 77% 82% 79% 82% 63% 74%

As mentioned in Sec. 3, we asked subjects to give us an explanation for each
answer. We used these explanations for identifying and classifying reasons for
errors. Table 2 gives an overview of the data analysis: Overall, 55 answers were
incorrect (23.50%).

Table 2. Error analysis

Category Graphical Textual Both

Subtrace definition 8 7 15
Overlooked model elements 4 6 10
Unknown 5 5 10
Constraint definition 3 6 9
Lacking modeling knowledge 3 2 5
Hidden dependency 1 3 4
Problem with setup 0 2 2

All in all, we could identify 7 categories why subjects failed to give a correct
answer. Considering the most commonly reason for errors, 15 times subjects
answered incorrectly because they had problems with the definition of a sub–
trace (cf. Sect. 2.1). Ten times a wrong answer was given due to overlooked model
elements, i.e., activities or constraints. Additionally 10 times we were not able to
categorize the error, because either the subject did not enter an explanation or
the explanation was not sufficient. Nine times the subjects answered incorrectly
due to problems with constraint definitions, e.g., confusing two constraints with
each other. Five errors were caused by lack of modeling knowledge. Four times
a wrong answer was given due to hidden dependencies. Two times we identified
that an error was made because of a problem with the setup, i.e., we asked for
two valid traces, but the subjects just entered one.

Overall, 31 out of 55 error are due to problems with the setup (either di-
rect problems with setup or indirect, i.e., lack of knowledge or troubles with
definitions) and 10 unknown. The 14 remaining errors were made because of
overlooking model elements when combining constraints, or hidden dependen-
cies (cf. [7]).
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Discussion. In general, we observed that subjects make less errors when the
model is represented graphically. As previous findings [7] indicate that subjects
have considerable problems making sense of graphically represented pairs of con-
straints, we expected that subjects would give fewer wrong answers using the
textual representation. However, our findings indicate that there is no difference
between textual or graphical representation in this category. It seems that hav-
ing the disadvantage of mindshift learning is still less challenging for subjects
than the extraction of information from text, i.e., information that needs to be
computed in the human mind [15].

RQ1.2: What are the differences between a graphical and textual rep-
resentation regarding duration? To target this research question, we inves-
tigated how long it took subjects to answer all specific questions (c.f., Section 3).
Table 3 shows the duration in minutes for the 11 questions per model.

Table 3. Duration in minutes

Minimum Maximum Mean

P1 graphical representation 17 41 28
P1 textual representation 23 55 37

P2 graphical representation 10 20 15
P2 textual representation 19 30 24

Discussion. The findings obtained in RQ1.2 indicate that answering questions
about a graphically represented model needs less time than for a textual model.
In particular, the disadvantage of mindshift learning is not only less challenging
for subjects than the extraction of information from text (c.f., RQ1.1), but it
also needs less time.

RQ1.3: What are the differences between a graphical and textual rep-
resentation regarding mental effort? When investigating the sense–making
of declarative process models, it seems desirable to have measures that allow
researchers to assess in how far proposed concepts support the human mind in
interpreting declarative process models. As described in Sect. 2.2, the measure-
ment of mental effort seems to be promising, as it presumably allows assessing
subtle changes with respect to understandability [13]. To this end, we computed
the average mental effort for each question. Table 4 shows the mental effort for
the specific questions per model mentioned in Sect. 3 (11 questions per model).

Discussion. The empirical investigation indicates that answering questions to a
graphically represented model requires a higher mental effort than for a textual
one. To understand these findings, we would like to refer to the Split–Attention
Effect [16]. This effect occurs when information from different sources has to be
integrated and is known to increase mental effort. In our case, when studying
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Table 4. Mental effort

Minimum Maximum Mean

P1 graphical representation 3.09 4 3.68
P1 textual representation 3.36 6 4.47

P2 graphical representation 3.45 4.73 3.96
P2 textual representation 4.27 4.82 4.48

a textually represented model that consists of three separate lists (activities,
constraints and an activity–constraint mapping), the subject has to keep parts
of one list in working memory while searching for the matching parts in other
lists. Thereby, two basic effects are distinguished. First, the reader has to switch
attention between different information sources, e.g., constraint and mapping
lists. Second, the reader has to integrate different information sources. These
two phenomena in combination are then known to increase mental effort and are
referred to as split-attention effect.

RQ2: What are advantages of each representation and what are po-
tential improvements for the understandability of declarative process
models? The goal of RQ2 is to complement findings obtained so far with
opinions from students, i.e., subjective measures. In particular, after all spe-
cific questions were answered, we additionally asked general questions for each
model. To analyze answers, we identified and classified issues, which—according
to the subjects—influence the sense–making of declarative business process mod-
els. All in all, we could find 5 factors that subjects considered to be harmful for
the sense–making of declarative process models (cf. Table 5). Three subjects
mentioned that the pairs of constraints posed a considerable challenge for the
sense–making (cf. [7]). In addition, 3 subjects explicitly mentioned that they
experienced problems with the high number of constraints and resulting depen-
dencies (combination of constraints). One subject explained that he had prob-
lems due to too many activities. Another one mentioned that he was challenged
making sense of P2 because there were too many components. Also, 6 subjects
perceived the textual representation as a negative influence.

Table 5. Why do you think the model was (not) difficult to understand?

Category Factor Subjects Influence

Constraints Pairs of constraints 3 −
Combination of constraints 3 −
Number of activities 1 −
Number of components 1 −

Other Representation 5 −
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Regarding advantages or disadvantages of each representation, 6 subjects men-
tioned that the graphical representation was easier to grasp. One subject an-
swered that the graphical representation is also unclear sometimes due to pairs
of constraints (cf. [7]). One subject praised the good overview of the constraints
at the textual representation. Overall, the subjects had a better perception of
the graphical representation, which might also be concerned with the shorter
duration and lower mental effort (cf. RQ1.2 and RQ1.3). Also, subjects made
propositions how to make declarative process models easier to understand. In
particular, 7 subjects proposed to only use the graphical representation. In ad-
dition, one subject indicated that paired constraints should be simplified. Un-
surprisingly, suggestions for the improvement of declarative process models are
closely connected to respective problems (cf. Table 5). In general, it can be ob-
served that the basic building blocks of declarative process models—activities
and constraints—are rather unproblematic. However, the combination of con-
straints and in particular pairs of constraints, in turn, pose considerable chal-
lenges. In this sense, for instance, approaches providing computer–based support
for the interpretation of constraints seem promising [17].

Limitations. Our work has the following limitations. First, the number of sub-
jects in the empirical investigation is relatively low (9 subjects), hampering the
only of descriptive nature result’s generalization. Second, even though process
models used in this investigation vary in the number of activities, number of
constraints and representation, it remains unclear whether results are applicable
to declarative process models in general, e.g., more complex models. Third, all
subjects are students, further limiting the generalization of results. Finally, most
errors were due to problems with the setup of the investigation (cf. Table 2).

5 Related Work

In this work, we investigated the understanding of graphical and textual declar-
ative process models. More generally, factors of conceptual model comprehen-
sion were investigated in [18], and the understandability of imperative process
models was investigated in [2]. Comparisons of graphical and textual notations
were examined from different angels. For instance, the interpretation of business
process descriptions in BPMN (graphical notation) and in an alternative text no-
tation (based on written use-cases) was investigated in [19]. More generally, [20]
provides an overview of relative strengthes and weaknesses of textual versus
flowchart notations. For this investigation, we have focused on the declarative
modeling language Declare. Recently, also Dynamic Condition Response (DCR)
graphs [21] have gained increasing interest. Unlike Declare, DCR graphs focus
on a set of core constraints instead of allowing for the specification of arbitrary
constraints. However, so far, contributions related to DCR graphs have rather
focused on technical aspects, such as technical feasibility and expressiveness,
while understandability was not approached yet.
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6 Summary and Outlook

Declarative approaches to business process modeling have recently attracted in-
terest, as they provide a high degree of flexibility [5]. However, the increase
in flexibility comes at the cost of understandability and hence might result in
maintainability problems of respective process models [5]. The presented empir-
ical investigation presents differences between graphical and textual represented
declarative business process models. The results indicate that the graphical rep-
resentation is advantageous in terms of errors, duration and mental effort. In
addition, subjects themselves expressed that the graphical representation is eas-
ier to understand. As indicated in [7], it might be recommendable to avoid rep-
resenting declarative models in a way similar to imperative models, especially
when semantic differ considerably (cf. Mindshift Learning theory [8]). However,
a pure textual representation does not seem to be the right solution. To accom-
plish our goal of a better understandability of declarative process models, further
investigations are needed. Particularly, replications utilizing an adapted hybrid
representation seem to be appropriate means for additional empirical tests.
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flow language. In: Bravetti, M., Núñez, M., Zavattaro, G. (eds.) WS-FM 2006.
LNCS, vol. 4184, pp. 1–23. Springer, Heidelberg (2006)

10. Baddeley, A.: Working Memory: Theories, Models, and Controversies. Annual
Review of Psychology 63, 1–29 (2012)



206 C. Haisjackl and S. Zugal

11. Paas, F., Renkl, A., Sweller, J.: Cognitive Load Theory and Instructional Design:
Recent Developments. Educational Psychologist 38, 1–4 (2003)

12. Sweller, J.: Cognitive load during problem solving: Effects on learning. Cognitive
Science 12, 257–285 (1988)

13. Zugal, S., Pinggera, J., Reijers, H., Reichert, M., Weber, B.: Making the Case for
Measuring Mental Effort. In: Proc. EESSMod 2012, pp. 37–42 (2012)

14. Pinggera, J., Zugal, S., Weber, B.: Investigating the process of process modeling
with cheetah experimental platform. In: Proc. ER-POIS 2010, pp. 13–18 (2010)

15. Scaife, M., Rogers, Y.: External cognition: How do graphical representations work?
International Journal on Human-Computer Studies 45, 185–213 (1996)

16. Kalyuga, S., Ayres, P., Chandler, P., Sweller, J.: The Expertise Reversal Effect.
Educational Psychologist 38, 23–31 (2003)

17. Zugal, S., Pinggera, J., Weber, B.: Creating Declarative Process Models Using Test
Driven Modeling Suite. In: Nurcan, S. (ed.) CAiSE Forum 2011. LNBIP, vol. 107,
pp. 16–32. Springer, Heidelberg (2012)

18. Mendling, J., Strembeck, M., Recker, J.: Factors of process model comprehension—
Findings from a series of experiments. Decision Support Systems 53, 195–206 (2012)

19. Ottensooser, A., Fekete, A., Reijers, H.A., Mendling, J., Menictas, C.: Making
sense of business process descriptions: An experimental comparison of graphical
and textual notations. Journal of Systems and Software 85, 596–606 (2012)

20. Whitley., K.: Visual programming languages and the empirical evidence for and
against. J. Vis. Lang. Comput. 8, 109–142 (1997)

21. Hildebrandt, T.T., Mukkamala, R.R.: Declarative Event-Based Workflow as Dis-
tributed Dynamic Condition Response Graphs. In: Proc. PLACES 2010, pp. 59–73
(2010)



 

L. Iliadis, M. Papazoglou, and K. Pohl (Eds.): CAiSE 2014 Workshops, LNBIP 178, pp. 207–212, 2014. 
© Springer International Publishing Switzerland 2014 

Reducing Technical Debt: Using Persuasive Technology 
for Encouraging Software Developers to Document Code 

(Position Paper) 

Yulia Shmerlin1, Doron Kliger2, and Hayim Makabee3 

1 Information Systems Department, University of Haifa, Haifa, Israel 
2 Economics Department, University of Haifa, Haifa, Israel 

3 Yahoo! Research Labs, Haifa, Israel 
yshmerlin@is.haifa.ac.il, kliger@econ.haifa.ac.il, 

makabee@yahoo-inc.com 

Abstract. Technical debt is a metaphor for the gap between the current state of 
a software system and its hypothesized ‘ideal’ state. One of the significant and 
under-investigated elements of technical debt is documentation debt, which 
may occur when code is created without supporting internal documentation, 
such as code comments. Studies have shown that outdated or lacking 
documentation is a considerable contributor to increased costs of software 
systems maintenance. The importance of comments is often overlooked by 
software developers, resulting in a notably slower growth rate of comments 
compared to the growth rate of code in software projects. This research aims to 
explore and better understand developers’ reluctance to document code, and 
accordingly to propose efficient ways of using persuasive technology to 
encourage programmers to document their code. The results may assist software 
practitioners and project managers to control and reduce documentation debt. 

Keywords: technical debt, documentation debt, documentation, software 
maintenance, persuasive technology, FBM Model.  

1 Introduction 

Traditionally, the evolution of software development methods and tools has focused 
on improving the quality of software systems. The most obvious quality attribute is 
correctness: the ability of a software system to satisfy its requirements. Correctness is 
a functional quality attribute, since it relates to the functions performed by the system.  

However, software systems should also have several desirable non-functional 
quality attributes, such as maintainability, extensibility and reusability [3]. These 
attributes relate to the way a system has been implemented, i.e., to the complexity of 
the relationships among the modules that compose the system, independently of its 
correctness. Hence a system is maintainable if it may be easily changed, extensible if 
it is easy to add new features and reusable if its modules may be easily adopted in 
new applications. 
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Recently, the metaphor of technical debt has been widely used to describe the gap, 
both in functionality and quality, between “the current state of a software system and 
a hypothesized ‘ideal’ state, in which the system is optimally successful in a particular 
environment” [4]. One form of technical debt is internal documentation debt  [20], i.e., 
inappropriate, insufficient or non-existing internal documentation. Low-quality 
documentation is known to affect negatively quality attributes such as maintainability 
 [18] [16]. 

Previous works have identified some of the reasons for poor documentation in 
software systems. For example, many developers are under-motivated to document, 
since they perceive writing internal documentation as a secondary task, as opposed to 
writing the code itself  [4]. Moreover, some software development approaches 
promote the idea that good code should be self-explanatory  [17], and therefore 
comments are not always necessary. 

Our goal is to address these and other causes for low-quality documentation, and 
propose practical solutions that may be adopted to improve this situation. In particular, 
we believe that a combination of a persuasive technology approach with advanced tool 
support may transform the nature of internal documentation tasks, in such ways that 
software developers will choose to adopt them. This paper describes practical 
experiments that we plan to conduct in order to examine if and how developers can be 
encouraged to improve documentation and thus reduce documentation debt. 

2 Problem Background and Description 

Technical debt can be seen as a compromise between a project’s different dimensions, 
for example, a strict deadline and the number of bugs in the released software product. 
“Shipping first time code is like going into debt. A little debt speeds development so 
long as it is paid back promptly with a rewrite”  [5]. Technical debt is defined as the 
gap between the current and the ideal states of a software system  [1]. This suggests that 
known defects, unimplemented features and outdated documentation are all considered 
aspects of debt. Despite the increasing interest in technical debt among both academics 
and practitioners, this metaphor still lacks a more rigorous and specific definition. Tom 
et al.  [20] identified different elements of technical debt, such as code debt, 
architecture debt, infrastructure debt, and documentation debt. Devising ways to reduce 
the latter is the focus of the current study. 

Documentation quality has a direct effect on software maintenance. Software 
maintenance usually refers to the activities carried out after the development 
completion, and is the most expensive part in the lifecycle of modern software systems 
 [1]. Maintenance includes a broad spectrum of activities, such as error correction, 
enhancements of capabilities, deletion of obsolete capabilities and optimization. In 
order to perform these activities effectively, correct and up-to-date technical 
documentation is required. Outdated or lacking documentation increases the 
maintenance costs  [18]. 

Yet, currently, lack of proper documentation during development and release of 
software systems is prevalent  [6]. According to Pfleeger  [16] 40%- 60% of the 
maintenance time is spent on studying the software prior to modification because of 
the lack of appropriate documentation. Additional studies have shown that source 
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code comments are the most important artifact to understand a system to be 
maintained  [7] and that inline comments can greatly assist in the maintenance work of 
software engineers  [14]. Programs with appropriate documentation were found to be 
considerably more understandable than those without documentation comments  [21]. 

Despite the importance of documentation, there is evidence in the literature that 
source code and comments do not evolve in the same rate. Fluri et al.  [9] found that 
newly added code is rarely commented; not all code is commented equally (e.g., the 
frequency of comments for method calls is much lower than for method declarations); 
and 97% of comment changes are done in the same revision as the associated source 
code change. The code evolves in a significantly higher rate than its comments and,  
as software evolves, it is common for comments and source code to be out-of-sync 
 [13]. In summary, while software engineers may understand the importance of 
documentation  [7], the code is not documented enough in practice  [9],  [13].  

There may be several explanations for this phenomenon. One of the reasons is that 
documenting is not considered a creative activity, and many engineers prefer solving 
algorithmic problems instead of writing documentation  [4]. Another reason is that 
many programmers assume that good code is self-explanatory, justifying the lack of 
documentation  [17]. Additionally, since practitioners often work under very strict 
deadlines, it is easy to leave the documentation behind. Besides, sometimes not 
documenting can increase job security [8], because it helps programmers to keep an 
advantage over others and, thus, ensures demand for their services .Finally, the reason 
may lay in human perception, since software students do not fully understand the 
need for proper documentation  [2].  

Recently, several works investigated the investment of companies using agile 
methods in documentation. The agile manifesto states that direct communication is 
more valuable than internal documentation  [12]. A study of the role of documentation 
in agile development teams showed that while over 50% of developers find 
documentation important, or even very important, too little documentation is available 
in their projects  [19].  

In conclusion, regardless of the development method used, documentation plays an 
important role in software products development. Proper documentation drives a more 
efficient and effective software maintenance and evolution, requiring lower cost and 
effort. Therefore, it is important to find ways to improve the quantity and quality of 
comments. To this end, we must find efficient techniques to encourage developers to 
document their code, thus improving the readability and reducing maintenance time 
and cost. The objective of this study is to investigate the current state of 
documentation, and specifically the reasons for developers’ reluctance to comment 
code, and propose a technique to encourage them to document their code, thus 
decreasing the costs induced by technical debt.  

3 Solution Approach 

In order to overcome developers’ reluctance to document code, we plan to apply the 
persuasive technology approach. Persuasive technology is an interactive computer 
technology, which is designed with the goal of reinforcing, changing or shaping 
people’s attitudes or behavior  [10]. When a persuasive system is used for 
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reinforcement purpose, the desired outcome of its use would be to make the users' 
current behavior more resistant to change. When using the system for changing 
purposes, the expectation is that the users will alter their attitude or behavior due to 
the interaction with the system. Finally, when using the system for shaping purposes, 
successful outcome would be creating a behavior pattern for a specific situation, 
which did not exist prior to using the system  [15]. 

When designing a persuasive system, it is important to take into consideration the 
desired influence of the system on its users, since different techniques should be used 
depending on the desired outcome  [15]. In our context, as discussed in the previous 
section, while programmers are often aware of the importance of documentation, this 
is not reflected in their behavior.  

In order to produce a successful persuasive design, it is important to understand 
which factors influence behavior. Fogg  [10] introduced the Fogg Behavior Model 
(FBM) for analysis and design of persuasive technologies, which provides a systematic 
way of studying the factors behind behavior changes. The model implies that behavior 
depends on the following three factors: motivation, ability, and triggers, each of which 
has several subcomponents. The motivation factor consists of three core motivators, 
each of which having two sides: pleasure vs. pain, hope vs. fear and social acceptance 
vs. rejection. The ability factor represents the simplicity of performing the targeted 
behavior, and its six subcomponents are time, money, physical effort, brain cycles, 
social deviance, and non-routine. Finally, the triggers refer to prompts, cues, calls to 
action, etc. The purpose of a trigger is to signal to the user that the moment for 
performing the behavior has come. An additional concept of the FBM model is the 
behavior activation threshold. For a trigger to evoke the desired behavior, a person has 
to be above that threshold, in a high enough level of motivation and ability.  

It should be noted that most of the people are in moderate levels of ability and 
motivation and effective persuasive system should raise motivation, ability, or both, 
as well as provide a trigger for the desired behavior. An additional implication of the 
FBM model is that there exists a trade-off between motivation and ability of 
performing the behavior, so if we influence at least one factor of this equation, the 
desired behavior might be triggered  [10]. This model has direct implications to our 
research, since our aim is to propose a system, which will increase performance in the 
code documentation task, as well as provide a proper trigger in an appropriate time for 
this behavior to take place.  

4 Research Plan and Method 

The objectives of our study are to identify the reasons and challenges that impede 
developers’ motivation to document code, and to propose a utility for encouraging 
documentation and facilitating proper documentation. For this purpose, we will 
perform two studies: (1) a think-aloud protocol for examining program maintenance 
tasks performance, and (2) an experiment to assess triggers for documentation.  

In the first study we plan to conduct individual think-aloud sessions with about 15 
students in their last year of IS undergraduate studies. Each subject will perform a 
maintenance task, namely, add functionality, to code written and documented by 
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another student. The purpose is to gain a deeper understanding of the cognitive 
process a software programmer faces when maintaining code, and specifically while 
trying to understand the existing code. We will observe to what extent the subject 
relies on the code documentation during this process, and what are the important 
features in code comments that help understand existing code.   

The objective of the second study is to check whether the use of an existing 
documentation-triggering tool (CheckStyle:1 a plug-in for Eclipse IDE) improves 
documentation. The subjects of this experiment will be first year IS student in a Java 
course. The students will be divided into three groups: treatment group A will receive 
the plug-in to activate a module, which will remind them to add comments to the code 
as they develop it. Treatment group B will receive the same treatment as well as a 
social motivation – publishing their documentation level status among their peers. 
The control group will receive the same plug-in with a different module enabled (not 
related to code commenting). Our hypotheses are as follows: 

• H0a: Group A’s documentation level will be similar to that of the control group. 
• H1a: Group A’s documentation level will be higher than that of the control group. 
• H0b: Group B’s documentation level will be similar to that of Group A. 
• H1b: Group B’s documentation level will be higher than that of Group A.  

The results will be calculated using documentation metrics. In addition, following 
the experiment, we plan to collect qualitative data via questionnaires with open-ended 
questions, in order to gain a deeper understanding about the triggers and motivators 
from the students’ perspectives. 

Based on the results obtained in these two studies, and additional external 
validation with professionals from industry, we intend to create a utility, using 
persuasive technology principles, for encouraging and motivating developers to 
document their code with proper and contributing comments. The proposed utility 
will be evaluated and validated with professional software developers. 
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Abstract. We discuss our investigation into the conceptual understand-
ing that students have of common concepts used for conceptual modeling
(e.g., actors, processes, goals). We studied if and how those understand-
ings may change over time during a student’s progress through their
academic curriculum. To do so, we performed a longitudinal study with
a group of students starting computing and information science studies
at Radboud University Nijmegen. We followed them from the beginning
of their studies as they learned new theories, techniques, and languages
for modeling. We focused on investigating whether their conceptual un-
derstandings changed as they became acquainted with new languages
and techniques, and whether there were correlations between the in-
troduction of such educational stimuli and changes in their conceptual
understanding. We discuss the seeming lack of connection between these
stimuli and such changes, and reflect on what this means for the training
of people in conceptual modeling.

Keywords: conceptual modeling, conceptual understanding, longitudi-
nal study, learning modeling, training of students, semantic differential.

1 Introduction

We are interested in understanding whether students develop specific conceptu-
alizations or conceptual prejudices when it comes to conceptual modeling con-
cepts. As most academic programs are focused on training well-rounded people
who can orient them in new conceptual environments, we could assume that the
point is not to steer people into specific, narrow interpretations (i.e., conceptu-
alizations that strongly bias people into accepting one kind of thing as correct),
but instead to focus on opening their minds to many different, equally valid,
viewpoints from which they can analyze multiple situations (i.e., to steer them
in a direction where their conceptualizations allow for many possible correct
things). Concretely, we will treat the following research questions in this paper:
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1. Do the conceptualizations students have of modeling concepts become more
refined or nuanced as they progress through their studies?
– If there is such a change, is it of a discrete or continuous nature?
– If there is such a change, is it one-directional or reversible?

2. Is there a correlation between the educational stimuli students receive and
the possible change in their conceptualizations of modeling concepts?
– Do conceptualizations follow the semantics of a specific language?

2 Method

Materials: The concepts we look at are actors, events, goals, processes,
resources, restrictions and results. The different semantic dimensions we
investigate are whether they are believed to naturally occur, are intentional or
unintentional in nature, are a logical necessity or not, physically exist or not, and
if they are vague or not. They will be respectively referred to as natural, human,
composed, intentional, necessary, material and vague. Combinations of these
features can be used to characterize a given concept, for example a resource
typically being a non-human, material thing. These concepts and dimensions
result from previous research we reported on in [1].

Participants: We initially gathered students in the very first session at the be-
ginning of their studies, at which 46 students enrolled to participate. Of these, 19
actually participated in the first phase. Over the course of our study, several stu-
dents either stopped responding (without specific reason given), stopped because
they changed their study program, or because they dropped out entirely. At the
final measurement, 9 people participated, however, because one of them had not
participated in an earlier phase we were forced to reduce the total set down to 8
complete measurements of the total timespan. All participated voluntarily and
received no compensation for their participation.

Procedure: We adapted the basic technique of developing a semantic differ-
ential (taking into account the quality criteria set out by [4]) which we have
detailed in earlier work [2]. The selection of study participants, concepts and
semantic dimensions to investigate and materials needed for them have already
been done, as detailed in the materials above. For each semantic dimension we
wanted to investigate we selected a set of 5 adjectives from an earlier pilot study,
which ensured a significant reaction for that dimension [4]. We then constructed
a differential with a page for each concept in which we included (1) a priming
task to ensure participants responded in the context of conceptual modeling, (2)
a differential in which each of the adjectives were presented to each participant
in a random order, and they were asked to rate them on a 5 point Likert scale.
We started the study at the beginning of the students’ studies, and from then
on, at the end of each semester, students received an email inviting them to the
semantic differential, where they were also asked to detail what courses they had
followed, and what new languages or techniques they were introduced to.

Processing: The resulting data from the semantic differential was processed
to calculate an average score for each concept-dimension combination based on
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the individual adjectives used to describe that dimensions. From this we con-
structed a vector for each concept, which contained scores ranging from 2.0 to
−2.0, describing for each dimension how it relates to that concept. We con-
sidered scores ≥ 1.0 as positive judgments, and scores ≤ -1.0 as negative judg-
ments. Other scores were considered as neutral. These judgments were then used
to calculate a percentage wise breakdown of the amount of different polarities
(i.e., negative or positive connotations) found for each concept.

3 Results and Discussion

A visualization of the concept-dimension scores is given in Fig. 1. It shows the
averaged results for each concept-dimension combination for each phase, with
error bars showing the range of individual results. The polarities we calculated
which show the relative amount of positive, neutral and negative responses to
each concept-dimension combination are shown in Table 1, with some potentially
interesting ones detailed in Table 2. Due to the amount of people that dropped
out during the study, we cannot guarantee a strong external validity. This might
have been prevented by including multiple, parallel groups of students (origi-
nating from different universities). However, this would lead to a strong hetero-
geneity of the results because different academic institutes and programs focus
on different aspects. Whether those results could be first combined in order to
create a larger coherent set of data is debatable as well. Nonetheless, the results
here are still a thorough examination of specific individuals, and can be used
to reason about the effects found in them, and to what degree measurement of
their conceptual understanding is a feasible, and useful endeavor.

We can answer our primary research question by looking at both Fig. 1 and
Table 1. In Fig. 1 we see that there is not an obvious shift for any of the concepts
or individual concept-dimension combinations to a particular understanding. For
this to happen, the bars should either gradually or suddenly switch from ranging
to one of the extremes to the other, or stay neutral in the middle. However, as we
can see over time the general pattern of all the results stays similar to a sine wave,
not having any of its constituents change too much. The semantic dimensions
natural, human, and vague stay mostly negative for most concepts, while the di-
mensions composed, necessary, intentional stay positive. The dimension material
is the one dimension in which we clearly see both positive and negative polarities
for different concepts, although these particular concept-dimension combinations
still do not seem to change much over time. Table 1 verifies this lack of system-
atic change. Here we also see that, while there are subtle variations from phase to
phase in the relative amount of negative, neutral, and positive responses, there
does not seem to be a significant gradual change increasing or decreasing over
time for any of them. However, some specific concept-dimension combinations,
do seem to have gradual shifts in one direction, which are documented in Table 2.

Thus, our first subquestion becomes irrelevant. However, the second subques-
tion is still interesting to look at, as the data do show that there are sometimes
shifts for specific concept-dimension combinations where the polarity changes,
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(a) Phase 1 (b) Phase 2

(c) Phase 3 (d) Phase 4

(e) Phase 5

Fig. 1. Visualization of the average concept-dimension scores and individual variations
for each phase of the longitudinal study

and reverses again over the course of our study. While this might also be at-
tributed to individual or contextual factors, it can hint at the flexibility of the
students in their conceptual understandings while focusing on a specific way of
thinking and working (e.g., because in one semester they work in a different
paradigm than the others). Our second main question, and its related subques-
tion can be answered by also taking into account the educational stimuli stu-
dents received (details omitted due to space constraints). There do not seem
to be specific systematic shifts that can be correlated with educational stimuli,
nor do they seem to be systematically widening or refining to fit a specific way
of thinking that could be attributed to them. Given that students used several
languages and techniques almost from the beginning of their studies until the
final measurement, one could have expected to see some kind of development
towards fitting those ways of thinking. However, given the lack of specific shifts
into particular conceptual understandings discussed for question 1, this seems
unlikely as well. There were some specific concept-dimension combinations that
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Table 1. Average polarities over all concept-dimension responses for each phase of the
longitudinal study. Polarity scores of individual concept-dimension combinations are
excluded due to space constraints, but are available upon request.

polarity actor event goal process resource restriction result

phase 1
neg 26% 31% 31% 27% 21% 30% 20%
neu 53% 57% 46% 43% 47% 51% 54%
pos 21% 11% 23% 30% 31% 19% 26%

phase 2
neg 10% 30% 26% 20% 17% 26% 27%
neu 63% 57% 46% 63% 56% 51% 49%
pos 27% 13% 29% 17% 27% 23% 24%

phase 3
neg 7% 36% 31% 24% 24% 30% 26%
neu 57% 56% 41% 53% 46% 49% 49%
pos 36% 9% 27% 23% 30% 21% 26%

phase 4
neg 10% 37% 30% 30% 20% 29% 29%
neu 60% 49% 37% 37% 49% 44% 36%
pos 30% 14% 33% 33% 31% 27% 36%

phase 5
neg 17% 33% 31% 29% 24% 33% 24%
neu 59% 59% 39% 51% 44% 46% 47%
pos 24% 9% 30% 20% 31% 21% 29%

did show a development towards a specific conceptual understanding. Some are
shown in Table 2. These patterns all show an example of a different polarity
gaining or losing ground, which translates into the willingness of a specific per-
son accepting or rejecting a particular thing as being a good example of that
modeling concepts. When we see that someone has a much stronger negative
view on a particular thing (e.g.., the humanity of results), it becomes obvious
that during modeling sessions those views might come to the foreground. Find-
ing such specific strong polarized concept-dimension combinations could thus be
a useful aid in steering modeling discussions.

Given that much training is done with a specific purpose, it is disheartening
to see such a seemingly chaotic development of the conceptual understandings
we measured, and a lack of correlation to the educational stimuli. However, given
other recent studies into the way people learn modeling languages, this might
not be entirely unexpected. In a study [3] on how well people understood dif-
ferent process modeling languages without formally being taught them, Recker
and Dreiling showed that once someone had mastered or knew one particular
language, the threshold to go to a different, similar one was very low They con-
cluded that it seemed not useful for an IT-oriented curriculum to teach students
multiple languages just for the sake of doing so, as they would likely be able to
master them on their own when needed to. Given this understanding, one could
perhaps infer that such continued educational stimuli (e.g., additional languages
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Table 2. Some interesting shifts of conceptual understanding in the results of the
average (i.e., all participants) polarity scores

polarity p1 p2 p3 p4 p5 primary trend

humanity of results
neg 60% 60% 80% 70% 80%

stronger negationneu 40% 40% 20% 30% 20%
pos 0% 0% 0% 0% 0%

necessity of results
neg 0% 10% 10% 0% 0%

stronger acceptanceneu 50% 40% 30% 30% 30%
pos 50% 50% 60% 70% 70%

vagueness of actor
neg 60% 20% 40% 50% 50%

slight decrease in negationneu 40% 80% 60% 50% 50%
pos 0% 0% 0% 0% 0%

naturality of actor
neg 40% 0% 0% 10% 20%

increase in neutralityneu 50% 70% 80% 90% 70%
pos 10% 30% 20% 0% 10%

and techniques) should not necessarily be expected to have significant effect on
the cognitive make-up of a student, which would include their basic conceptual
understandings of the concepts used in those languages and techniques. Instead,
such programs could perhaps focus more on exposing students to radically dif-
ferent languages and techniques, which have such different conceptual basis that
they would learn a new way of looking at things.
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Abstract. Software architecture is an integral part of software development, 
and has become more complex, with the transition from traditional to agile de-
velopment methods. Hence, the architect’s tasks in the software development 
project must be well defined. Though there was some amount of empirical re-
search addressing architects` perceptions, most of the research in the area of 
software architecture addressed this topic theoretically. Perception, being a part 
of, and having an effect on, cognitive processes and decision making, is ex-
plored in this research in order to gain a deeper understanding of what tasks 
architects find to be included in their role and responsibility. Thus far, 8 in-
depth interviews were conducted in various hi-tech firms, followed by distribut-
ing an on-line questionnaire, with the response of 12 architects. The obtained 
results demonstrate several differences between the role of the architect, as  
defined in literature, and the way architects perceive their role. 

Keywords: Software architecture, cognition, perceptions.  

1 Introduction 

In a managerial meetings regarding software development process, in which the first 
author participated, which took place in a large, global IT service provider, an unex-
pected question regarding the role of the software architect was raised. From that 
moment on and during almost the entire meeting, all participants discussed this ques-
tion. At the end of this meeting there was no answer but rather more questions: 'What 
is software architecture?' and 'What is the role of the software architect?'   

As software architecture becomes more complicated, the role of the architect 
emerges to be one of the most challenging and wide in responsibilities within any 
software development project. In academic literature, the software architect is de-
fined, for example, as "responsible for the design and technological decisions in the 
software development process" [1]. However, in practice, the definition of the role of 
the architects and the scope of their responsibility is diverse. Ameller et al. [2] refer to 
the situation where firms often do not have a designated job for architects, or have 
practitioners labeled as "architect", who among other engineering tasks, also practice 
architectural tasks. 
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Recently, the difference between the definition of the architect’s role in literature 
and in practice was discussed in the context of handling NFR (non-functional re-
quirements) within the architect’s practice [2], and the difference between the way 
academia and industry perceive the architect`s role[3]; however, most discussions did 
not present empirical evidence. Additional theoretical research included an effort to 
understand the role of the architects, considering their communication with other 
stakeholders in the firm (such as marketing, management, developers, etc.) and out-
side of the firm (customers) [4]. Recent research regarding the role of the architect in 
the product development process has shown that an architect is a central figure in the 
development process, serving as the main stakeholder responsible for developing the 
deployment architecture solution (ibid).  

The objective of our research is to define the role of the architect based on two 
perspectives: 1. Definition of the role of software architect in the literature (what arc-
hitect is expected to do) and 2. What software architects really do and think they 
should do. This objective can contribute to understanding the difference between the 
traditional role of the architect, defined in literature, and the tasks architects actually 
perform, and the tasks they believe the should perform, in industry. Understanding the 
precise needs of industry and accordingly defining the architecture role responsibili-
ties and required skills, will ultimately lead to better architectural work. 

The objective of preliminary study presented in this paper is to investigate of soft-
ware architects perceptions regarding their role. Accordingly, our research question 
is: How do software architects perceive their role?  

In this paper we present preliminary results of an ongoing study that included in-
terviews and open ended questionnaires for eliciting architects’ perceptions. In the 
next section, a brief literature review summarizes literature regarding the definition of 
the role of the architects and their responsibilities. Section 3 presents research settings 
and outcomes. Section 4 summarizes this study, its limitation and future steps.   

2 The Role of the Software Architect 

2.1 Role Definition 

When defining the role of the architect, two major aspects need to be taken into ac-
count: the technological aspects and the soft – cognitive and social – aspects. Hofs-
tader [8] examines the role of the architect from a technological point of view: "The 
role of the IT architect is to solve a problem by defining a system that can be  
implemented using technology. Good architects define systems by applying abstract 
knowledge and proven methods to a set of technologies with the goal of creating an 
extendible and maintainable solution." ([8], p. 2). Based on this definition, Hofstader 
lists four key skills, which a good architect must possess: domain knowledge, concep-
tual thinking, technical acumen and understanding of the patterns. Ameller et al. [2] 
also refer to technological aspects of software architecture; they interviewed 13 soft-
ware architects and compared their description of addressing nonfunctional require-
ments (NFR) with the description found in literature. Based on their findings, they 
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emphasize the centrality of NFR in the work of the architect. Similarly, McBride [1] 
presents a definition of the architect’s role and skills, referring mostly to managing 
functional and non-functional requirements, but also to non-technical skills such as 
communication with stakeholders and leadership.  

Berenbach [3] researched the difference between the perception of novices and 
professionals practicing solution architectural work. He proposed several guidelines 
for teaching undergraduates the fundamental skills required when practicing architec-
ture, focusing mostly on soft skills. Kruchten [7] further divided the definition of the 
architect’s role to soft aspects, classifying several types of architects, according to 
their daily work and communication with other stakeholders in and outside the firm. 
This study suggests an interesting definition to the architect’s tasks:  a good balance 
is 50:25:25, where 50% of the time is dedicated to design, 25% is dedicated to getting 
input relevant for the solution, and 25% is dedicated to providing information to other 
stakeholders, i.e. the customer. In addition, Kruchten defined two types of architects – 
"Golden plate" architects, who dedicate 60% of the time is to design, 20% to input 
and only 10% to outgoing communication, and "Ivory tower" architects – who  
dedicate 70% of the time to design and the rest to communication.  

2.2 Responsibilities 

Looking at the literature about architecture tasks and responsibilities, we found a  
variety of tasks, which we classified to the following three main categories (1)  
 

Table 1. Tasks of the software architect 

Tasks Sub-tasks 
Development 
team oriented 

Effective communication [1][6] 
Stakeholder education [1][6] 
Detailed planning of the architecture [1][2][3][7][10] 
Provide a common language for communication [4] 
Communication with stakeholders - consulting with, guiding,  
reviewing[1][3][7] 
Translating the architecture to all stakeholders [1][3][6] 
Requirements planning [2][10] 

Solution/ 
technology 
oriented 
 

Separation of the system into logical layers [1] 
Interface definition [1] 
System level design [1][10] 
Modular solution creation [7] 
Logical level design [1] 

Costumer/ 
requirements 
oriented 
 

Monitoring requirements elicitation, requirements identification 
and validation [1][2][6] 
Elicitation of additional information from the customer [1][7] 
Elicitation and implementation of non-functional requirements [2] [7] 
Requirements and product capabilities documentation [2][4] 
Business level compatibility check[6][7] 
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Solution/technology oriented tasks – characterized by the technological aspects of 
architecture development; (2) Development team oriented task – characterized by 
different kinds of communication between the architect and the development team; 
(3) Client/requirement oriented tasks – involving communication with customer and  
requirements elicitation. Table 1 presents this summary. 

3 Empirical Study 

3.1 Method and Settings 

The main objective of this ongoing study was to identify software architects percep-
tions regarding the role of the architect. We used qualitative research methods and 
tools, which are appropriate when trying to learn a phenomenon and identify its cha-
racteristics, rather than corroborating predetermined hypothesis[5].  

At the first stage of this study we interviewed eight architects from four different 
firms. The objective of the interviews was to capture the architects’ perceptions of 
their role and responsibilities. The data obtained in the pilot interviews provided some 
preliminary understanding about architects’ perceptions and practices, and helped 
focus the next steps of the study. 

In the second stage of this study, based on the findings of the interviews, a ques-
tionnaire, composed of open-ended questions, was developed and distributed among 
architects in additional firms. The questionnaire was aimed at achieving a preliminary 
identification of software architects’ perceptions regarding their role, responsibilities 
and required skills. The questionnaire included background questions about the archi-
tects’ experience and expertise, as well as questions about their daily tasks and their 
importance in the architect’s work.  

So far, we received back 12 appropriately completed responses from architects, 
from 10 different firms. The data collected underwent a qualitative inductive analysis 
by two coders, in which categories gradually emerged [5]. When applying grounded 
theory approach, consideration of literature is allowed for guiding data analysis [5,9]. 
In this research, we compared the data to the categories found above based on litera-
ture review, and found common ground as well as emerging categories. Analysis and 
Findings.  

In this section we present categories of tasks that emerged during data analysis,  
including brief examples of relevant quotations from interviews and questionnaires. 

Development team oriented tasks: This category includes statements relating the arc-
hitects’ interaction with the development team, including different aspects such as: 
brainstorming "…brainstorming with the team to find out a technical solution  
to a particular business problem", mentoring "…support the development and  
infrastructure teams". 

Answering the question what additional tasks should be part of their job descrip-
tion, the architects emphasized the importance of serving as part of the development 
team, and superficially supporting and leading it: " I think an architect should be a 
very good team player and should possess good leadership skills so that he can lead 
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people through examples," and to the architect as an educator: "The software architect 
should also be partially responsible for providing general education for software 
engineering teams, i.e., from time to time he can give "lectures" (or workshops) on 
specific software development skills. This task is a natural extension of the responsi-
bility of the software architect." 

Solution/technology oriented tasks: All 17 architects referred to the technical part of 
their responsibility, such as design tasks: "design and maintain IT solutions; write 
documents." Architects also reported researching technologies and solution construc-
tion as their responsibilities: "… to explore new technologies" or "…integration of 
existing architecture into the new one.”   

An interesting issue of whether to include coding as an architectural task was 
raised in the interviews and questionnaires. Five architects stated that coding is part of 
their job; one of them mentioned that implementation should, however, be out of 
scope of the architect’s role; and one of the architects stated an opposite point of 
view: "I think many would view feature implementation as outside the role of an arc-
hitect, but I think it is vital that architects keep their hands on the code to continually 
evaluate the architecture's effectiveness." 

In addition, some architects found tasks such as developing software infrastructure, 
requirements handling and research out of the scope of the architect’s role: "Architec-
ture must be more based on coordinating and designing than on the researching of 
new technologies."   

Customer/requirement oriented tasks: This category refers to tasks that include com-
munication with the customer (or with marketing, as customer representatives). 
Communication with the customer reported by the architects included two main as-
pects: (1) requirements elicitation: "[An architect] works with customers on under-
standing the systems engineering workflows and needs and introduces capabilities"; 
"Gathering requirements from marketing," and (2) Analysis of the solution according 
to customer’s needs: "Scoping of the problem or the business need of the client with 
good analytical skills." 

Only few (4 out of 17) architects referred to this type of tasks. None of the other 
architects mentioned this type of tasks as part of the architect’s job description, and in 
one case this task was explicitly mentioned as out of scope. This is in contrast with 
the view reflected in the papers we reviewed, where the relationship with the custom-
er is considered an important part of the architect’s role [2, 3, 7]. 

Development process oriented tasks: This new category includes tasks related to es-
tablishing development process: "[My responsibility as an architect includes] apply-
ing the organizational development processes (Agile), while collaborating with other 
R&D teams, external partners and customers.", and architecture review process with-
in the teams: "We developed internal architecture review process that helps us to 
create higher quality architecture." 
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4 Conclusion 

In recent years, software architects are expected to be leaders in the firm in general, 
beyond their development teams, promoting new approaches and ideas.  

In this research, we discovered several differences between the tasks of the archi-
tects, as described intable 1, and the perception of the architects of their tasks. As 
described in chapter 3, architects perceive themselves as part of the development team 
and product oriented (which is in line with the literature). However, they do not 
perceive themselves as oriented to communication with other stakeholders in the firm. 
Another finding regards their attitude towards knowledge sharing with other stake-
holders. Some research covered knowledge management in software architecture [12], 
but it did not stand out in our literature review and questionnaires. In the interviews, 
architects repeatedly referred to the lack of appropriate tools for knowledge manage-
ment as a motivation for them to serve as a knowledge authority and as "translators" 
in order to make sure that the client`s requirements are reflect in the solution. 

Several limitation of this study are to be considered. In this study we collected data 
from a small sample of architects, and did not include other stakeholders involved in 
the architecture process. In the next step of this research we plan to further expand the 
sample by including additional architects as well as other stakeholders (developers, 
team leaders, product managers, etc.) that may contribute to the understanding of 
different aspects of the role of software architect. Since this is a preliminary research, 
further research and validation is needed in order to have generalizable results. 

Understanding the architects’ perceptions of their role and responsibilities will help 
bridge the cognitive gap between the traditional definitions of the role of software 
architect and the tasks architects actually perform, and believe they should perform, in 
industry. Understanding the precise needs of industry, and accordingly defining the 
architect role, responsibilities, and required skills, would ultimately contribute to 
more effective development processes and the establishment of the role of software 
architects within them. It also may contribute to the education of future software arc-
hitects in academia and industry. We believe that further research is required in order 
to obtain a more detailed view of the actual tasks of the architects, and plan to extend 
our preliminary research. Having a good understanding of the actual tasks of the  
architects, would assist firms when hiring architects to better describe the job re-
quirements, and novice architects to have a more precise perception of their role. 
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Abstract. Innovation represents the main driver for enterprises to evolve, and 
very often to survive in the globalized market. In the last decades, innovation in 
enterprise contexts has seen the introduction of new paradigms leveraging the 
so-called collective intelligence. Such paradigms have gained momentum 
thanks to the diffusion of the Internet, and the Web 2.0 in particular, and many 
supporting platforms have been developed. A critical aspect here regards the 
availability of tools able to manage the knowledge flow across the whole inno-
vation lifecycle (problem awareness, idea generation, solution implementation), 
overcoming the fragmentation and heterogeneity of the informative resources of 
the involved players. With this respect, we propose a Semantics-based Collec-
tive Awareness Platform for supporting business innovation activities, in which 
semantic facilities are provided for a smarter knowledge acquisition and shar-
ing, as well as for supporting solutions to complex problems. 

Keywords: Collective Awareness Platform, Semantic Technologies, Innovation.  

1 Introduction 

In the last decades, business models for supporting innovation have been character-
ized by new paradigms such as Open Innovation [1], Crowd-sourcing [2], and Peer 
Production [3]. All these paradigms exploit the so-called collective intelligence, “a 
form of universally distributed intelligence, constantly enhanced, coordinated in real 
time, and resulting in the effective mobilization of skills” [4]. The envisioned benefit 
is that the participation of a large group of people can produce, in many cases, results 
that are better than what could be made by any individual member of the group.  

The above paradigms have been showing their potentiality mainly thanks to the 
diffusion of the Internet, which makes possible the interaction and the establishment 
of connections among geographically dispersed people, potentially all over the world. 
Nowadays, many examples of software platforms implementing such paradigms are 
available (see Related Work section). At the same time, many corporate initiatives 
have been launched with the aim of tapping externally developed intellectual property 
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to accelerate internal innovation (e.g., P&G Connect + Develop, IBM Innovation 
Jam). To further witness the momentum of such platforms, it is worthy to underline 
the Horizon 2020 initiative on Collective Awareness Platforms for Sustainability and 
Social Innovation (CAPS) [5]. CAPS are ICT systems leveraging the emerging net-
work effect by combining: open online social media (e.g., Facebook, and Youtube), 
distributed knowledge creation (e.g., Wikipedia), and data from real environments 
(e.g., Internet of Things applications), in order to create awareness of problems and 
possible solutions requesting collective efforts.   

 

Fig. 1. A semantically enhanced enterprise innovation lifecycle 

The objective of this paper is to exploit the results achieved in the BIVEE1 project, 
in order to set the basis for a Semantics-based Collective Awareness Platform for 
supporting the development of innovation initiatives in an enterprise context, with a 
particular focus on Virtual Enterprises (VEs). Awareness implies the enactment of 
activities requiring intense collaboration, communication and interaction, as well as 
the integration of data coming from different sources (e.g., physical and social  
sensors), and ultimately a high level of knowledge sharing among the involved 
autonomous actors. Efficient access to knowledge resources is however hindered by 
interoperability issues coming from fragmentation and heterogeneity of the involved 
players, their data, information and knowledge resources. In order to address the 

                                                           
1 BIVEE Project (Business Innovation in Virtual Enterprise Environments) is co-funded by the 

European Commission under the “Seventh Framework Programme” (2007-2013), contract n° 
FP7-ICT-285746. The authors wish to acknowledge the Commission for its support and all the 
BIVEE project partners for their contribution in the development of various ideas and concepts 
presented in this paper. 
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above challenging problems, we propose an approach based on semantic technologies 
to make available to users the support of smart tools and services. Here, semantic 
technologies can support collective knowledge systems for i) enriching user-generated 
content with structured data, in order to enhance the exploitation of knowledge origi-
nated through virtual social interactions, and ii) enabling interoperability across appli-
cations, in order to facilitate the integration of information. The platform covers the 
following three main phases (see Fig. 1). 

Monitoring and Evaluating, where VE activities (production processes and inno-
vation-oriented projects) are monitored and assessed by means of Key Performance 
Indicators, which are computed on the basis of sensors’ data collected from heteroge-
neous sources (e.g., different enterprise departments) that are homogenized by means 
of semantic reconciliation techniques (see Section 3). 

Triggering & Developing Ideas, in which the objective is to identify, and focus 
on, those issues and opportunities that need a disruptive intervention. While the main 
input is constituted by the results of the monitoring phase, it is also crucial observing 
what happens outside the borders of each participating company, in order to get stim-
uli from the outer world. To this end, facilities to solicit the creativity and idea  
creation process are being investigated, including a knowledge crawling and routing 
approach for addressing the right knowledge to the right people (see Section 4). 

Co-Creating, in which ideas are designed and implemented in a collective way, 
through the adoption of collaborative tools, where the support of semantic technolo-
gies is exploited for enhancing knowledge categorization, combination and access 
(see Section 5). 

The work is organized as follows: Section 2 presents the set of key semantic tech-
nologies on which the other tools are based on; Section 3 describes a semantic support 
to analyse data from real environments; Section 4 deals with the role of the Semantic 
Crawler and Knowledge Router in triggering innovation ideas; Section 5 is about 
semantics in a collaborative knowledge creation process; Section 6 reports about 
works on how computers can help in triggering creativity, and on collective intelli-
gence platforms. Finally Section 7, reports about conclusions and future works. 

2 Key Enabling Semantic Technologies 

Within the BIVEE project, a semantic infrastructure, namely Production and Innova-
tion Knowledge Repository (PIKR) [6], has been conceived to support semantics-
enabled knowledge management along the different steps of an innovation venture. 
While the BIVEE Platform, through its front-end, provides several tools (such as 
whiteboards, serious games, and rewarding mechanisms) to foster social interactions 
and collaborative activities for supporting open innovation tasks, the PIKR enables 
knowledge sharing among the different tools, smart access to, and organization of 
such a knowledge, as well as interoperability among the VE members. The proposed 
infrastructure provides the following baseline services. 

Collaborative Knowledge Engineering. The collaborative framework discussed in 
[7] aims at supporting the building of domain ontologies shared and agreed within the 
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participant organizations. An iterative and incremental process, supported by a soft-
ware platform built upon a semantic wiki, allows a community of practice, including 
knowledge engineers, domain experts, and ontology stakeholders to cooperate for: (i) 
producing conceptual models and reaching a consensus on their suitability with re-
spect to the application domain at hand; (ii) guaranteeing a formal encoding into a 
computational ontology. Depending on the particular requirements at hand, the output 
can be a full-fledged axiomatic theory (encoded as an OWL ontology), or a rich  
semantic network (according to SKOS standard). 

Ontology Based Informative Resource Representation. The PIKR is organized as a 
federation of reference ontologies, which are primarily used to semantically enrich 
any kind of tangible and intangible artefact in the scope of a given VE. In particular, 
the ontologies are partitioned into Knowledge Resource Ontologies, which are inde-
pendent of any application domain and provide the means for the representation of the 
main knowledge resources (e.g., members’ profiles/competencies, business processes, 
reports, performance indicators), and Domain Specific Ontologies providing the  
semantics of a specific business scenario. 

Semantic Access and Processing of Knowledge. The PIKR exposes a set of services 
that exploit the ontology-based knowledge representation, in order to provide ad-
vanced semantic facilities for data harmonization, search and retrieval, and verifica-
tion of business rules. Among them, a similarity engine, implementing the SemSim 
method [8], enables (i) concept-driven search service, (ii) recommendation of con-
tents to users, by matching users’ profiles with annotated resources, (iii) correlation of 
knowledge fragments based on their semantic affinity. Basically, SemSim is aimed at 
finding those digital resources, out of a repository, that best match a user  
request, where both, resources and user request, are described by a set of concepts 
(Ontology-based Feature Vector - OFV) from a Reference Ontology [8]. 

3 Semantic Analysis of Data from Real Environments 

Data is a crucial asset in innovation management to gain a better understanding of the 
environment (both internal and external) and to support decision making. In particu-
lar, the awareness of the existence of open problems and inefficiencies is one of the 
major forces driving innovation. For such reasons, data monitoring and analysis is a 
distinguished feature of a Collective Awareness Platform, as it involves the capability 
to collect and share objective measures addressing user activities. 

Such measurements usually refer to the notion of Key Performance Indicators 
(KPI) and are used to monitor performances of specific activities, to recognize criti-
calities and inefficiencies, and to predict future trends. KPIs can refer to indicators 
measuring time and cost during production activities, but they can also monitor inno-
vation-related aspects, for instance the number of new ideas generated during a  
project or the ratio of such ideas that have been actually developed.  

In collaborative environments, consolidating performance data from different enter-
prises into a coherent system is a key aspect to compare indicators and enable more ad-
vanced analysis over the whole platform. However, especially in highly distributed  
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environments, the autonomy of each enterprise leads to a high level of heterogeneity due 
to the adoption of different languages, models and technologies for data representation 
and storage, naming conventions and standards, levels of granularity (e.g., indicators 
measured each week or each month). Therefore, moving from heterogeneous data cap-
tured by sensors, and belonging to distributed partners, to the identification of open prob-
lems is a challenging process. In fact, it requires proper solutions for supporting data 
interpretation, which involves gathering and reconciliation of data and schemas, infor-
mation retrieval and discovery to support data analysis, and ultimately human expertise 
and collaboration for the understanding of results and recognition of open issues (Fig. 2). 

 

Fig. 2. DIKW model for Problem Awareness 

Semantic technologies can leverage data integration by providing a common shared 
conceptualization of the domain the sources refer to. To this aim, in the BIVEE project, 
a KPI ontology and a set of reasoning functionalities have been developed [9], as part of 
the PIKR. The ontology serves as a global conceptual model, providing formal defini-
tion of indicators and their properties, including the mathematical formula describing 
how to compute a compound indicator starting from other KPIs. Data coming from 
every enterprise can then be annotated through ontological concepts, easing in this way 
the process of identification and reconciliation of heterogeneous data, schemas and 
formulas. Specific functions aimed to reason on mathematical formulas of KPIs are 
capable to manipulate formulas and to detect identities, equivalences and incoherencies 
among indicators, in order to guarantee consistency of the repositories. Once data have 
been normalized and semantically annotated, users can express queries in terms of the 
global conceptual model with the aim to extract KPI values. 

Rewriting mechanisms are capable to transform a query in order to dynamically 
adapt it to the dimensional schemas of the underlying repositories, providing users 
with aggregated results. In this way, the query mechanisms allow to gain, instead of 
the access to a single dataset, a more comprehensive view over the data. This enables 
the development of a dashboard including a set of advanced functionalities for KPI 
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monitoring and analysis. Among them, tools to monitor the evaluation of trends with 
respect to a certain indicator, functions for benchmarking and reporting, and for per-
formance comparisons among enterprises. 

Detection of the pitfalls and inefficiencies in shared processes cannot be a fully 
automated task, as it deeply involves expertise and background knowledge from do-
main users. However, the functionalities described above support users in understand-
ing the current situation and recognizing critical issues. Moreover, these also allow to 
assess whether an implemented innovative solution is capable to overcome the recog-
nized issues and outperform the previous situation. 

4 Triggering Creativity through Knowledge Routing 

Innovations, in any organization, can only come from the people, and not from the 
systems. The first spark that triggers an innovation has not yet found effective sup-
port: there are no automatic established ICT methods and tools specifically focused 
on this starting discontinuity, while they can support most of the other stages of the 
process of innovation. The implicit assumption commonly shared in many projects is: 
the main ingredient for supporting the creation process is the availability of existing 
knowledge, which needs to be adequately proposed to (human) designers. 

The main challenge here is to exploit a wide corpus of knowledge, e.g., a corporate 
document repository or potentially the whole Web, taking advantage of the searching 
speed of bots, to propose contents able to foster creative thinking and problem solv-
ing. Even if the cognitive mechanisms are not yet completely understood, there have 
been many studies relevant to thinking techniques that have been proven to favour 
creativity. The use of metaphors and lateral thinking [10] is an example of recognized 
enabler of creativity, by bridging different conceptual domains. A general characteris-
tic of these techniques is the recommendation of avoiding usual thinking paths, habit-
ual mind frames, which is facilitated by putting oneself in unusual physical settings, 
or introducing absurd concepts, and the like. 

 

Fig. 3. Crawling and Routing Scheme 

In what follows, it is assumed to have availability of semantic descriptions of us-
ers’ profiles, in the form of a collection of OFVs, representing topics of interests to 
the user (e.g., an open issue identified by monitoring the production reality, or a  
subject occurring frequently in discussions authored by the user). Then a crawling 



232 F. Smith, E. Storti, and F. Taglino 

 

system should be devoted to the exploration of knowledge units (e.g., documents) 
available within or outside the VE boundaries, identifying for each resource an OFV 
from the available domain ontologies (possibly through an automatic ontology-based 
document classifier whenever an annotation is not available) to characterize its con-
tent at best. In this way, annotated resources are semantically analysed and matched 
with user profiles to enable smart routing of knowledge fragments to VE participants. 
During the BIVEE project, an approach based on a pipeline of semantic services im-
plementing the scheme outlined in Fig. 3 [11] has been proposed. 

The Crawler starts from an input seed, corresponding to a documental resource r 
(e.g., a Web page) that is downloaded and parsed. The main textual content is then 
processed in order to retrieve (or automatically generate) the associated semantic anno-
tation, as the OFV fr. A document is considered relevant on the basis of the percentage 
of the keywords contained in the text that refer to concepts defined in some available 
ontology. If the article has been judged relevant, r is characterized accordingly to two 
metrics (in the following, we assume a four-level graduated rate scale D, C, B, A): (i) 
the relevance of r with respect to a given domain ontology oi, i.e., the percentage ( , ) of elements in fr belonging to oi; (ii) the relevance of r with respect to the 
profile pu of user u, i.e., the semantic similarity ( , ). The semantic routing, 
after the calculation of the aforementioned metrics, notifies a knowledge resource r, 
potentially relevant to a user u, according to the routing criteria described in Table 1. 
Finally, whether the resource has been judged relevant, the related links are added to 
the URL stack, in order to select a new seed and start the next iteration. 

Table 1. Exemplary Routing Criteria 

 ( , ) =  ( , )  ( , )  ( , )  
r is barely relevant to the user but is focused on a single 
domain relevant to the user. 

r is focused on a single domain 
relevant to the user, and is relevant 
with respect to the interests of the 
user ( , )  ( , )  

r is barely relevant to the user but is cross domain; in this 
case we expect that the different members of the VE 
which are notified with r can open discussions and 
ultimately start joint activities. 

r is relevant with respect to the 
interests of the user and is cross 
domain. ( , ) =  

 
  .    ( , )  

r is barely relevant to the user, but it deals with a lateral 
domain; the first condition ensures that the analysed 
document can be of interest to the user, while the second 
constraint ensures that the analysed document deals with 
other topics in a considerable measure, being at the same 
time somehow connected to the VE interests; in this case 
we expect that the notification of r can trigger lateral 
thinking mechanisms. 

r is relevant with respect to the 
interests of the user and it deals 
with a lateral domain. 

  r is relevant with respect to the 
user’s interests 

5 Semantics-Based Collaborative Knowledge Creation 

From a technological point of view, open approaches to innovation have gained mo-
mentum thanks to the Internet expansion, the advent of the Web 2.0, and Social Media 
platforms. Such platforms have increased the opportunity to establish communication, 
collaborations and co-operations. Many general purposes social networks have been 
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set up (e.g., Facebook, Twitter), as well as many very focused initiatives (see Section 
6). Interactions mediated by social software platforms generate a huge amount of con-
tents, carrying a significant amount of knowledge potentially relevant. However, all 
this knowledge is often hard to exploit, since the informative content in the interest of a 
user can be easily lost in complex social interactions, and the exploitation of such solu-
tions, as groupware infrastructures at the enterprise level, is mined as well by the frag-
mentation and lack of structure of the available information. 

The whole BIVEE Platform has been conceived by collecting and analysing the re-
quirements coming from the two end user organizations (LOCCIONI and AIDIMA) 
that are involved in the project. The analysis of the collected requirements has 
brought to the design of a set of functionalities and tools to be implemented,  
and aimed to facilitate open participation, support crowd-sourcing, and stimulate  
collaboration: 

- An open virtual space (Shared Whiteboard) where open calls can be published and 
ideas can be collected, shared, discussed, and evaluated by the largest number of 
people. Pricing and rewarding mechanisms are provided as well, to incentive the 
participation of people. 

- Collaborative tools for: (i) editing documents during the running of an innovation 
project; (ii) allowing people to provide input, comments, and suggestions to any 
shared resource. 

- A virtual observatory, to keep under control what happens outside the boundaries 
of a given enterprise, in terms of innovation initiatives and innovation trends.  

The application of ontology-based techniques to support the above components  
has been largely investigated during the project, and in this frame a leading role of  
semantic technologies with respect to the following key facilities is envisioned.  

Knowledge Classification. The organization of documental resources in terms of ref-
erence ontologies enables advanced knowledge management techniques. The adopted 
baseline infrastructure (Section 2) heavily relies on ontologies to represent structured 
information. However, also mechanisms to handle unstructured textual information 
have to be provided to group and classify documents and posts according to topics in 
the scope of the VE. In [12] we applied in this context a (semi-) automatic classifica-
tion procedure, where the textual content is analysed according to a weighted term 
frequency approach. The classifier is driven by a collection of training models, where 
each concept has an associated set of weighted terms (features), obtained by analysing 
its natural language description, the relations in which it is involved, and the concepts 
it specializes. For the classification of the textual content, a set of chunks (i.e., key 
noun phrases) is automatically extracted from it, by applying statistical techniques. 
Then, the document’s relevance, with respect to the domain ontologies, is assessed by 
matching the concepts’ features against the extracted chunks. The output is constituted 
by an OFV that enables further semantic processing techniques.   

Knowledge Retrieval. A crucial requirements often raised in highly dynamic, collabo-
rative environments regards the need for mechanisms to search over past initiatives and 
share contents in order to learn from previous experiences, reuse achieved outcomes, 
and avoid repeating mistakes. Indeed, once a user proposes a new idea through the 
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platform, she/he is interested in assessing if similar issues have been addressed in the 
past, and collecting knowledge resources related to these previous initiatives as useful 
material for a further development of the proposed idea. Relying on the SemSim simi-
larity reasoner (see Section 2), a semantic search engine has been developed, where 
search criteria are expressed as an OFV. Users are thus provided with a keyword-based 
search service, or, as an alternative, focused search requests can be automatically 
formulated by selecting a given resource (e.g., a post) and using the associated feature 
vector as input of the query to find related knowledge resources.  

Knowledge Combination. The collaborative platform should provide mechanisms to 
support a group of users working on a particular issue by suggesting automatically 
related knowledge items (technical solutions, patents and so on), possibly crossing the 
boundaries of their respective enterprise repositories. In particular, when a new idea is 
posted into the system, the platform should assess if similar issues have been ad-
dressed in the past, collect knowledge resources related to these previous initiatives, 
and finally identify related innovation seeds to put involved people in contact. The 
semantic facilities discussed so far can be applied to the analysis of user generated 
contents, including their indexing, aimed at computing and storing in advance the 
clusters of semantically related items it belongs to. This functionality can be then 
exploited to semantically correlate pieces of collective knowledge to available  
informative resources, for enhancing the information consumption of users during 
collaborative tasks. 

6 Related Works 

This section reports about existing initiatives related to challenging issues addressed by 
this paper. The objective of this section is to report about those research areas, focusing 
on semantics-based solutions, it is worthy to invest further research.  

Triggering Creativity. Brainstorming, Mind-Mapping, and Lateral Thinking are ex-
ample of techniques, rooted in cognitive sciences, to facilitate creativity. However, 
research efforts have been done on computational models implementing brain 
processes involved in creative thinking. Computational creativity [13] is the Artificial 
Intelligence subfield aimed at building and working with computational systems exhi-
biting a creative behavior to generate artifacts and ideas. The Syzygy surfer [14] is a 
creative search engine, which combines analogies and the ambiguity of natural lan-
guage, with the precision of semantic web technologies, to yield novel, but non-
random, results. [15] refers to the Obscure Features Hypothesis innovation theory, by 
proposing the adoption of AhaNets, semantic networks where common and obscure 
features of connected entities are modeled. Bisociation [16], proposed by Koestler, is a 
general process for combining two unrelated ideas or thoughts into a new idea. 
PERCEPTION [17] is a computational model, based on concept properties to compare 
similar concepts to blend two distinct concepts to solicit creativity. [18] investigates on 
graph-based representations of entities and concepts, and the application of a persona-
lized PageRank algorithm, to infer semantic similarity, and novel associations as part 
of a creative process.  
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Knowledge Creation in a Collaborative Environment. Historically, Douglas 
Engelbart, referred to as the Father of Groupware, is considered the pioneer of com-
puter supported collaborative work. In 1968, in his demonstration referred to as the 
Mother of All Demos [19], he presented the NLS integrated system, which included 
computer-supported real-time collaboration features. However, only in the early 
1990s the first groupware commercial products, whose major representative was 
probably Lotus Notes, began delivering up to their promises. Finally, in the 2000s, 
with the advent of the Web 2.0, Wiki-based platforms and Social Networks, platforms 
leveraging collective intelligence, have gained momentum. Different purposes charac-
terize existing platforms: civic engagement, to support collective actions that address 
issues of public concern, such as mobility, e-democracy; collective knowledge, to 
develop knowledge assets or information resources from a distributed pool of con-
tributors, e.g., Wikipedia; crowdfunding, to promote financial contributions from 
online investors. More focused on supporting innovation initiatives: collective crea-
tivity platforms, which are creative talent pools to design and develop original art, 
media or content, e.g., OpenIDEO (openideo.com); open innovation platforms, which 
use sources outside of the entity or group to generate, develop and implement ideas, 
e.g., Quirky (www.quirky.com). 

Basically, collective knowledge systems are expected to be supported by semantic 
technologies into two main ways: augmenting user-contribution with structured data; 
enabling interoperability across applications, and facilitate access to knowledge. The 
former is currently supported by several automatic annotation techniques, see, e.g., a 
recent survey in [20]. A complementary aspect is to enable people to add structured 
data, to increase the value of the annotation. The challenge here is to provide services 
that give personal and social value to the individual in return, e.g., by involving 
games [21]. About the latter: [22] presents an architecture, which makes use of on-
tologies and rules to enable interoperability among heterogeneous collaborative tools; 
[23] supports collective intelligence by encouraging people to collaboratively express 
ideas regarding a complex issue, by means of ontology-based solutions to enhance 
searching and browsing as well as to facilitate users editing. 

7 Conclusions and Future Works 

In this paper, we recapped some of the achievements of the BIVEE project, envision-
ing their adoption in a platform oriented to the exploitation of collective and distrib-
uted knowledge in order to create awareness and problem solving capabilities in the 
context of enterprise innovation. While the methods and technologies proposed during 
the project constitute a valuable baseline towards the development of a CAP able to 
impact on complex real-world scenarios, several challenges have still to be faced, 
addressing both technological and organizational aspects. In the following, three chal-
lenges that are considered paramount for future works are outlined. 

Challenge 1. Being structured but not rigid. The overall framework should be able to 
integrate automatic support and human efforts, guiding knowledge workers in order to 
correctly interpret and exploit the available information. However, while a structured  
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methodology is needed to bring original ideas into commercial solutions, a prescrip-
tive approach can seriously hamper creative thinking. A critical aspect is related to the 
interpretation of data derived from the monitoring phase to identify issues to be  
addressed through innovative solutions rather than undertaking typical production 
improvement or process reengineering efforts. Supporting the identification of the 
discontinuities that may possibly lead to radical innovations constitutes a very inter-
esting and challenging open issue.  

Challenge 2. Being a lot, but not too many. The success of innovation ventures may 
be positively influenced by the collaboration of a large number of actors, which con-
tribute with their different skills and background. Indeed, an enterprise may often 
strive for competences not available within its borders. However, relying on the  
wisdom of crowd may be worth only for particular tasks2. Instruments are needed to 
dynamically select proper borders, depending on the scenario at hand, for setting-up 
innovation teams that cover the needed competences and guarantee appropriate levels 
of mutual trust and motivation. 

Challenge 3. Being open. but not exposed. To embrace an open innovation perspective, 
both inbound and outbound processes need to be fostered. This requires a continuous 
harvesting of data for decision making, and at the same time mechanisms to publish 
data related to each individual enterprise. The enforcement of the Open Data philosophy 
appears a viable approach for achieving a sustainable and flexible framework for large 
scale observation and information sharing, which can guarantee at the same time  
adequate access control and privacy levels. Further work will investigate strategies to 
integrate in the platform open dataset, with a particular focus on the Linked Data [25] 
paradigm. This aspect may enhance the global awareness on a certain topic, serving as 
contextual information to better understand a given phenomenon. For instance, both 
internal production indicators and a public dataset reporting market analysis results 
should be interrelated, to discover whether a decrease in sales volume of a given product 
in a certain place can be explained by a more general market trend. 
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Abstract. In creative tasks, the user expects to acquire holistic information, to 
explore the space of available information and to come up with diverse views 
before converging to a solution for the creative task. We hypothesize that the 
implicit use of social chatter in information seeking activities can enhance the 
potential for novel, diverse and unexpected encounters which can in turn inspire 
users. We present an interactive exploratory search tool that combines diversifi-
cation of content and sources with a user interface design that visualises cues 
from the social chatter generated with microblogging services such as Twitter 
and lets users interactively explore the available information space. A task-
based user study comparing our system to a query-based baseline indicates that 
our system significantly improves inspirational discoveries by providing access 
to more interesting, novel and unexpected information. 

Keywords: Exploratory search, inspirational systems.  

1 Introduction 

Creativity is the process of generating new ideas and concepts or making connections 
between ideas into producing new ones, which previously did not exist [1]. Among 
the most important enablers of creativity is the capability to be inspired. Inspiration 
requires among others an environment that offers space for exploration, cognitive 
stimuli and accessibility to information resources [2]. Our work is based on the obser-
vation that social recommendations through e.g., social media feeds, already provide 
an everyday inspirational channel to people. Many users already use social media 
such as Twitter for exchanging links to web pages that are of interest to them. Such 
links, although not necessarily relevant to an explicitly expressed need, have the  
potential to inspire.  

We aim to examine how to extract inspirational cues from social chatter and use 
them to assist users in finding inspirational information during creative tasks. To do 
so, we follow the approach of funnelling social chatter into an information seeking 
service that enables users to indirectly consume streams of information, not by read-
ing them explicitly, but by utilizing information embedded in them in order to expand 
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their search queries. Social chatter may contain valuable information that can inspire, 
though it is difficult for the user to process each nugget of information manually. 
Moreover, the inspiration potential of each informational resource may increase if 
combined with other cues and used to enhance a targeted search initiated by the user. 
For example, [3] showed that focusing search on the referrals of the users’ friends can 
return highly serendipitous results, albeit with lower relevance to the query. 

We formulate the following research questions: (1) How to extract and present to 
the user cues from the social chatter in order to stimulate the user’s ability to identify 
and combine important aspects pertaining her search quest? (2) How to use social 
media information to form novel search paths for exploring available search spaces? 
(3) How to boost diversity of content, media and resources in order to enhance the 
ability to discover serendipitous resources with high inspiration potential? The paper 
proceeds as follows. Section 2 presents previous work related to our research ques-
tions. Section 3 provides the overview of our approach, which is instantiated in a tool 
called CRUISE, whereas Section 4 shows how the tool is used with a walkthrough 
scenario. Section 5 describes the detailed design of the building blocks of our tool. 
The results of a pilot study and a focused experiment which were used to evaluate our 
tool are presented in Section 6. Finally, we conclude in Section 7 with our main  
findings and suggestions for further research. 

2 Related Work 

We distinguish three areas which are related to our three research questions: informa-
tion extraction from social media, interactive information exploration and diversity-
aware search. 

Tweetspiration is a search application which displays filtered tweet results through 
a word cloud visualization [4].  Bernstein et al. [5] proposed a Topic Based Browsing 
interface for the categorization of tweets and guided exploration using NLP in order 
to produce a list of nouns as a representative of each tweet, which is then used by the 
system to perform queries over an external search engine. SLANT [3] is a tool that 
automatically mines a user’s email and Twitter feeds and populates four personalized 
search indices that are used to augment regular web search. In [6], users browse in 
order to explore popular bookmarks, browse other people’s collections and find peo-
ple with specific expertise. Chen et al. [7] provide interesting URL recommendations 
from Twitter by combining popular tweets and the notion of followees of the  
followees. 

Contrary to typical information retrieval systems that direct users to specific  
information resources, interactive information exploration systems are designed to 
reveal latent, alternative directions in the information space in order to enable user 
orientation and engagement [8], [9]. To this end, researchers have proposed a variety 
of techniques involving rich user interface support with learning algorithms to assist 
users to comprehend the results and the existing information space [10], and visualiz-
ing and summarizing the resulting information to enable faster relevance judgment of 
the quality of the information returned by the search engine [11]. Głowacka et al. [12] 
developed an interactive information retrieval system that combines Reinforcement 
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Learning techniques along with a user interface design that allows active engagement 
of users in directing the search. Devendorf et al. [13] proposed a novel interactive 
interface for guided exploration through topics visualization over a large corpus. 
TweetMotif [14] extracts a set of topics from Twitter in order to provide a faceted 
search interface. Finally, several works have focused on the exploration of image and 
other rich media resources, see e.g. [15].  

Diversity-aware search systems [16] have been proposed to cope with the uncer-
tainty of query ambiguity [17], aiming at revealing multiple aspects of a query. Re-
lated approaches focus on reducing information redundancy comparing the documents 
of the result set with each other [18] while others consider documents independent 
from each other and compare their relevance to each aspect of a query providing re-
sults proportionally to their probability to belong to each query aspect [19]. In order to 
diversify the set of the documents displayed by their exploratory search application, 
Glowaca et al. [12] sample the results retrieved by the search engine using the 
Dirichlet Sampling Algorithm. Content metadata have been used to diversify based on 
categorical distance by making use of the Open Directory Project Taxonomy [19]. 
xQuAD [20] models an ambiguous query as a set of sub-queries and computes the 
relevance of search results comparing them not to each other, but to each sub-query 
instead. The OptSelect algorithm [21] identifies the different intents that appear in the 
query refinements of most users’ query sessions and calculates the probability distri-
butions in order to ensure that they are covered proportionally to the associated prob-
abilities. The Max-Min algorithm [22] maximizes the minimum relevance (to the 
topic) and dissimilarity (between two results) of the selected set, whereas the Max-
Sum algorithm maximizes the sum of relevance and dissimilarity of the selected set. 

3 Creative User Centric Inspirational Search 

We developed CReative User centric Inspirational SEarch (CRUISE) with the main 
objective to support search for inspirational resources during creative tasks. The tool 
couples techniques inspired from social search with information visualization and 
diversification. In this section we briefly describe how the tool interface design  
addresses our three research questions. 

Extracting and visualizing cues: CRUISE utilises information from Twitter to support 
users explore available search spaces. The exploration starts with the users entering a 
set of terms as an initial entry point to their exploration. The tool uses the exploration 
terms and queries Twitter for the most recent popular tweets. Then it constructs a 
word cloud of high frequency terms found in recent popular tweets. Unlike existing 
trending topic interfaces like Twitter’s trending topics, CRUISE identifies emerging 
terms even if only a single user on Twitter tweets about it. Moreover, CRUISE offers 
the ability of injecting into the word cloud terms which are derived from tweets by 
specific users or hashtag streams which are relevant to a particular context or sce-
nario. Terms derived from their tweets are promoted and presented alongside terms 
derived from the Twitter stream and are represented in a different colour so that the 
user can discern between them. 
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Exploring the search space: Users can browse through available search spaces by mak-
ing multiple selections of terms appearing on the word cloud. This interaction results in 
new terms appearing on the cloud as well as a new set of resources presented to the 
user. Using a slider, the user is able to adjust the depth of the search space, which is 
directly related to the terms’ popularity; they can drill down into the word cloud to re-
veal terms, previously hidden due to their low frequency in relation to other terms. 

Querying external search engines and diversifying results: Whilst exploring the word 
cloud, users are able to add any of the terms into their ‘search path’. Search paths 
function as queries to external information sources which may be public such as Bing, 
Flickr or Google scholar or private information found in a company’s intranet, such as 
portals, intranets, etc. Users are presented with diversified results and are provided 
with the capability to restrict their search paths by selecting more terms from the 
cloud or relaxing them by removing terms. 

4 Walkthrough 

We present a simple example which explains the functionality of the tool and the inter-
action design that accompanies an exploratory search task. Consider a concept devel-
oper working with a food company as a client. The developer aims at investigating 
future challenges of the food industry and coming up with new product concepts  
addressing them. The developer starts an exploration using the query ‘food company’. 

 

Fig. 1. CRUISE funnels social chatter into an information seeking service that enables users to 
indirectly consume streams of information– not by reading them explicitly, but by utilizing 
information embedded in them in order to expand their search directions 

A word cloud is created with terms that are extracted from the most popular tweets 
relevant to the query. Terms such as ‘allergy’, ‘baby-food’, ‘toxic over-eating’ appear 
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in the word cloud (Figure 1.A). The concept developer goes through these terms to 
see how they are related to children. She finds tweets about ‘Bio-tech industries that 
slip propaganda into school text-books’ and also tweets about the ‘relation of food 
marketing to children obesity, referring to the influence of the industry on the nutri-
tional behaviour of children. She continues by clicking on the terms ‘food marketing’ 
and ‘childhood’ (Figure 1.B). This initiates a new search to the available search 
spaces, having as a query the triplet {food marketing childhood}. She skims the  
results and she observes a Bing result about ‘the impact of food advertising to child-
hood obesity’, which decides to bookmark. A result coming from her company site 
(‘Waag’ in Figure 1.B) on ‘injecting fun in food’ reminds her of a workshop she  
attended one year ago, where, together with clients, they created fabbed food with the 
use of 3D printing. (With 3D printing one can print food in the desired shape and 
flavour) She finds the idea new and interesting and she is inspired to start investigat-
ing the idea further; she continues using CRUISE over a new iteration, making a  
focus-shift with the goal to investigate how 3D printing for child food can affect  
children’s nutritional behaviour. 

5 Tool Design 

There are three main building blocks associated with the three research foci: one is 
responsible for the extraction of cues from the social chatter, another one for explora-
tion of the search space and a third one for results retrieval and diversification. The 
initial set of terms is extracted, processed and displayed through the Term Retrieval, 
Processing and Visualization module. The explicit user feedback is sent to the Search 
Path Exploration and the Resource Diversification modules. The result set changes in 
each iteration with the Resource Diversification module determining the set and order 
of resources that are passed onto the user interface. 

5.1 Term Retrieval, Processing and Visualization 

We use a folksonomy based model to generate the word cloud. It includes the identi-
fication of most frequent words, as well as most frequent co-locations in the corpus. 
Specifically, we first retrieve the top 100 highest frequency words contained in the 
tweet-results returned for each query using the Twitter Search API. We then apply a 
custom filter to the results using lucene.apache.org API in order to filter out redundant 
words that exist in tweets. We also apply rules for data cleansing such as the exclu-
sion of usernames, of terms with repeating characters (i.e. ‘boooh’, ‘loool’ etc), links 
removal as well as cleaning of words that include special characters. To derive a 
weighting for the words, we adapt the typical formula of TF-IDF which is  ( , , ) = ( , ) ( , )                                        (1) 

by considering tf(t,c) as being the number of times t the word c appears in the results, 
not in every tweet, because words typically appear just once or twice in the 140  
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characters of tweets. Term frequency is multiplied by idf(t, N) = log N
, where N the 

total number of tweets and dft the number of tweets the word appears in. Note that we 
could have just used as weighting factor the number of times a word appears in the 
results but by applying IDF we strike a balance between the few frequent words, 
which typically dominate in the results set, and less frequent words which neverthe-
less should be visible in the cloud because they may reveal interesting cues. Next, we 
generate bigrams, which typically are n-grams for n=2 (for example, a sentence such 
as ‘Leave me now.’ would result in tokenized strings like ‘Leave me’, ‘me now’). The 
key idea behind is to capture words that co-occur more than once in the “corpus of 
documents” and avoid splitting and scattering them around the cloud. This way, we 
enable users to foster associations between words, which may in turn instigate further 
explorations. 

 
N-grams generation pseudocode 
T=set of tweets (t) in the index 
n=minGram 
N=maxGram 
NGrams{} → Ø // hash to store ngrams and their numberofoccurrences 
forti in Tdo 
words[] ← Split(ti) 
      for i=n to N do 
            forj = 0 to length(words) – i do 
ngram = ‘’  
                  fork = j toi do 
ngram = Concat(ngram, words[k])
                  end for 
                  if ngram in NGrams 
NGrams[ngram] += 1 
                  Else 
NGrams[ngram] = 1 
            end for 
      end for 
end for 
RemoveSingleOccurences(NGrams) //removes ngarms that occur only once
NgramFilter(NGrams) //filters ngrams according to regular expressions 
returnNGrams 

Fig. 2. N-grams algorithm implementation 

The pseudo-code listed in Figure 2 describes the algorithm for the extraction of  
n-grams. The algorithm loops over each tweet that belongs to the initial result set, 
splits the words contained in the tweet and then generates n-grams by concatenating 
consecutive words. In our case, minGram and maxGram are set to the value of two 
because we are looking to get only bi-grams. In case, e.g., we feed the method with 
minGram=2 and maxGram=3, then we would get bi-grams and 3-grams. The Re-
moveSingleOccurences method continues with checking the frequency of n-grams 
eliminating those that occur only once in the corpus. Finally, the method NgramFilter 
is called in order to filter and clean the n-grams as also happened in the case of single 
terms. If one term of the n-gram is unacceptable due to filtering rules then the n-gram 
is eliminated from the list, too. 
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5.2 Search Path Exploration 

Hovering over terms appearing in the cloud displays a preview of the tweets that in-
clude the term (see Figure 1.A). This enables users to see how the term relates to the 
initial query. We enable end users to interact with the words not only by exploring 
what people post but also by using them to form search paths. Selecting (or de-
selecting) terms gives users the capability to form (or modify) search paths which are 
used as queries to the available search spaces. We utilize the APIs of public search 
engines such as Bing as well as custom search engines for querying private spaces. 
The tool provides immediate feedback to the user by refreshing the screen with results 
from search spaces and allows for further interactions by modifying search paths. 
With this, we aim to enable users to recognize or create associations between cues and 
information that may lead to serendipitous discoveries. 

5.3 Resource Diversification 

Diversity examined from several aspects [16] can be a supporter of serendipitous 
encounters. In CRUISE, we have exploited this principle and attempted to inject vis-
ual and content diversity by including several sources of information such as Twitter, 
Bing and Flickr. Considering that a) the user capability to diverge is mostly based on 
her perception that the environment and the pieces of information are diverse and b) 
the typical user checks the top ten to fifteen results before proceeding to the reformu-
lation of her query, we apply post processing to the search engines results: We diver-
sify the results using an algorithm that re-ranks results with a goal to reveal content 
that is related to all the possible aspects of the query in the top ten results. For this 
purpose, we use the canonical version of Maximal Marginal Relevance (MMR) 
framework [18]: = max \ ( , Q) (1 )maxD ( , D )                        (2) 

where (Di, Q)is the similarity of the document with respect to the query Q, and (Di, Dj) is the similarity between the current document and a document in previ-
ous ranks and λ is a parameter that optimizes a linear combination of the criteria of 
relevance and diversity. When λ=1 then the standard relevance-ranked list is pro-
duced, whereas when λ=0 a maximal-diversity list of documents is generated We 
consider as document the snippet of each Bing result, title for Flickr and web-page 
content for the case of company’s portal results. 

Since we rely on public search APIs and hence cannot be aware of the actual simi-
larity scores of the results with respect to the query, we compute them by exploiting 
the documents’ positions in the list as follows [23]: ( , ) = ( )

                                                     (3) 

Where Pos(Di) is the position of document d in the query result list returned by the 
search engine and N is the size of the list. The document ranked first gets a value of (Di, Q)= 1 while the last one gets a value of (Di, Q)= 1/N. 
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In order to compute the similarity between the documents in the result set R we use 
cosine similarity: (Di, Dj) =  cos( ) =  ||  || || ||                                                (4) 

where θ is the angle between the vectors of documents. We use the Vector Space 
Model (VSM) to represent each document as a vector, the components of which rep-
resent the importance of a term using TF-IDF metrics, given a bag of words that  
derive from the documents in R. For the lexicographic analysis (tokenization, stop 
words removal and stemming) of the documents in R, we use the Apache Lucene 
Standard analyser.  

 
MMR Implementation 
Input: S = set of documents (D) returned by the search engine, Q=query 
Output: Final Ranked list = re-ranked documents   
FinalRank{} → Ø 
Temp{} → Ø // List that holds the candidate documents  
for the next rank 
forDi in Sdo 
Calculate TF*IDF vector 
Calculate Sim(Di, Q) 
end for 
while |FinalRank|<|S| do 
     fordi in S do         
                 for diin FinalRankdo

Scorei← Similarity(Di, Dj)
                  end for 
Scorei← 0,1*Sim(Di, Q) – 0,9* Scorei 
Temp ← {di, Scorei} 
      end for 
maxScoreDoc← Call FindMaxScore(Temp) 
FinalRank{} ← {maxScoreDoc} 
end while 
returnFinalRank 

Fig. 3. Diversification algorithm implementation 

Figure 3 shows in more detail the implementation of MMR in CRUISE. The algo-
rithm starts with the representation of each document as a vector of all words included 
in the index and the calculation of the similarity of each document with the query. It 
then proceeds with applying MMR that starts by placing the first document in the 
final list of documents, which will be the diversified bucket of documents. It iterates 
through the remaining documents and for each one calculates the MMR score sum-
ming its similarities with each of the documents that are already in the final bucket. 
The document with the maximum Maximal Marginal Relevance will occupy the place 
of the next element in the final bucket of documents. The process continues until all 
documents are placed in the bucket. 
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6 Evaluation 

We conducted a pilot study and a focused experiment to evaluate our tool1. A team of 
professional concept developers from the Waag2 Society institute for art, science and 
technology, have performed search tasks with the purpose of getting inspired in the 
context of their actual work assignments. Once the participants completed the tasks, 
they filled a questionnaire to provide their subjective usability and perceived useful-
ness assessment. To this end, we adapted the standard System Usability Scale [24] 
and the ResQue evaluation framework [25]. Moreover, we employed a think-aloud 
methodology and recorded qualitative user comments to gain additional insights.  

In addition to the pilot study, we ran a laboratory study in order to evaluate the 
specific research objectives of CRUISE and whether CRUISE is subjectively better 
for leveraging inspiration than standard query-based interfaces. Thus, the baseline 
system was a typical query–based retrieval system, which used neither social chatter-
based term extraction and visualization, nor search path exploration and resource 
diversification. The search spaces and search engines were the same in both systems. 
In the baseline, users could express their information need only through typing que-
ries and the results were presented as a list of resources.  

We recruited 20 CS researchers from our university to participate in the laboratory 
study. Their task was to formulate an outline for a short-term research proposal, e.g., a 
diploma thesis, in cloud computing. We limited the time available to complete the 
task to 15 minutes to make sure that the participants were actively searching during 
the experiment and had equal time to complete the task. Half of the participants per-
formed the task using CRUISE and the other half using the baseline system. Partici-
pants were asked to evaluate the top 10 results of each exploration for novelty 
(whether a given resource was showing a new aspect), interestingness (whether this 
resource is interesting yet neither relevant nor directly related) and unexpectedness 
(whether this resource was relevant to the assignment yet not directly related and not 
expected to be found).  

After the completion of the experiment we asked two professors to assess the qual-
ity of the thesis outlines based on the perceived relatedness to cloud computing re-
search and their originality. Moreover, professors provided feedback on the theses 
fluency which refers how detailed theses were. We hypothesized that users who had 
access to inspiring resources would be able to formulate their ideas better. 

In the pilot study, the overall impression from the concept developers’ comments 
was positive. One developer stated that CRUISE provides a solid basis for “a very 
powerful inspiration tool”. Many commented that with CRUISE they could “reach 
inspiring information from search engines and the company’s portal faster”, neverthe-
less a messy arrangement of sources and additional media types would be more in-
spiring for “visual people” as concept developers are. Another noted that “those red-
coloured words that appeared to be really interesting” referring to the terms that came 
from design platforms that concept developers followed in Twitter and which were 
fed to CRUISE. Another developer suggested that the user should get feedback about 

                                                           
1 Please visit http://imu.ntua.gr/software/ 
 cruise for a url pointing to CRUISE 
2 http://waag.org 
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the origin of the related tweet. The diversity of sources was appreciated because they 
“didn’t always get common results in the top ranks”. However, the cloud formation 
by exploiting just one social source was considered very restricting in terms of the 
variety of viewpoints they could get. 

Table 1. Overview of the average, standard deviation and mode for our post pilot study 
questionnaire based on a five point Likert scale from 1, strongly disagree to 5, strongly agree 

Aspect Mean Std Mode 

Quality of Results (Novel, Interesting, Ser/pitous, Diverse) 4.2 0.8 4 
Interaction Adequacy (to express, revise needs) 4 0.7 4 
Interface Adequacy (attractive, adequate layout) 4 0.7 4 
Perceived Ease of Use (familiarity with the tool) 4.8 0.4 5 
Perceived Usefulness (supported in exploring) 4.7 0.5 5 
Control/Transparency (control to express preferences) 4.2 0.6 4 
Attitudes (confidence of getting inspired) 4.8 0.4 5 
Behavioral Intention (use again, tell my friends) 4.8 0.4 5 

 
The quantitative results from the post laboratory study (see also Table 1) favoured 

CRUISE in terms of its adequacy to support users into expressing their needs (m=5 
std=0.7) and getting familiar with it (m=4.7 std=0.4). With respect to quality of con-
tent, the users tended to agree that CRUISE offers valuable, novel and unexpected 
content (m=4.2 std=0.8) with strong confidence that it could inspire them (m=4.7 
std=0.4). Data logged from the interactions with CRUISE and baseline system includ-
ing details of the articles displayed, terms displayed by the system, manipulated 
terms, queries typed by the participants and user ratings of results revealed that with 
CRUISE users performed more queries (m=1.8) than using the baseline (m=1.14). 
The difference was statistically significant (p < 0.05). Moreover, with CRUISE users 
found more unexpected and valuable results than in the baseline (see Table 2). 

Table 2. Overview of the ratings of results for CRUISE and baseline 

Type of results Mean per session 
Novel Cruise: 0.23 Baseline: 0.2 
Valuable Cruise: 0.20 Baseline: 0.15 
Unexpected Cruise: 0.26 Baseline: 0.061 

 
Considering the professors’ assessment of the creative outcomes, we ascertained 

that our approach had some effect with respect to fluency (p-value: 0.05 and quality 
(p-value: 0.01) (See Table 3) which indicates that users who had access to resources 
with CRUISE were able to formulate their ideas better than those who didn’t. A pos-
sible explanation for this finding could be that with CRUISE users could access di-
verse resources and could identify content of better quality than in the baseline. 
Moreover, CRUISE guides users towards more targeted searches that may help into 
finding novel ideas. 
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Table 3. Analysis of research thesis proposals 

 CRUISE Baseline 
Fluency mean 3.8 2.7 
Fluency STD 1.4 0.9 
Quality mean 3.8 2.4 
Quality STD 0.6 1.2 

7 Conclusions 

We presented an interactive, exploratory search system that combines diversity of 
content and information sources with a novel user interface design to allow the social 
chatter generated with micro-blogging services such as Twitter to actively help users 
in exploring the information space. Users can direct their search by manipulating 
terms extracted from online chatter and formulate new search paths. A task-based user 
study comparing our system to a query-based baseline indicated that our system im-
proves inspirational discoveries by providing access to more interesting, novel and 
unexpected information. Our results are encouraging, providing evidence that the 
implicit use of social chatter in information seeking activities can enhance the poten-
tial for novel, diverse and serendipitous encounters which can in turn inspire users. 
We plan to conduct further empirical studies to understand the effect of each of our 
three research constituents and to enhance CRUISE with social and team-oriented 
features that will e.g., allow team members to view relevant searches of colleagues,  
as well as with user profiling capabilities that will enable personalization of user  
interaction by taking into account the user social network. 

Acknowledgement. This work has been partly funded by the European Commission 
through IST Project COLLAGE "Creativity in learning through Social Computing 
and Game Mechanics in the Enterprise", Grant agreement no: 318536. 
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Abstract. The BIVEE acronym stands for Business Innovation and Virtual Enter-
prise Environment. The ICT outcome of the BIVEE Project is the BIVEE System: 
an integrated solution enabling business innovation in virtual factories and enter-
prises. In line with the Future Internet vision, the BIVEE System is delivered as a 
set of modular applications deployed on top of a commodity, cloud-ready service 
platform, This service platform, named BIVEE Platform, provides a base layer of 
data, knowledge, services and capabilities. This paper briefly describes the BIVEE 
Platform, from both the conceptual and the technical point of view. 
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1 Introduction 

Quoting from the BIVEE Project’s Description of Work document: “Business Innova-
tion is the most promising exit strategy for European manufacturing industry to re-
cover from the current economic crisis… The  BIVEE  Project aims to develop a 
conceptual reference framework, a novel management method and a service-oriented 
ICT platform … to enable Business Innovation in Virtual Factories and Enterprises” 
[1]. This paper briefly describes, from both the conceptual and the technical point of 
view, the service-oriented ICT platform proposed by BIVEE. 

The BIVEE Project focuses on two areas: value production space and innovation 
space. Value production space is where all activities related to the core business take 
place, and where business models and processes are designed, deployed, monitored 
and adjusted over time. At the same time, to counter the natural tendency of models 
and processes to become obsolete in a rapidly changing scenario, continuous open 
innovation is promoted and fostered in its own separate – but tightly connected – 
space. There is a continuous information flow between these two spaces, in both di-
rections: value production feeds innovation with new challenges, innovation feeds 
value production with new ideas. 

Each BIVEE space is covered by a dedicated application, targeted at end users: the 
Mission Control Room (MCR) tackles value production [4], while innovation is ad-
dressed by the Virtual Innovation Factory (VIF) [5]. Both rely on a common, shared 
platform providing both with a base layer of data, knowledge, services and capabili-
ties. The fully integrated solution – the two BIVEE Applications plus the BIVEE 
Platform – is collectively known as the BIVEE System. 
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The FInES Cluster Research Roadmap envisions a 2020 Internet-based universal 
business environment, where a common, available and affordable service infrastruc-
ture, based on the concepts of Interoperability Service Utility (ISU), will set the  
playing field for innovation [2]. 

This infrastructure is seen as a commodity: basically, it results from the aggrega-
tion of several generic, stable and well understood building blocks – implemented by 
commodity software – into a feature-rich, integrated, universally-available environ-
ment where the new generation of Future Internet applications can be developed and 
deployed. 

The BIVEE System can be considered as a small-scale experimentation of the Fu-
ture Internet vision. The BIVEE acronym stands for Business Innovation and Virtual 
Enterprise Environment, and is well-representative of the underlying architecture: the 
specific Business Innovation goal is targeted by BIVEE Applications, which run on 
top of a Virtual Enterprise Environment represented (and serviced) by the more ge-
neric BIVEE Platform. Actually, the BIVEE Platform aims at being the first prototype 
of a “commoditized”, Future Internet-ready platform for enterprise ecosystem. 

2 The BIVEE System Reference Architecture 

The block diagram in Fig. 1 illustrates, from a logical perspective, the reference archi-
tecture of the BIVEE System, and the relationship existing between the BIVEE  
 

 

Fig. 1. BIVEE System reference architecture: the logical layers 
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Platform and the two BIVEE Applications. It also shows the composite structure of 
the Platform: three layers of foundation – Raw Data, Knowledge and Services – plus 
platform-specific capabilities such as a User Interface Framework and some Adminis-
trative Tools. Raw Data Tools, while an integral part of the Platform, are depicted as a 
separate element due to their substantially different technology.  

3 The BIVEE Platform 

In a handful of words, the scope of the BIVEE Platform can be defined as “enterprise 
ecosystem interoperability”. To achieve this goal, the Platform needs to address some 
basic requirements [8]. From a top-level point of view, these can be categorized as 
Sharing of knowledge, Harmonization of data, Unified access, Federated securi-
ty. Quite obviously, such a wide range of functionality cannot be successfully imple-
mented by a monolithic architecture. The BIVEE Platform is actually a collaboration 
of Modules, which are designed as self-contained components.  Modules can be dep-
loyed on separate nodes of the network, to achieve a distributed BIVEE System. The 
following sections will describe the two main Modules, PIKR and RDH, in some 
detail. 

3.1 Production and Innovation Knowledge Repository (PIKR) 

The PIKR Module is a multi-tier application implementing a knowledge base, and 
enabling knowledge sharing across the ecosystem [6].  Knowledge in PIKR is mate-
rialized as a set of ontologies and of semantic annotation of knowledge resources – 
i.e., documents and data records which can be physically stored anywhere. 

Ontologies and semantic annotations are maintained by PIKR as RDF triples (as-
sertions in the form: subject, predicate, object) in its Triple Store, which is PIKR’s  
implementation of the Knowledge Repository layer as defined by the BIVEE System 
logical architecture (Fig. 1). On top of this, PIKR also provides semantic reasoning 
and query rewriting services, the latter as a semantic-enhanced access path to the KPI 
data (see below). All these, as well as direct access to the Triple Store, are exposed to 
BIVEE Applications through a Web API, corresponding to the Platform Services 
logical layer. 

As a practical example of PIKR’s role in shaping ecosystem knowledge, we con-
sider a specific BIVEE ontology which describes Key Performance Indicators (KPI): 
KPIOnto. KPIs are universally used to assess the performance of a process or of a 
whole business, with a strong focus on critical (“key”) aspects like time and cost, 
customer satisfaction, employees happiness, environmental respect, etc. In BIVEE, 
KPIs are the final result of a complex data gathering and processing pipeline, where 
the mediation of KPIOnto is mandatory in order to collate raw data from heterogene-
ous sources. Raw data are defined as Process Indicator (PI) Facts – i.e., data records 
representing atomic measurements. 
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As with other PIKR ontologies (here we can mention DocOnto for document-like 
resources, and ProcOnto targeted at business processes, KPIOnto comes off-the-shelf 
as basic set of classes, and is meant to be extended by the user to suit her own ecosys-
tem needs. Extensions are in the form of new sub-classes and class instances. E.g., 
KPI definitions are instances of the Indicator ontology class, while KPI properties are 
sub-classes of the Dimension class. Once complete, KPIOnto represents a standar-
dized, machine-readable model of the real world from which raw data originates: 
using this model, it is then possible to achieve a unified view of PI Facts, regardless 
of their original source and structure. 

3.2 Raw Data Handler (RDH) 

The RDH Module addresses the need of collecting heterogeneous KPI raw data – PI 
Facts – from ecosystem members, and make it available and understandable to con-
sumer applications. The most relevant feature of RDH is its integration with the 
PIKR, which defines the KPIOnto ontology for the semantic enhancement of raw data 
(see also the Production and Innovation Knowledge Repository section above). 

In the RDH context, the Raw Data Storage logical layer of the reference architec-
ture (Fig. 1) is implemented by the RDH-DS sub-module. Facts are kept in norma-
lized form – i.e., in a form that is highly compatible with the logical structure  
modelled by KPIOnto. The main value of data normalization is that application que-
ries, which are expressed in terms defined by KPIOnto, can be automatically trans-
lated into equivalent RDH queries, which will perform very fast. By virtue of this 
mechanism, facts can be collected from heterogeneous sources - typically Enterprise 
IT systems belonging to different organizations - and still be presented and analyzed 
in a homogeneous way. This ontology-driven approach to data interoperability is  
commonly called semantic lifting [7]. 

RDH-DS is implemented as a SQL database, with a specific data schema in which 
Facts are stored. This schema is auto-generated, and continuously kept in-sync, using 
KPIOnto as a blueprint. Basically, KPIOnto classes derived from the Dimension class 
are translated into domain tables following a set of rules (Fig. 2), and are populated 
with records corresponding to concrete instances; each Indicator instance becomes a 
fact table by its own, connected with the relevant domains. The resulting schema is 
described in the RDH-DS Catalogue, and from there entities can be easily mapped 
back to KPIOnto concepts.  

The collection of PI Facts follows a de-centralized approach: each data contributor 
– typically an enterprise – designs, deploys and runs its own set of ETL batch proce-
dures which Extract data from ICT systems, Transform them in normalized form, and 
finally Load them on the BIVEE Platform. To support this strategy, the BIVEE Plat-
form provides the Raw Data Tools layer (Fig. 1), implemented by the RDH-ETL  
sub-module. This is a desktop application for the assisted development of executable 
programs capable of feeding RDH-DS with normalized PI Facts. The loading of PI 
Facts is accomplished by a Platform Service (Fig. 1), which in the RDH context is  
implemented by the RDH-WS sub-module. 
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Fig. 2. Example of how KPIOnto concepts are mapped to RDBMS tables 

4 Conclusions 

The BIVEE System, as composed by the two BIVEE Applications – MCR and VIF – 
and by the BIVEE Platform, is currently under active experimentation. 

At the end of the BIVEE Project (December 2014), a cloud-based instance of the 
complete BIVEE System will be deployed, as a proof-of-concept demonstrator of 
BIVEE’s results. This instance will actually provide a Future Internet environment as 
well: the BIVEE Platform as an enabling infrastructure for enterprise ecosystems, on 
which to build domain-specific extensions and/or applications. The BIVEE Platform 
captures and implements the low-level, cross-domain requirements of such enterprise 
ecosystem environments, and translates them into the Raw Data, Knowledge and 
Services layers of its reference architecture. We believe that such architecture is well 
suited for Future Internet applications in the Business Innovation usage area, and we 
expect that it may evolve into – or at least significantly contribute to – a Future Inter-
net commodity infrastructure. 
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Abstract. Virtual enterprises provide an environment where flexible production 
and corresponding service delivery is cooperatively and efficiently carried out 
by involved stakeholders focused on utilizing their core competences. This un-
arguably promising approach raises many challenges – in this paper we focus 
on two. First we investigate how hybrid modelling approach can be applied to 
design amalgamated meta models covering artefacts required by the stakehold-
ers within such a distributed environment – e.g. to design a distributed value 
chain. Second we propose how insights from other domains such as eHealth can 
be applied to solve the cooperative decision making challenge – e.g. fundamen-
tal due to having more than one process owner. We elaborate on three possible 
realization scenarios and select one to investigate how the previously designed 
meta model has to be extended to apply the proposed solution. 

Keywords: Cooperative Decision Making, Meta-models, Conceptual Model, 
Conceptual Integration, Virtual Enterprise.  

1 Introduction 

In the conjunction with activities concerned with raising the flexibility level of small 
to medium enterprises by shifting production towards distributed networks (e.g. Vir-
tual Enterprises) [3] a set of enterprise interoperability related challenges [9] can be 
identified. These challenges include: (1) description of such complex and distributed 
systems; (2) interoperability between enterprises comprising such systems and their 
monitoring; (3) based on the dynamic changes of short-term objectives/preferences 
the dynamic re-arrangement; (4) finding cooperative consensus about long and short-
term objectives. They impose the necessity to provide tools and methods capable of 
conceptualizing the distributed networks [11] and enabling collaboration of involved 
stakeholders on the appropriate level of detail to allow efficient management of such 
networks. According to authors in [11] the application scenario for such tools and 
corresponding methods is identified as a requirement at the design phase of Virtual 
Enterprises. The design phase consists of several tasks: integrating organizational 
aspects of each stakeholder, selecting appropriate services, skills and tools, etc. Given 
the assumption that each involved stakeholder is likely to utilize a different descrip-
tion language and different modelling procedures for specific enterprise interoperabil-
ity dimensions – as introduced in [9] –  during the design phase, the reduction of the 
complexity on the virtual enterprise level, becomes indispensable. 
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As elaborated in [2], [13] and practically applied and evaluated the in EU-projects: 
BIVEE[1], ComVantage[7] and e-SAVE [14], hybrid modelling represents an appro-
priate approach in order to overcome the aforementioned challenges by using meta-
modelling platforms such as ADOxx [12]. Such meta-modelling platforms are capable 
of supporting dynamic adaptation of the conceptual base structure typically found in 
distributed networks. 

This paper proposes a set of realization scenarios and integration of a cooperative 
decision making mechanisms into a modelling language based on the hybrid model-
ling approach. This enables cooperative design of distributed networks based on 
automatically calculated consensus by considering individual preferences of each 
involved stakeholder. In order to ensure completeness, we summarized the hybrid 
modelling approach as solution toward specific enterprise interoperability challenges 
in section two, also we revisit the Virtual Production Space (VPS) Modelling Lan-
guage realized in [1] following the hybrid modelling approach.. In section three we 
present cooperative decision mechanism in virtual enterprises and in section four we 
investigate and formalize relevant meta model parts of the VPS Modelling Language, 
where mechanisms, such as cooperative decision making can be integrated and then 
we elaborate on three possible realization scenarios and present one implemented 
sample. Section five finalizes the paper with a conclusion and outlook on future work. 

2 Hybrid Modelling as Enterprise Interoperability Solution 

The conceptual models are knowledge representation of real world, where each ob-
serves relevant part of the real world. Hybrid modelling is an approach that aims to 
create one holistic conceptual model, therefore aiming to merge several meta models 
in order to enable merging of different viewpoints of the real world [2].  In order to 
apply the approach in the first step all relevant meta models (within a specified Vir-
tual Enterprise) are differentiated and classified according to (1) their domain, (2) the 
level of technical granularity , (3) the degree of formalization and (4) the cultural 
dependencies of the applying community.  

The second step is the composition of the meta models – so called meta model 
merging. According to [2] we distinguish between meta model merging techniques: 
(1) loose integration of meta models, (2) strong integration of meta models and (3) 
hybrid integration of meta models. Additionally in [15] we may find the meta model 
merging patterns that may range from loosely coupled to fix coupled meta models. 
While loose coupling is very flexible, fixed coupling enables the realization of  
additional functionality. 

An important task for the integration is the correct formalization of the meta mod-
els – Generic Meta Modelling Specification Framework (GMMSF) based on [17] is 
one prominent sample. The FDMM (A Formalism for Describing ADOxx® Meta 
Models and Models) [5] which follows the GMMSF proposes a formalization ap-
proach for meta models realized on the ADOxx®. In the following paragraphs a brief 
introduction to simplified version of FDMM is provided as it is used to formalize the 
Value Production Space Modelling Language presented in the next sub-section. As 
specified in [5] the FDMM defines a meta-model of modelling language as a tuple: 
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 MM: <MT, ≼, domain, range, card> (1) 

where MT is a set of Model Types:    

 MT: {MT1, MT2,…,MTn} (2) 

and where each MTi is defined as a tuple:  

 MTi: <OT
i, D

T
i, Ai> (3) 

MTi consists of OT
i, which represent a set of object types, DT

i, which represents a 

set of data types, and Ai, which represents set of attributes. The relation ≼ defines an 
ordering on the set of object types OT. It can be used to express inheritance of classes 

defined in MT (e.g. oT 
A≼ oT 

B means oT 
A is a subtype of the object type oT 

B).  
The domain function is used to map the set of attributes A to a specific set of  

objects OT. 

 domain: A → O  (4) 

The range function is used to map an attribute to the set of all pairs of object types 
and model types:  

 range: A → ( (O MT )   D    ) (5) 

The card function maps attributes and object types to a set of integers – e.g. to  
define cardinality of relation classes.  

 card: × A → ( ( ∞ ))  (6) 

In the next sub-section we revisit VPS Modelling Language, and we apply the 
FDMM notation to formalize it.  

2.1 Value Production Space Modelling Language 

The EU research project BIVEE [18] introduces the notion of a Value Production 
Space (VPS), which considers the different viewpoints of involved stakeholders in 
order to enable management of the virtual enterprise by a collaborative means [1]. 
The VPS modelling stack – identifying and orchestrating the different meta models 
within VPS Modelling Language- is depicted in Fig. 1. It identifies relevant meta 
models applied to describe the Virtual Enterprise from VPS point of view (for details 
on state-of-the-art analysis and specification of VPS Modelling Language see [1]). 
The meta models within VPS modelling stacks include: 

(1) Value Production Space Chart, which represents geographical scope models 
and value flow models based on e3 value methodology [19], (2) Product, which de-
fines products, their components, as and their sub-components,(3) Process, which 
represents processes in phases and levels comparable to SCOR (Supply Chain Opera-
tions Reference Model)[20], (4) Network, which represents organizational structures 
and roles within the network of the participating enterprises in the distributed net-
work), (5) Key Performance Indicator (KPI), which enables conceptualization of  
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enterprise with requirements to complete such an activity in a conglomerate of sepa-
rate entities usually found in Virtual Enterprises.  

In the single enterprise dimension there exists one process owner, responsible for 
defining the goals of the delegated business process. Given that complexity of the 
business process may be high, depending on the specifics of the scenario and relevant 
aspects like IT-systems, knowledge resources, the question “what shall be monitored 
and what are the KPIs to be utilized for monitoring” may be loosely linked to the 
process, it is enough to consider only the goal of process owner. The cooperation may 
take place during the design time, the cooperative settings are considered during  
execution time. 

In the Virtual Enterprises, there are many process owners – the so-called process 
owner crowd. Each process owner in the crowd defines several goals for the business 
process. Hence to define the aim of the business process complying with each process 
owner’s goal, cooperative decision making is required. During the definition of the 
“best-fit” for the aforementioned aspects the preferences of each process owner need 
to be considered, which requires a common preference to be defined or calculated 
automatically based on the individual preferences. Collaboration may take place  
during design time but also may take place during the execution time by changing 
preferences and hence changing the process aim. In the following we will define a 
mechanism capable of addressing the abovementioned issue of cooperative decision 
making in Virtual Enterprises. The calculation of correlation of preferences related to 
criteria such as cost, quality, reliability etc. is one of the possible approaches in order 
to find a common preference. 

In the next paragraphs we describe an approach on how to generate a set of corre-
lated preference values depending on two sets of values provided by two different 
process owners. Thereby the correlation takes both sets of preference values equally 
into account. Correlation values are normalized, i.e. between zero and one. High posi-
tively agreeing preference values yield a high correlation value. The case that one 
process owner sets a positive preference value and the other one sets a negative value 
results in a low correlation value. The same is true if both define negative values. In 
the following we describe the details of this approach. 

Given process owners in a Virtual Enterprise can be represented with object  
type  And given two process owners having  number of preferences  
represented with the object type   ,  ,   ∈   (7)  ,  ∈  ,  , ∈    (8) 

 ( ) =  (9) 

  ( , ) ={1, } (10) 

Each preference has a weight assigned with a value from predefined range of  
values represented by ℎ  where ℎ  ∈   

  ( ℎ ) = ,  (11) 

  ( ℎ ) =   (12) 
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  ( , ℎ ) = 1,1  (13) = , 1, … , 1, (0), 1, … , 1, , with   ∈   ( = 1, 2, … , )   (14) 

The weighting of preferences results in two preference vectors, one for each  
process owner:  

 = ( , , … , )    and    = ( ,  … ,  ). (15) 

In order to calculate correlation between A and B’s preferences we define a vector  = ( , , … , ) given by 

 = ( )                               if 0 and 0                                        else.                                (16) 

Due to the above scaling, ∈ 0,1 . 
 

Example. Let = 2,  

 t ℎ 1=−1, 1 ~ "no","yes"  (17) = 3, 2, 1, 0, 1, 2, 3  ~ "verylow", .. ,"very high"  (18) = 2 ~"high" = 1 ~"no", 1=3 ~"very high", = 1 ~"no" (19) 

 (0.83, 0.00)~("high", "no"). (20) 

Processes are annotated with thresholds for preference values: lower and upper 
bounds. A process is selected by the mechanism, if all preference values of the  
correlation vector are within the corresponding lower and upper bound: Let 

 ( , , , , … , , )   (21) 

be the vector of  thresholds for Process with  being lower bounds and 
being upper bounds ( = 1, … , ) . Then  is selected, if ∈,  for all ∈ 1, … , . 

4 Realization of Cooperative Decision Making 

In order to enable cooperative decision making in hybrid modelling,-as mentioned 
before- we have investigated approaches utilized in the EU-project eHealthMoni-
tor[8]. Following the results of the project we propose integration of the so-called 
“Cooperative Attribute” concept in the meta-model of a VPS Modelling Language 
following the hybrid modelling approach. The “Cooperative Attribute” enables users 
to enter their own preferences for the criteria (such as technology, trust, localization, 
cost, time, reliability, quality, and environment) and contains correlation vectors.  



262 N. Efendioglu et al. 

 

With regard to adapt these scenarios, we need to identify the appropriate meta-
model part in VPS Modelling Language and required concepts in order to plug-in 
cooperative decision mechanism into the VPS Modelling Language. For that concern 
we investigated applicability of the e3 Value Model Type, Product Structure Model 
Type and Thread Model Type as possible candidates. In order to test the applicability 
the first step is the formalization by applying FDMM on the object type level. 

 
Model Type: e3 Value Model; e3 Value Model is utilized to provide detailed view of 
interactions between production units, such as information or material flow [1].  
Object Types of e3 Value Model: 

OT
E3:{Actor, Market Segment, Value Interface, Flow control, Value Transfer, End 

Stimulus,  Start Stimulus, AND/OR, Dependency path, Referenced Business Entity, 
Referenced Concept} 

Since investigation focuses on object type level, formalization of attributes and 
data types are not included in the paper. 

 
Model Type: Product Structure: Product structure models are utilized, to model 
product structure conceptually [1]. Object Types of Product Structure Model: 

OT
PSM:{Product, Customization Feature, Includes, Referenced thread model} 

Model Type: Thread Model; Thread model is utilized to conceptualize the actual 
supply chain for a specific product configuration. It is based on a set of processes 
where the flow of material or information indicates the sequence of execution [1]. 
Object Types of Thread Model: 

OT
TM:{Business Entity, Process, Process Category, Start, End, Decision, Hub, As-

signed Processes, Described by, Enabled by, Flow, KPI Cockpit, Planed by, Respon-
sible} 

In order to integrate a “Cooperative Attribute” into candidate model types of VPS 
Modelling Language we need to extend it. This is possible using any of the following 
extension scenarios (ES); 

ES 1: Integration into Model Type: e³Value Model;  
As we defined in section 3  ∈  ,   ,  ( ) =    ={ } (22) 

 ∈  (23) 

  ( ) =  (24) 

  ( ) =  (25) 

ES 2: Integration into Model Type:  Thread Model;   ∈ ,   ≡  (26) 

 ( ) =   (27) 
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 ∈  (28) 

  ( ) =  (29) 

  ( ) =  (30) 

ES3: Integration into Model Type: Product Structure Model; Although in this model 
type there is no concepts semantically equivalent with ProcessOwner  –since the 
preferences on criteria are related with customization feature of product we can  
integrate  as following; 

As we defined in section 4  ∈  , add new object 
type Actor in the model type  

 ∈ ,  , ∈  (31) 

  ( ) =  (32) 

  ( ) =   (33) 

We propose to integrate lower- and upper-bound LP , UP  into the model 
type: Process Model as following; , ∈ , and assign these  
attributes to the model type itself; 

  , =  (34) 

Moreover we propose an additional model type so-called “Preference Pool Model”, 
which contains preference objects for each criterion 

 : , ,   (35) 

 : , ,  (36) 

 : , , ℎ  (37) 

 : ,  (38) 

  , ℎ =  (39) 

  ( ) =  (40) 

  ℎ =  (41) 

There exist three realization scenarios to realize the “Cooperative Attribute”. As a 
sample we took model type “Product Structure Model” from the candidate model 
types as sample to demonstrate the realization of the CooperativeAttribute  

Given that   ( ) =   
• RS1: “Cooperative Attribute” as type of Expression: In this scenario the values of 

the are calculated via expressions, which reacts to changes 
of preferences of any user and re-calculates correlations automatically.  
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“… 
PROCEDURE GET_PREFERENCE_VALUES intproc_objid:integer 
pref_attrid:integer answers: reference 
{ 
… 
FOR i from:0 to:(n_numberof_pref_space-1) 
{ 
… 
CC "Core"    GET_ATTR_VAL objid:(n_rec_pref_rowid)      
attrname:("Preference") 
CC "Core"    GET_ATTR_VAL objid:(n_rec_pref_rowid)     
attrname:("Weight") as-string 
SETL s_temp_weight:(val) 
…  
PROCEDURE CALCULATE_CORRELATION a_answers_1_array: array 
a_answers_2_array: array max_w_1:integer max_w_2:integer 
a_prefandcorranddim_array: reference 
{ 
… 
FOR i from:0 to:((n_questions_count-1)) 
{ 
… 
SET a_product_s_array[i]: 
(((1/2)+(flg*co*(n_weight_1*n_weight_2)))) 
… 
}…” 

5 Conclusion and Outlook 

This paper followed two goals. First goal was to identify the challenges that arise 
when moving away from single to multi and virtual enterprises. Second, starting from 
identified challenges, to evaluate and select the prominent ones and to apply the pro-
posed solution. These challenges included the necessity to establish a common means 
of understanding between the involved stakeholders and their enterprises. To achieve 
this we have applied the hybrid modelling approach to structure and design the amal-
gamated VPS Modelling Language– covering the full cycle of production and deliv-
ery in virtual enterprises – building on top of the vast literature and practical research 
performed in the BIVEE project. And second to address the challenge of cooperative 
decision making – raising from the one-to-many process owners transition we (1) 
formalized both the VPS Modelling Language and the proposed extensions using 
FDMM, and (2) performed a research on appropriate solutions in other domains. The 
identified solution – in the eHealth domain - was then evaluated in the eHealthMoni-
tor project and accepted by experts in an EC review and it’s applicability within  
Virtual Enterprises has been elaborated with the experts from the BIVEE project. 
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Open research questions include the adaptation of the VPS meta model to include 
extensions needed to efficiently use and apply the introduced consensus mechanism 
and it’s testing, evaluation and approval in the real life test cases with end users in the 
BIVEE project.  

Acknowledgement. This work has been partly supported by the European Commis-
sion co-funded projects BIVEE (www.bivee.eu) under contract FP7-285746 and 
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Abstract. BIVEE project will enhance a new point of view on the latest genera-
tion methods and on the industrial systems oriented to promoting and managing 
innovation. A new ICT platform able to manage the innovation process has 
been developed and installed in one of the end-user of BIVEE project. During 
the validation and comparison activities, end users and related stakeholders are 
called to provide feedbacks regarding any issues detected in the BIVEE Plat-
form. Based on these feedbacks, a series of actions has been implemented on 
the BIVEE Platform. In this context the support of technical partners in order to 
map the requirements of the actual architecture of BIVEE is a fundamental as-
pect. This paper will present the set up procedure needed in order to test the  
effectiveness of BIVEE proposed approach. 

Keywords: BIVEE, Innovation Space, Open Innovation, Virtual Enterprise, 
SME, KPIs, end users.  

1 Introduction 

The BIVEE Environment aims at deploying advanced methods for boosting creativity 
and innovation with an open innovation approach, for supporting their lean imple-
mentation and for monitoring the concrete outcomes, managing the innovation  
ventures in a collaborative networked industrial setting.  

The Open Innovation approach written by Henry Chesbrough, who is considered 
the father of this model, in Open Innovation: The new Imperative for creating and 
profiting from technology [1] “is the use of purposive inflows and outflows of know-
ledge to accelerate internal innovation, and expand the markets for external use of 
innovation, respectively. This paradigm assumes that firms can and should use exter-
nal ideas as well as internal ideas, and internal and external paths to market, as they 
look to advance their technology”. Open Innovation implies to access to distributed 
knowledge. New value is created from a new innovation environment, composed by 
people inside and outside the company. It is a way to accelerate innovation, and it can 
give the capabilities to improve velocity (Time to Market reduction), direction, and 
new business paths. 

An important aspect is to establish a methodology to quantify Open Innovation 
level. There are a lot of existing works in the literature that try to define the concept 
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of Open Innovation but also several discussions and methods that suggest the devel-
opment of the open innovation measure based on a diverse set of activities [2] [3]. For 
example, the degree of openness through the number and type of partners and the 
phases of the innovation process [4]. Rangus K, et al. [2] define the tendency for open 
innovation as “the firm’s predisposition to perform open innovation activities, such as 
external participation, inward Intellectual Property (IP) licensing, external network-
ing, outsourcing of R&D, customer involvement, employee involvement, venturing, 
and outward IP licensing”. These aspects could become Key Performance Indicators 
(KPIs) for the measuring of Open innovation level of an enterprise. 

The members of a Virtual Enterprise (VE) in a Business Ecosystem (BE), working 
on Open Innovation activities, require a continuous interaction because they have the 
intent to share common resources to do business together. Therefore the management 
of the VE, i.e. business partners moved from the ecosystem to a VE, removal of an 
enterprise from a VE, contact details for BE members, is a key aspect and it is  
handled through the BIVEE environment. [5].  

For this reason the introduction of a platform able to manage the ideas and to fol-
low their development is needed. BIVEE addresses the full lifecycle of the ‘inventive 
enterprise’ that spans from creativity and idea generation to engineering of new busi-
nesses, to continuous production improvement. The BIVEE platform is based on 
a Mission Control Room (MCR), for monitoring of Virtual Enterprises value produc-
tion activities, of a Virtual Innovation Factory (VIF), for continuous innovation pro-
duction and of an Advanced knowledge repository (PIKR). At the same time,  
BIVEE will provide means for measuring the success of any process improvement or  
innovation venture (Raw Data Handler, RDH) [6, 7]. 

Through the tool called VIF users proposes their idea, updates their proposal and 
lists other idea submissions. These submissions can have technical materials attached. 
Feedback mechanisms such as comments or likes are very useful. Validation shows 
itself in every domain in different levels. A validation mechanism, before the idea 
proposals, is published and this is conducted through a domain expert. Domain expert 
has an important role because he should call for ideas for pulling innovation and he 
should evaluate the inserted issues in order to eliminate irrelevant ideas.  

The most important requirements related to open innovation tool are: Manage Vir-
tual Enterprise, Collaboration, Partner Search, Invitations, Meeting management, 
Discovery Mechanism, Idea Management, Idea Approval, Idea Analysis, Idea  
Rejection, Monitoring Tool, Notification [8]. 

The BIVEE environment will be tested involving end users with two radically dif-
ferent pilot applications, addressing a spectrum of cases that involve different degrees 
of innovation activities. As end-users of the project, Loccioni and Aidima are in-
volved in the definition of the pilot application scenarios for mapping the require-
ments of the pilot applications to the actual architecture of BIVEE. Two  
monitoring campaigns have been defined and will be carried out in order to verify its 
implementation. 

During the Second Measuring Campaign (SMC) the validation of the two pilot ap-
plications follow a quantitative and comparative analysis for observing BIVEE im-
pact. The introduction of full platform in end-user settings allows measuring the same 
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set of KPIs measured during First Measuring Campaign (FMC). During the SMC 
Loccioni, as end users, and its related stakeholders are called to provide feedbacks 
regarding any issues detected with the implementation of the VIF. In this context the 
support of technical partners for specifying the requirements of the actual architecture 
of BIVEE is a fundamental aspect. 

2 Innovation Knowledge Flow, Storage and Monitoring with 
BIVEE Platform 

The proposed innovation flow is organized in 4 (partially overlapping) parts that we 
refer to as waves [5] that evolve over time and their produced achievements are re-
ported in a sequence of documents that follows a consistent logic. For each wave 
several groups of documents and a set of dependencies among documents are pro-
posed. The 4 waves are: Creativity, Feasibility, Prototyping, and Engineering. Crea-
tivity starts with an innovation idea or a problem to be solved, described by a number 
of preliminary documents and with the creation of an innovation team. Feasibility 
defines impact and includes a refined planning to justify the required investment. 
Prototyping involves the first implementation of the initial ideas, achieving a first full 
scale working model that is tested and analyzed to verify the actual performance and 
characteristics. Engineering aims at producing the specification of the final version of 
the new product ready for the market, and the corresponding production process [5]. 
The full innovation flow from end user perspective is shown in Fig. 1. 

The SMC will observe the relevant aspects related to innovation projects manage-
ment of Loccioni Group, and to KPIs collection connected to innovative potential of a 
team or of a single project.  

3 Virtual Innovation Factory (VIF) Platform 

Before starting SMC, as end users, we collaborate with technical partner in order to 
detect technical problems, fixing bugs, and to indicate the “expected usefulness” of 
the platform components and functionality setup.  

The VIF functionality [9] that we are testing during the preparation phase are: 

• Personal Dashboard, where one can check all the personal notification,  
personal information about profile, and use the calendar. 

• Ideas Dashboard where it is possible to insert a new idea specifying: which is 
the issue, the title, the description, some tags, document in attachment and cover, 
comments, which are the members that I can choose inserting the name or directly the 
skills connected to the idea, the visibility choosing between Virtual Enterprise (VE), 
Business Ecosystem (BE), or Public (PU). Then, the end user can choose if one want 
to submit the idea to a domain expert that can evaluate posted idea and launch an 
innovation project or simply save the idea in the draft panel, sharing it only with  
selected members. 
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• Innovation project panel shows the posted ideas submitted to domain experts 
and the launched innovation projects. When an Innovation project is selected, it is 
possible to enter in the specific project page where we can set the calendar, the Gantt 
and the project member, we can submit the document, insert comments and check the 
project status. 

• Observatory panel that allows to select the sources that could come from  
social network, Semantic Web crawler, BIVEE organization dimensions ad Virtual 
enterprise, business ecosystem and world web. 

• Collaboration panel and chat tool. with Meeting rooms or forum and chat 
• VIF Admin tool to check, create and modify user list and related information, 

and VE. 

Several internal tests are conducted in order to understand the idea visibility. When 
we create the idea in the draft panel one should share the idea wizard only with se-
lected members, while, when one submits an idea he should share it with domain 
experts with specific competencies in the field of research of the proposed idea that 
should evaluate if the idea is good to start an innovation project.  

Domain expert role is a very delicate aspect. In fact the crucial argument of discus-
sion is related to the choice of domain expert. Should be chosen by the idea owner or 
there is a list of domain experts that could evaluate the idea? In this case when one 
can launch an innovation project? When just one expert gives a positive feedback or 
are there a minimum number of positive evaluations? In any case the idea should be 
attached to a specific domain because the choice of domain experts may be more 
accurate. We need to fix a deadline for this evaluation because usually, the time 
elapsed between posted idea and creativity wave start, from our point of view, needs 
to be very short. With respect to VE management, once the idea is inserted, we would 
like to decide with whom to collaborate in a VE in order to carry on the innovation 
project, considering the list of members chosen for their skills or for their degree and 
the list of selected comments related to the idea. The comments are not inserted only 
from chosen members but it should depend on the visibility that was set (VE, BE, 
PU). So we can choose, for example to collaborate with a “BIVEE user” that pro-
posed a valid solution for an idea. For these reasons we should create a VE related to 
the single innovation project and we should set the visibility of the posted idea choos-
ing from Loccioni BE, from other BEs or from a list of VEs. 

There should be a sort of “moderator or administrator” that can check all the aspect 
related to proper right in order to accept an idea, the reliability of user profile.  

Finally this innovation administrator should coordinates the evaluation of the ideas 
by domain experts, establishing reviewer, deadline,…In fact, who choice how “to take 
in charge” the evaluation of an idea? This evaluation should be obtained very quickly 
so this couldn’t be obtained only through a spontaneous candidacy of a domain expert 
but should be pushed by an administrator. 
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5 Conclusions 

For the adoption and implementation of a VIF platform able to manage the innovation 
management the preparation phase was a decisive step, absolutely not negligible. 
From end user point of view some internal procedures have to be re-organized in 
order to understand if the new methodologies introduced by BIVEE platform will 
improve innovation project management. First of all we had to re-organize the way to 
create an internal “work order” and how to automatize some operations that before 
were done manually. The implementation was not a simple and short procedure, but 
meetings and formal steps should be organized before the complete adoption of the 
VIF that will be completed with the SMC. 
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Università Politecnica delle Marche

via Brecce Bianche, 60131 Ancona, Italy
{c.diamantini,d.potena,e.storti}@univpm.it

Abstract. The present paper deals with the problem of collaboration at
strategic level in innovation-oriented Virtual Enterprises. The problem is
taken from the perspective of sharing a special kind of data, Key Perfor-
mance Indicators, that are measures adopted to monitor the achievement
of certain strategic goals. We discuss the main conflicts that can arise in
measures coming from autonomous enterprises, adopting the conceptual
multidimensional cube model. Then we propose a novel semantic model
to deal with conflicts related to the structure of a measure, that arise
when the “same” KPI is calculated in different ways by different enter-
prises. Finally, conflict reconciliation strategies enabled by the semantic
model are discussed.

Keywords: semantic reconciliation, data mart integration, data ware-
house, Key Performance Indicators, Virtual Innovation Factories.

1 Introduction

In an Open Innovation scenario [1] enterprises pool their experiences and re-
sources in order to leverage their innovation potential, and to optimize innova-
tion costs. In other words, a Virtual Enterprise (VE) is established, namely a
(temporary) network of independent organizations that collaborate in order to
achieve a common goal. In particular, they form a Virtual Innovation Factory
(VIF), aimed at the production of innovation [2]. It is a dynamic environment
where enterprises enter and leave over time according to their interest for shared
innovation projects, and is characterized by openness, autonomy and distribu-
tion of partners as well as heterogeneity and distribution of resources. From
an information system point of view, a VIF should implement all the kinds of
processes of a traditional enterprise, from (innovation) production processes, to
management and strategic control. Innovation management is the focus of the
present paper: although innovation is largely perceived as a matter of creativity,

� This work has been partly funded by the European Commission through the ICT
Project BIVEE: Business Innovation and Virtual Enterprise Environment (No. FoF-
ICT-2011.7.3-285746).

L. Iliadis,M. Papazoglou, andK.Pohl (Eds.): CAiSE 2014Workshops, LNBIP 178, pp. 274–285, 2014.
c© Springer International Publishing Switzerland 2014



Data Mart Reconciliation in Virtual Innovation Factories 275

a systematic monitoring and control of the actions performed during an innova-
tion project is necessary to transform a great idea into a new successful product,
and to guarantee efficiency and effectiveness to the whole process. In the EU
Project BIVEE1 a reference framework has been developed, that includes the
definition of a set of innovation Key Performance Indicators (KPIs). KPIs are
a kind of performance measurement, that allow to assess the achievement of
certain strategic goals, like the percentage of defective products, the level of
customer satisfaction or, in the context of innovation, the number of new ideas
produced. In order for a VIF to work properly, partners should agree on the
set of KPIs to use and share data for their assessment. The sharing of KPIs
demonstrates itself particularly challenging due to a number of heterogeneities
that can arise. They will be discussed in this paper in the context of Data Marts,
i.e. computer systems for KPI management and decision support, implementing
the conceptual multidimensional cube model.

The key element of a Data Mart schema is the fact, i.e. a particular goal to be
monitored (e.g. productivity). A Fact schema includes a set of measures, allowing
to assess the goal under different perspectives (for instance, productivity can be
measured by monitoring the total number of produced ideas, their revenue, the
average number of ideas per employee). Measures correspond in fact to the notion
of KPI. Each measure is analysed along a set of dimensions, discrete attributes,
usually arranged in hierarchies, specifying a way to aggregate and segment the
analysis. For the number of new ideas produced, relevant dimensions are time
(e.g. monthly trend), product lines, organization.

In the Literature, as shown in Section 2, much work is devoted to the problem
of reconciliation of heterogeneities that can arise when trying to integrate Data
Marts from autonomous enterprises. Among them, they mainly address conflicts
due to different naming or unit of measure conventions, structure and defini-
tion of the dimensional hierarchies. In this paper we deal with reconciliation at
measure level considering heterogeneities related to the structure of a measure,
intended as the formula used to calculate the KPI, as discussed in Section 3.

The approach, described in Section 4, relies on the definition of a semantic
multidimensional model serving as a shared global model on which every element
belonging to a fact schema in the Data Marts (i.e. measure and dimensions) is
mapped. The main novelty of such a model is that it includes both a concep-
tual definition of KPIs and the mathematical representation of their formulas.
Although the full conceptual specification of KPIs and their formulas in real-
world scenarios is a demanding task and may require a significant effort, the
experience gained within the BIVEE project suggests that such an approach is
particularly stable and robust, as the model requires only minor and incremental
changes once it has been developed. On the top of the model a set of logic-based
functionalities are defined, capable to effectively ease Data Mart integration by
supporting strategies for conflicts reconciliation based on formula manipulation,
shown in Section 5 together with a case-study. Finally, Section 6 ends the paper
and proposes extensions to this work.

1 http://bivee.eu
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2 Related Work

Although the increasing interest in collaboration and networking in business en-
vironments, there is a general lack of work on KPIs reconciliation, especially
in distributed and collaborative contexts. Most of the proposals in the Litera-
ture about integration of independent Data Marts has dealt with the resolution
of conflicts about reconciliation of heterogeneous dimensions (e.g., [3, 4]), while
only few specifically focused on conflicts about measures (e.g. [4], that proposes
an XML-based approach). Recently, due to the explosive growth of distributed
applications, semantic technologies have gained more and more interest both as
a global conceptualization useful to support the definition of semantic mappings
between the local sources and the global ontology, and then to ease reconciliation
and integration of Data Marts (e.g. [5]) However, to the best of our knowledge,
the only attempt to deal with design and interoperability issues related to the
compound nature of indicators is in [6], where mappings between measures in-
clude the description of the formula linking them. However, KPI formulas are
purely syntactic and no reasoning is enabled.

For what concerns formal definition of indicators, several approaches to se-
mantic modeling have been proposed (see [7] for a survey). However, almost all
of them are specifically targeted to support more advanced monitoring (e.g. [8])
or analysis (e.g., [8, 9]) within the context of business processes, and hence fo-
cusing only on the operational levels with little or no regard to strategic and
managerial perspectives, or to innovation KPIs. To the best of our knowledge,
the only work dealing with the explicit representation of KPI formulas is by
Barone et al. [8], in which indicators are formally represented and arranged in
hierarchies, with the aim to exploit run-time monitoring and what-if analysis of
business processes.

3 Typologies of Conflicts

Integration of heterogeneous Data Marts from autonomous enterprises is a par-
ticularly challenging task due to the multidimensional and aggregate nature
of the information. Heterogeneities lead to a large number of possible conflicts
when semantically related elements (facts, dimensions and measures) are charac-
terized by different properties. In the following, to support the discussion about
the specific typologies of conflict, we refer to a case study that will be used as
an illustrative example through the paper. Following the BIVEE framework, we
consider a scenario in which two enterprises, to establish a Virtual Enterprise,
agree on a set of KPIs to use and share data they have at disposal. These data
are the KPIs they usually adopt within the boundaries of the enterprise to mon-
itor and assess how they are innovating. Figures 1 and 2 show the Data Marts
used by the enterprise A (hereafter DMA) and enterprise B (DMB) to manage
innovation projects.

Two Data Marts are characterized by conflicts between facts if they are con-
ceived to analyse the same phenomenon in different ways. Usual fact conflicts
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Fig. 1. Innovation Data Mart of the Enterprise A

occur when Data Marts refer to different representation models (e.g., star schema
vs. snowflake). An inconsistent fact schema occurs when two semantically related
Data Marts describe the same fact through different set of measures [10], like
in the case study. This problem is similar to a structure conflict in database
integration, where the same concept is described using two different structures.

As regards dimensions, a dimension naming conflict occurs when two Data
Marts have different names for the same dimensional element (member, level or
dimension). In our example, ProductDim in DMA and ProjectDim in DMB re-
fer to the same dimension, and Team and Group in the OrganizationDim to the
same level. A dimension schema conflict occurs when Data Marts have different
dimensions or different hierarchies for the same dimension; for instance, the hier-
archy of OrganizationDim is Person → Team → Department → Enterprise in
DMA and Person → Group → Enterprise in DMB . Finally, there is a dimen-
sion member conflict when two semantically related levels differ in members.
This kind of conflict can not be recognized by just observing the Data Mart
schema, and values of dimensional tables must be considered. In our example,
since the two SMEs are autonomous, it is very likely that there are no com-
mon members, apart those for the time dimension, until the two SMEs begin to
develop projects together.

Measure conflicts occur when semantically related measures of the two Data
Marts differ in name (measure naming conflict), formulas (inconsistent formula),
values (inconsistent measures) and units (measure scaling conflict). In order to
detect these conflicts, it is necessary to rely on an expressive representation model
capable to deepen the meaning of the reported indicators. In our case study the
enterprises provide also the description of metrics used in DMs, as given in the
glossaries of Table 1 and Table 2. We observe measure naming conflicts, since
TotalCost in DMA and to TotalInnoCosts in DMB refer to the same indicator,
but they have different names: this is a case of synonymy. The use of IdeaYield
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Fig. 2. Innovation Data Mart of the Enterprise B

Table 1. Measure glossary of DMA

Data Mart A (DMA)

KPI Description

ROI Return on investment related to innovation projects, that is
the ratio between value of received orders related to prod-
ucts designed in innovation projects and costs of innovation
projects

TotalCost The sum of materials costs, personnel costs and other costs
related to innovation projects

NumInternalIdeas Number of ideas generated from enterprise’s employees

NumExternalIdeas Number of idea generated from the external stakeholders

IdeaYield The ratio of proposed ideas that have been developed

leads to another measure naming conflict, namely a homonymy. In this case, the
two measures share the same name, but from the description one understands a
variation in the way they are computed, which makes de-facto the two measures
semantically different.

It is noteworthy that it is hard to recognize homonymies relying only on the
textual description provided by enterprises, which by nature is ambiguous and
not formalized. Indicators TotalCost and TotalInnoCosts give origin also to an
inconsistent formula, since they refer to the same metric about the total cost of
an innovation project, but their description suggests a different way to compute
it. In the DMA the total cost of innovation is given as the sum of different kinds
of cost, while in DMB the formula is given as the sum of costs of each wave. Since
the cost of a wave can be divided in turn in material, personnel and other costs,
the two formulas are equivalent and corresponding measures point to the same
metric. Also, in this situation it is not easy to recognize the conflict from textual
description, and further details about formulas used to compute the indicators
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Table 2. Measure glossary of DMB

Data Mart B (DMB)

KPI Description

OrdersInnoProj Sum of total margin of orders related to innovation projects

TotalInnoCosts All costs involved in the whole innovation life-cycle (from
creativity to engineering)

NumHoursInnoProj Number of hours for innovation projects

IdeaYield Ratio between ideas proposed and ideas that have been ac-
cepted for the Engineering wave, and then will be further
developed

NumIdeaAcceptedInEng The number of idea accepted for the Engineering wave

are required. Furthermore, it is noteworthy that IdeaYieldmeasures do not lead
to an inconsistent formula: the two measures refer to semantically non-related
indicators. We have to emphasize that values provided in the Data Marts can
not be used to identify measure conflicts; since the enterprises are different,
the sets of dimensional members on which indicators are computed have almost
empty intersection. For the same reason, we do not expect any inconsistent
measures conflict in this case study; in fact, this kind of conflict occurs when
two semantically related measures, having same name and same formula, take
different values on common members. Finally, to simplify the discussion, we
assume that there are no measure scaling conflicts in our example.

Given that the two DMs have only one indicator in common (i.e. the total
cost of innovation project), more information is of course needed to monitor and
assess the innovation projects that have been carried out and will be developed
together. For instance, the two SMEs may decide that it is useful to observe also
the TotalOrdersRelatedInnovationProjects, namely the value of orders for prod-
ucts/services that have been developed as outcome of an innovation project,
and the IdeasProposed, that is the total number of ideas that have been pro-
posed for a given common project. The former KPI is available only in DMA

(i.e. OrdersInnoProj), while the latter is in no Data Mart. Hence, in order to
obtain these KPIs, each enterprise should involve their own IT Managers, pro-
viding them the new requirements and waiting for the new implementation of
the Data Mart. Such a process is time-consuming and constitutes a barrier to
the formation of a new VIF or to the entry of new enterprises in an existing VIF.
Furthermore, we have to emphasize that Data Marts store historical data ob-
tained over time by querying transactional databases, which by nature maintain
current data. Therefore, often it is not possible to obtain values of additional
KPIs related to past projects, hence producing sparse Data Marts.

4 Semantic Multidimensional Model

In this work, in order to provide support to integration of heterogeneous Data
Marts, we extend the multidimensional model with semantic annotations, by
mapping every element in a Data Mart with a corresponding concept of an on-
tology called KPIOnto. Such an ontology is devoted to formally specify and
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disambiguate the meaning of both measures and dimensions and the relations
among them. In our context every fact table contains a set of measures related
to KPIs whose semantics is formalized into KPIOnto as instances of the class
Indicator. The class Indicator arranges KPIs in classes according to the Value
Reference Model (VRM) taxonomy [11]. Indicators can be either atomic or com-
pound: while the former is obtained as direct aggregation of transactional data,
the latter is a structured datum built by combining several indicators of lower
level, that are its dependencies. An indicator is fully described only if both its
shared meaning, structure and dependencies are made explicit. For this reason,
in our model for each compound indicator a Formula must be defined, i.e. an
algebraic expression describing how to compute it from its dependencies. For

instance, IdeaY ield =
NumIdeaAcceptedInEng

IdeasProposed
.

In multidimensional models, every dimension is structured into a hierarchy of
levels (e.g., the time dimension has Year, Semester, Month, Day, Week as levels),
where each level represents a different way of grouping elements of the dimension
[12], namely members (e.g., “2013” and “2014” are members of the level “Year”
for the dimension “Time”). Resorting to the approach proposed in [13], the
dimensions along which an indicator is measured (e.g., process, organization,
time) are modeled as classes, where levels are their subclasses. A hierarchy among
members is defined through a part-of relation, that links a member of a level
to one belonging to an upper level (e.g., “June 2014”, member of “Month” is
part-of “2014”, member of “Year”).

For the implementation of the conceptual model introduced herein we make
use of various knowledge representation formalisms and languages. In partic-
ular, we refer to OWL2-RL for the representation of descriptive information
about indicators, whereas a more sophisticated representation language is needed
for the encoding of mathematical definitions of KPIs. To this aim, we rely to
MathML [14] and OpenMath [15], that are mathematical standards for describ-
ing both syntax and semantics of formulas in a machine-readable fashion. On
the top of these languages, in order to define KPI reasoning functionalities as a
support to integration and analysis, we need to represent both OWL2-RL ax-
ioms and MathML formulas in a common logic-based layer. To this end, we refer
to the first-order logic and define the functionalities in logic programming (LP),
to which both languages have a simple translation preserving expressiveness and
(sub)polynomial complexity in reasoning.

Hence, KPI reasoning functionalities are implemented as Prolog predicates,
and include basic functions for formula manipulation, capable to simplify and
solve an equation, and more specific functions to support integration and ad-
vanced analysis. The support to the integration is mainly based on functions for
checking inconsistencies among independent definitions of indicators and for the
reconciliation of indicators provided by different enterprises. For what concerns
analysis, the proposed ontological model enables usual OLAP operations over
indicators, namely roll-up, that has a direct correspondence with the part-of
relationship, and drill-down. Moreover, the ontological description of formulas
and dimensions enables a generic method for exploring multidimensional data by
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moving from one level of detail to the next, namely an extended drill-down. This
operator generalizes the definition of drill-down, allowing to decompose the value
of a KPI both descending the hierarchy of a dimension (from the value about
“2013” to values about “January 2013”, ..., “December 2013”) and extracting
the values of components of its mathematical formula (from “IdeaYield” to “Nu-
mIdeaAcceptedInEng” and “IdeasProposed”).

In addition, further predicates are devoted to provide specific support for
Virtual Enterprise setup. Such functions are developed to support enterprises in
understanding how a certain indicator can be measured by using other indicators
already available in the ontology, exploiting inference and algebraic manipula-
tions over the set of formulas. We refer the interested reader to [2] for more
details on KPIOnto and to [16] for more details on reasoning functionalities.

5 Conflict Reconciliation

By exploiting the semantic model described in previous section, several con-
flicts can be easily solved once the semantic annotation of the Data Marts has
been performed. Annotation is usually done by means of manual/automatic
techniques well studied in the Literature [17], that for lack of space are not dis-
cussed here. For what concerns naming conflicts, two elements from different
Data Marts linking to the same ontological concept are considered synonymous.
As concerns dimension schema conflict, the joint use of part-of relations between
levels’ members and the semantic annotation of Data Mart elements, as exem-
plified in Figure 3, allows us to derive common hierarchies and, hence, to resolve
the conflict. As an example, consider the conflict due to the OrganizationDim

dimension of our case study:

– since members of both level Team in DMA and level Group in DMB point to
the same class in the ontology, the two levels are equivalent;

– since instances of the Team class in the ontology are part-of instances of De-
partment class, which in turn are linked by the same relation with instances
of Enterprise class, and being part-of transitive, we derive that instances of
Team are part-of instances of Enterprise.

As a consequence, the OrganizationDim hierarchy of DMA is contained in
the one of DMB . Hence, the hierarchy Person → Team → Enterprise is shared
by the two DMs, and can be used to perform drill-across queries over both DMs.

A specific goal of this work is to addressmeasure conflicts that occur when two
measures are associated to different formulas. Differently from other proposals in
the Literature, given the explicit formal representation of mathematical formulas
of KPIs, our semantic model allows to automatically recognize:

– homonymies, avoiding to handle in the same way two measures with the
same name that are semantically not equivalent;

– inconsistencies among formulas.
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Fig. 3. Mappings between elements in DMs and corresponding concepts in KPIOnto

With respect to the first case, in the example of Section 3 an homonymy occurs
between the two measures IdeaYield. As a matter of fact, in the DMA the mea-

sure is computed by the formula IdeaY ieldA =
IdeasDeveloped

IdeasProposed
, while for the

DMB the formula is IdeaY ieldB =
NumIdeaAcceptedInEng

IdeasProposed
.

Since all instances of class Indicator are declared to be different from each
other2, IdeasDeveloped and NumIdeaAcceptedInEng denote different indicators
in the ontology, and as a consequence IdeaYieldA and IdeaYieldB are different as
well. Therefore, having the same name but different meanings, the two measures
IdeaYields in the DMs are homonyms. As regards the second case of measure
conflicts, according to their descriptions in Tables 1 and 2 the two measures

2 In KPIOnto this condition is implemented through the DifferentIndividuals axiom
of OWL2, that axiomatises the Unique Name Assumption.
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TotalCost and TotalInnoCosts have the same meaning. However, an inconsis-
tency can be identified between their formulas:

DMA: TotalCost = MaterialsCosts+ LabourCosts+OtherCosts
DMB: TotalInnoCosts = CostsCreativity + CostsFeasibility +

CostsPrototyping + CostsEngineering

By using formulas in the ontology we have that MaterialsCosts is the sum of
costs related to materials of the four phases of an innovation project3, and the
same holds true for LabourCosts and OtherCosts (see Figure 3). Furthermore,
costs of each phase is given as the sum of costs of materials, labour and other
for the given phase. As a consequence, it is straightforward to derive that the
formulas for TotalCost and TotalInnoCosts, although syntactically different,
are mathematically equivalent. Hence, the two measures can be mapped to the
same indicator in the ontology.

The proposed semantic model allows to extract also information that is not
explicitly provided by schemas of DMs. Besides the application to the problem
of integration of heterogeneous Data Marts, this approach can be also applied
to the execution of drill-across queries. In both cases the output is a new view
over the whole data warehouse: while a new integrated Data Mart can be con-
sidered a materialized view, a drill-across generates a virtual view. To provide
an example, a drill-across query can be used to extract the value of orders re-
lated to innovation projects (i.e. TotalOrdersRelatedInnovationProjects), which
is directly provided only by one enterprise, or the number of ideas proposed (i.e.
IdeasProposed), that is not given in any Data Mart. In the following, we discuss
this second example, as it is more general.

Let us assume that the two SMEs are working on a joint innovation project
called P. During the collaboration the two enterprise have continued to col-
lect KPIs as represented in DMA and DMB , without altering their policies for
data sharing and their information systems. At VIF level, SMEs want to anal-
yse the values of IdeasProposed for the whole project P and for each Month,
without providing further details about organization (i.e. at maximum level of
the OrganizationDim). In order to simplify the description, we introduce the
following notation for a multidimensional query MQ:

MQ =< {I, L,M, σ, S} >

where I is the set {i1, . . . , in} of requested KPIs, L is the set {l1, . . . , lm} of
requested levels, M the set {m1, . . . ,mm} of members on which to filter, σ is
an optional boolean filtering condition, and S is the source Data Mart. While
M works on members, the filter σ defines a condition on other elements of
the DM: both descriptive attributes of dimensional schema (e.g. Budget>50K)
and values of measures (e.g. NumInternalIdeas<NumExternalIdeas). Hence, the
previous query at VIF level becomes:

MQ =<{IdeasProposed},{Product, Month},{Product=’P’},TRUE,VIF>
3 In BIVEE they are named Creativity, Feasibility, Prototyping, Engineering.
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In order to answer the query, we proceed as follows:

1. From the ontology, we obtain that the aggregation function of IdeasProposed
is SUM along all dimensions. Hence, given the additivity of the measure, the
query can be rewritten as follows:
MQ = MQA +MQB, where:
MQA =<{IdeasProposed},{Product,Month},{Product=’P’},TRUE,DMA>
MQB =<{IdeasProposed},{Product,Month},{Product=’P’},TRUE,DMB>

2. From the formula of IdeasProposed in the ontology (see also Figure 3), MQA

becomes:
MQA =< {NumInternalIdeas+NumExternalIdeas},{Product, Month},
{Product=’P’},TRUE,DMA>

3. By using reasoning services, we infer a new formula for IdeasProposed, which
is built on measures provided in DMB, and allow us to rewrite MQB:

MQB =< {NumIdeaAcceptedInEng

IdeaY ield
},{Product,Month},

{Product=’P’},TRUE,DMB>

6 Conclusion

In this paper we discussed a preliminary work on an ontology-based approach
for supporting the reconciliation of heterogeneous Data Marts in the context of
Virtual Innovation Factories, in which collaborating partners share some data
in order to achieve a common innovation project. We analysed the various types
of conflicts occurring in Data Mart integration, and presented a strategy for
reconciliation of conflicts related to measures, that in our context refer to KPIs
measuring parameters of an innovation projects. Unlike other solutions in the
Literature, the usage of a semantic description of KPIs and their formulas, to-
gether with the reasoning functionalities, allows to recognize both homonymies
among measures, and algebraic equivalences/inconsistencies among formulas.

Although the approach described herein is focused on reconciliation, it can be
extended with the aim to recognize also similarities among indicators that have
different but structurally similar formulas, e.g. X ∗ Y and X ∗ Y + c. Further
investigation will also be devoted to consider other typologies of conflicts that
may occur among indicators with the same formula but with different descriptive
properties. For instance, the conflict related to different sets of dimensions for
the same indicator can be reconciliated by aggregating at the highest level those
dimensions that are not in common.

Within the BIVEE project, 356 KPIs (of which 281 compound and 75 atomic)
have been represented so far according to the model described in this paper. The
evaluation of complexity and completeness issues of the reasoning functionalities
in this real-world context will be topic of future work.
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Abstract. Earlier software architecture design is essential particularly
when it comes to security concerns, since security risks, requirements
and architectures are all closely interrelated and interacting. We have
proposed the security driven twin peaks method with a mutual refine-
ment of the requirements, and architectures. However, there are multiple
alternatives to an architecture design for initial requirements, and their
choices depend on non-functional requirements (NFRs), such as secu-
rity, performance, and costs which have a big impact on the quality of
the software. We propose a new method called TPM-SA2 to avoid any
back-track in refinement. Each architectural alternative in TPM-SA2 is
refined so that it aligns with the requirements. For each refinement, the
requirements can be updated vice versa. TPM-SA2 enables us to pre-
dict the impacts on the NFRs by each candidate for the architecture,
and choose the most appropriate one with respect to the impact. As a
result, we can define the requirements and architectures, and estimated
the development costs earlier than ever.

1 Introduction

Security requirements analyses are often caught in a dilemma. Although precise
and comprehensive threat analysis needs architectural design in detail, it is hard
to obtain decomposed architectural design specification in the early requirement
analysis stage. The pure water fall model of software development is not enough,
so that we need to elaborate on the security requirements and the architecture
simultaneously. The twin peaks model [12] is a promising alternative for such
development styles involved in security requirements analysis.

In addition, it is also difficult to simultaneously consider several kinds of non-
functional requirements for selecting an appropriate software architecture. There
is a trade-off among different non-functional requirements, e.g., security may
affect the performance and usability, and the performance is generally related to
the scalability. We need to find suitable architectures to meet such non-functional
requirements with priority.

We have proposed a concept of security oriented twin peaks model, called
the Twin Peaks Model application for Security Analysis (TPM-SA) [14].

L. Iliadis,M. Papazoglou, andK.Pohl (Eds.): CAiSE 2014Workshops, LNBIP 178, pp. 286–298, 2014.
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Although we evaluated our method using some examples in our previous work,
the evaluation revealed the following practical issues:

1. The boundary between the requirements and the design is unclear;
2. Although there are generally two or more architectural alternatives, it is

hard to select the best architecture without conducting a detailed design
analysis;

3. There is no criterion for evaluating the architectural alternatives; and
4. We need a method for considering other non-functional requirements such

as the performance requirements.

Thus we proposed a new requirements analysis method called TPM-SA2
(Twin-Peaks Model application for Security Analysis, Square) [15]. We can an-
alyze two or more non-functional requirements and the architecture with a twin
peaks model using this method. We can, then, select the best architecture based
on an estimation of the impact on the non-functional requirements. In other
words, our major contributions are an elicitation process for two or more require-
ments, and the evaluation framework for the architectural alternatives from the
multi-requirements points of views.

In this paper we do detailed analysis and evaluation of our TPM-SA2 with
an example of software on a geolocation service.

This paper is organized as follows. Section 2 discusses techniques including
our previous work. Section 3 describes our new method based on the Twin Peaks
model, and Section 4 illustrates an example to which we applied our method.
Section 5 discusses the results from using our method, and Section 6 reviews the
related works. Finally, we summarize the paper and discuss our future work.

2 Related Work

This section describes related works on analysis of security requirements and
architecture. At first, we introduce our recemt work called TPM-SA, and then
compare with other works.

2.1 TPM-SA: Twin Peaks Model for Security Analysis

We proposed mutual refinement process between security requirements and ar-
chitecture called TPM-SA [14]. TPM-SA is based on the Twin Peaks Model
(TPM) [12].

The TPM-SA offers a developing framework for two-level structures for adopt-
ing TPM for the security. The first level defines the entire process in the form
of a spiral that achieves mutual and stepwise refinement of the security require-
ments and architecture. The second level defines each cycle of the spiral that
requires the detailed steps for the security analysis. The term “architecture” in
this paper includes the system structure, software structure, design specifica-
tions, infrastructure, middleware, and the programming language.
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The security requirements (countermeasure) and the architecture are refined
in the spiral flow stages with the iteration of the security analysis and design.
This process is assumed to be conducted after the functional requirements have
been elicited. Therefore, the inputs for this process are the functional require-
ments. In the first cycle of the spiral, the functional requirements are the inputs.
The first refinement level of the architecture can be assumed from the functional
requirements. A security analysis is conducted with the help of the assumed ar-
chitectural information. It helps in imagining the architecture-specific assets and
attacks. As a result, the security requirements are outputs at the first refinement
level. In the subsequent cycles, the security requirements that were outputs in
the previous cycle are the inputs, and then more refined security requirements
and architectures are the outputs. The main motivation of the “refinement” in
the TPM-SA is to add some new requirements by taking the architecture into
considerations, and adding a new architecture from these requirements. This is
the essential difference between the original TPM and Security Twin Peaks [5].
Their refinement mainly focuses on decomposing the already identified goals and
requirements, and does not focus on adding new elements.

For the steps in each cycle of the spiral, we classified the artifacts into two
groups, “Requirements” and “Architecture”. We also classified assets into two
groups: Architecture-independent Assets (AIA) and Architecture-specific Assets
(ASA).

2.2 Other Works

We use the following criteria for comparing the methods that contribute to
simultaneously refining security requirements and architecture.

(C1). A method that enables us to update the requirements and architecture
simultaneously.

(C2). A method that can be performed step by step based on the architectural
decisions.

(C3). A method that enables us to comprehensively find the security require-
ments based on the analysis of the architecture independent assets (AIA) in
addition to the architecture specific assets (ASA).

(C4). A method that enables us to maintain the traceability among the assets,
threats, and countermeasures.

(C5). A method that enables us to analyze multiple quality requirements such
as the usability, reliability, and security.

(C6). A method that helps us to decide when we may stop refining the require-
ments and architecture in the early stages of system development, i.e., the
requirements definition stage.

(C7). A method that enables us to find and compare several alternatives for
refining the requirements and architecture.
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Table 1. Comparison of methods based on criteria

method \ criteria (C1) (C2) (C3) (C4) (C5) (C6) (C7)

TPM-SA2
√ √ √ √ √ √ √

TMP-SA
√ √ √ √

GORA
√ √

KB
√ √

EXP
√

PATTERN
√

SQUARE
√ √

STP
√ √ √

LISA
√

ATAM
√ √

The acronyms in Table 1 denote the following methods.

– TPM-SA2: Method proposed in this paper.
– TMP-SA: Previous version of our method for refining simultaneously the

security requirements and architecture [14].
– GORA: Goal-oriented requirements analysis [8] [9] [11] [18].
– KB: Knowledge based approaches [17] [6].
– EXP: Exploring exceptions [9] [4].
– PATTERN: Pattern-based approaches [2] [3].
– SQUARE: System Quality Requirements Engineering [10].
– STP: Security twin peaks model [5].
– LISA: Integration of requirements and design decisions using architectural

representation [19].
– ATAM: Architecture Tradeoff Analysis Method [1] [7].

As listed in Table 1, TPM-SA2 is developed to meet the fifth, sixth and seventh
criteria above.

3 Revised TPM-SA: TPM-SA2

We have proposed a security driven refinement method for the requirements and
architecture that enables for the early and appropriate architecture selection
from multiple alternatives [15]. The reason why we mainly focused on security is
that it has greater, more unintended and unavoidable impacts on the software.
Most of the other NFRs like the usability and performance are predictable, and
if some problems are found in the later stage they may be acceptable. However,
most of the security problems found in the later stages are critical and force the
stakeholders to remedy them.

3.1 Steps in TPM-SA2

TPM-SA2 lets the developers predict the refined requirements and architectural
designs in the first refinement level. It also lets them estimate the impact on the
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Fig. 1. Prediction Process in TPM-SA2

NFRs for each alternative. This step provides a solution to the criteria (expressly
(C5)-(C7)) mentioned in Section 2.2; a reduction of redundant backtracking in
refinements and the consideration of other NFRs.

for (C5). With TPM-SA2 analysts can estimate multiple NFRs for each de-
signs.

for (C6). TPM-SA2 provides analysts rough estimate of NFR impacts for each
architecture at the requirements analysis stage.

for(C7). With TPM-SA2 analysts can compare the architecture choices with
estimating the NFRs impacts.

The inputs and outputs of TPM-SA2 are as follows:

– Inputs: functional requirements and non-functional requirements (NFRs).
The NFRs consist of the quality requirements, design and architectural con-
straints.

– Outputs: refined requirements and intended architecture.

Figure 1 indicates the process for predicting in the architecture assumption
steps of TPM-SA2. The process can provide analysts a rough estimate of the
effect of architectural choices on security, NFRs and costs in advance.

Step 1). Obtain the requirements from the first refinement level 0 (r(0)). The
inputs above are these requirements.

Step 2). Assume the architectural alternatives a(0, 0), a(0, 1),.. a(0, n) which
meet r(0). Steps 1) and 2) are the preparation steps of the prediction process.

Step 3). Apply the mutual refinement in TPM-SA to each alternative. TMP-
SA is explained in 2.1. Since each alternative can cause refinement and/or
modification of r(0, 0), each alternative is related to different requirements.
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Step 4). Evaluate each architectural alternative in the final level x with respect
to the NFRs for the requirements corresponding to the alternative. The eval-
uation criteria such as the metrics should be prepared for each NFR. Choose
the best one after the evaluation. The developer will follow the branch path
that contains the leaf with the best NFR value in the following refinement
steps.

Step 5). Determine the architecture that includes the best leaf chosen in Step
4) within its branch path.

Each path from r(0) to r(x, i) in Figure 1 corresponds to the mutual refine-
ment of the requirements and architectural alternative. Our previous method
TPM-SA [14] can be used for this refinement.

3.2 Prioritizing Alternatives with Respect to NFRs

As to the steps in Section 3.1, several different architectural alternatives are
obtained. For each architectural alternative, initial requirements are respectively
refined and/or updated. We then prioritize these alternatives with respect to the
NFRs specified in the initial version of the requirements. If we cannot prioritize
the alternatives with respect to one NFR, we have to continue the refinement of
the architecture and requirements according to the steps in Section 3.1. We may
stop the refinement when we can perform the prioritization.

Since each NFR has different criteria for the prioritization, we first prioritize
the alternatives with respect to each NFR. The experts for each NFR have to
provide its criteria. For example, a criterion about the learnability can be defined
based on the expected scenarios for system usage, and the characteristics of an
architecture that partially provides the effects to such scenarios. The usability
experts have to give such criterion based on their expertise. When this method is
applied to the improvement of existing systems and the costs for the development
is crucial, we can use the impact analysis [13] as a criterion for the costs. A
prioritization with respect to a NFR normally differs from a prioritization with
respect to another. For example, architecture X is preferred to architecture Y
with respect to the usability. However, Y is preferred to X with respect to the
performance.

If a NFR is more important than the others, we can simply use its criteria
for prioritizing the architectural alternatives. If several NFRs are important, we
have to combine the results of their prioritizations so that we can simultaneously
take them into account. We can use AHP technique [16] for the combination of
several different prioritizations.

4 Illustrative Example: Geolocation Service

In this section we illustrate the application of TPM-SA2 to a system to clarify
how it works and how effective it is.
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4.1 First-Level Requirements

We focus on a context-aware system that provides services to users according to
their context, e.g., geolocation. Some examples of the services are recommending
good restaurants that are close to users or finding vacant car parks. The first-
level requirements for the system are as follows:

– Functional requirements (FRs)
• F1: Users can search the services provided according to the location and
time, and several services are recommended.

• F2: Users can rank the recommended services according to their prefer-
ences.

• F3: Users can rank the services according to the current trend.
• F4: Users can select some of the services.

– Non-functional requirements (NFRs)
• Q1: The entire FRs must be securely performed. (security)
• Q2: The entire FRs must be quickly performed. (performance)
• Q3: The development costs of entire FRs should be low. (cost)
• Q4: The system will be in operation as soon as possible. (time of delivery)
• Q5: Users can easily use the FRs. (usability)

Even for the first-level requirements above, there are several assets to be threat-
ened as follows:

– A1: Recommended services.
– A2: Ranking based on personal preferences, time and location.
– A3: Ranking based on the trend.
– A4: Chosen services.

These assets can be regarded as architecture-independent assets (AIAs) in TPM-
SA. However, privacy information such as the person’s name, age, and gender
are not always an asset based on the first-level requirements because the trace-
ability between the person and his/her private information is not always required
in these requirements. They are actually candidates for the architecture-specific
assets (ASAs) because some architectural types involve them in the refined re-
quirements.

4.2 Exploring Alternatives

By the threat analysis for the first-level requirements, the following threats can
be identified.

– Tampering of the service choices
– Tampering of the service ranking information
– Tampering of the services that a user selected

On the other hand, there are two major choices at architecture level 0 for the
first-level requirements.
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Table 2. Architectural alternatives

level 0 1 2 3

mobile

anonymous (a1)

user identification

by user ID, password
rich client (a2)

cloud (a3)

by terminal id
rich client (a4)

cloud (a5)

ubiquitous
setting new terminals and sensors

anonymous (a6)

user identification
by id cards, passwords (a7)

by biometrics (a8)
using existing terminals

(such as vending machines) anonymous (a9)

1. Mobile devices and their network infrastructure Many people today have
their own smartphones, which provide a powerful functionality for storing
data, communicating with servers, identifying the current location and time,
and so on. Most of the requirements can be mainly implemented on the
smartphones using various sensors.

2. Ubiquitous infrastructure like in Oulu city1 In contrast to the mobile devices
infrastructures, public devices are pre-located all over the city within this
infrastructure. The users thus do not have to bring their own devices, but
can use the system based on the requirements above. In this case, most of
the requirements are implemented on the servers.

The requirements may need to be modified, added, or even deleted accord-
ing to the architectural choice. Architectural designs may also be affected by
the change in requirements. For example, the first requirements do not require
the identification of the users. However, some architecture such as smartphones
might bring about new requirements for user identification because they are
closely linked to their owners and their personal information. If the architectural
alternatives containing user identification and authorization ((a2)-(a5)) are cho-
sen, the software has to be able to protect the new assets: the user credentials
and privacy data. The following threats arise according to the assets.

– The leakage of the users’ private sensor data such as the time and geolocation
– The leakage of the selected services that might cause a violation of the users’

privacy

Therefore, most cost is needed for implementing the protection of these assets
in the alternatives because of the potential threats. More cost is needed for the
authentication with user IDs and passwords ((a2), (a3)), while authentication
based on a terminal id needs less cost ((a4), (a5)), but contains higher security
risks.

1 http://www.ubioulu.fi/en/home
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There are other architectural choices: rich client type ((a2), (a4)) or server
type (a3), (a5)). The former mainly needs implementation on clients systems,
and the latter mainly on servers. Although the rich client type usually provides
better usability than the server type, it brings about other assets from the client
environments and other protection costs as well.

4.3 TMP-SA in an Alternative

Since each alternative is derived based on the TMP-SA, we will explain how to
concretely derive one alternative. We focus on alternative (a3) in Table 2 because
it is threatened more often than the others.

Based on the infrastructure for mobile devices, the location information be-
comes ASA because it could be tampered with while being sent. We don’t have
to worry about the time because the system will have its own clock. In addi-
tion, the communication paths also become ASA because all the information is
sent and received via wireless communications. As a result, we find the following
ASAs at level 0 in the mobile infrastructure listed in Table 2.

– A5: Location information
– A6: Communication paths

To protect these new assets, we need the following functional and non-functional
security requirements as countermeasures.

– F5: Location will be identified.
– F6: Devices will communicate with the system.
– Q6: F5 will be accurately achieved.
– Q7: F6 will be achieved in integrity.

User identification is useful for F2 because the users’ preferences can be registered
in advance. It is also useful for F3 because the system can accurately identify the
trend. Without the user identification, some malicious users may intentionally
and repeatedly select some specific services to make them more popular than
the facts. The following asset is thus added at level 1 (a3) in Table 2.

– A7: User identification

Of course, others must not reuse A7. Based on this asset, the following require-
ments are elicited.

– F7: The system will accept the user identification, and authorize the user.
– Q8: F7 is confidentially achieved.

In the same way, the following assets and requirements are identified and elicited
at level 2 (a3).

– A7’: Issuable user identification.
– F8: The system will issue the user identification.
– Q9: F8 will be identifiably achieved.
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Table 3. Criteria weight

security 0.140

performance 0.047

usability 0.196

cost / time of delivery 0.616

Table 4. Estimation results using AHP

id security performance usability cost / time of delivery total

(a1) 0.0617 0.0245 0.0075 0.2553 0.3491

(a2) 0.0122 0.0101 0.0400 0.0523 0.1146

(a3) 0.0457 0.0026 0.0115 0.0761 0.1359

(a4) 0.0048 0.0081 0.1076 0.0630 0.1835

(a5) 0.0159 0.0022 0.0294 0.1694 0.2169

Finally, we have the following at level 3 (a3).

– A8: Personal preferences registered in advance.

– F8: Personal preferences will be registered and updated.

– Q10: F8 will be achieved in integrity.

We have three assets, four functional requirements and five non-functional re-
quirements in addition to the first-level requirements. In the other alternatives
listed in Table 2, some of them do not have to be taken into account. For exam-
ple, A7’, F8, and Q9 are out of the scope in (a4) and (a5) because the terminal
ID cannot be issued by the system.

4.4 Prioritization

With our prediction method, nine architectural alternatives listed in Table 2
can be assumed. We prioritized the NFRs based on an assumption of a certain
development project in which the priority order is the cost, security, usability
and performance. Then, we estimated the alternatives (a1)-(a9) using analytic
hierarchy process (AHP) [16]. AHP is a method for decision making based on
mathematics and psychology. With AHP, analysts determine weights for every
decisions and its factors. The criteria weights computed are listed in Table 3.

We eliminated (a6)-(a9) because they require the social ubiquitous infrastruc-
ture, which the system cannot solve by itself. The evaluation results for the other
five alternatives is described in Table 4. Unless the system needs the user iden-
tification, (a1) is the most appropriate decision. If it requires user identification,
(a4) is the best choice.
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5 Discussion

As shown in Section 4, one of the advantages of TPM-SA2 is that the developers
can estimate and compare the impact of multiple architectural alternatives and
decide on the best one in the very early levels of refinement. Another advantage
over TPM-SA is that with TPM-SA2 developers consider not only the security
but also other NFRs such as the performance, cost, and usability. As the “se-
curity” column of Table 4 indicates, if the developers evaluate only the security
using TPM-SA, the second order of priority is (a3). But it may not meet other
NFRs such as the cost. With TPM-SA2, the second order is (a5) using evaluation
of multiple NFRs according to the stakeholders’ preference.

Our TPM-SA with prediction has some drawbacks. One of them is that the
prediction step in the first level is heavy and time-consuming since it requires
the traversal of all the branches through all the refinement levels. However, the
following information might reduce the deeper traversal from some nodes.

– Past estimation results
This knowledge is particularly useful for the enhancement of existing soft-
ware. If there is an architectural design that is the same as that that the
design developers are assuming through the prediction process, and the NFR
values have already been estimated, and the developers can use these values
instead of proceeding into the deeper levels.

– NFR patterns
Patterns that contain sets of NFR values related to certain architectural
designs are also useful. If the assumed architectural alternative matches one
of the NFR patterns, the developers can use the values of the pattern such
as the past estimation results.

6 Conclusion

We proposed a new method called TPM-SA2 that elicits non-functional require-
ments and an architecture based on the Twin Peaks Model. In detail, we at
first specify the concerns about not only the security requirements but also
the other non-functional requirements with the architectural alternatives. We
can, then, select the best architecture based on estimation of the impact on the
non-functional requirements. TPM-SA2 enables us to explore the non-functional
requirements step by step to make adequate architectural decisions from the
multi-non-functional requirements’ points of view. We applied our method to
an application to evaluate it. The results of the evaluations illustrated that our
method is especially effective for the iterative development.

Our future work includes developing a tool that supports our methods. Since
TPM-SA2 uses domain knowledge concerning the non-functional requirements
and expected architectural decisions, such issues can be automatically aligned
with the currently elicited security requirements using the domain ontology.
Mining architecture patterns which can help estimating security and costs and



Requirements Refinement and Exploration of Architecture 297

pruning, is also the future work In addition, non-functional requirements elicita-
tion process can be automatically managed according to the obstacles. The non-
functional requirements sometimes conflict with other kinds of non-functional
requirements. Therefore, we have to improve our TPM-SA2 to detect such con-
flicts to resolve them (semi-)automatically. We also need to apply TPM-SA2 to
realistic projects to clarity its advantages and limitations.

References

1. Bass, L., Clements, P., Kazman, R.: Software Architecture in Practice, 2nd edn.
Addison-Wesley (2003)

2. Fernandez, E.B.: Security patterns and secure systems design. In: Bondavalli, A.,
Brasileiro, F., Rajsbaum, S. (eds.) LADC 2007. LNCS, vol. 4746, pp. 233–234.
Springer, Heidelberg (2007)

3. Ferraz, F.S., Assad, R.E., de Lemos Meira, S.R.: Relating security requirements
and design patterns: Reducing security requirements implementation impacts with
design patterns. In: ICSEA, pp. 9–14 (2009)

4. Guo, Z., Zeckzer, D., Liggesmeyer, P., Mackel, O.: Identification of security-safety
requirements for the outdoor robot ravon using safety analysis techniques. In: In-
ternational Conference on Software Engineering Advances, pp. 508–513 (2010)

5. Heyman, T., Yskout, K., Scandariato, R., Schmidt, H., Yu, Y.: The security twin
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Abstract. Cloud computing technology attracted many Internet users and or-
ganizations the past few years and has become one of the hottest topics in IT. 
However, due to the newly appeared threats and challenges arisen in cloud 
computing, current methodologies and techniques are not designed for assisting 
the respective forensic processes in cloud environments. Challenges and issues 
introduced, require new solutions in cloud forensics. To date, the research con-
ducted in this area concerns mostly the identification of the major challenges in 
cloud forensics. This paper focuses on the identification of the available tech-
nical solutions addressed in the respective literature that have an applicability 
on cloud computing. Furthermore it matches the identified solutions with the 
respective challenges already mentioned in the respective literature. Specifical-
ly, it summarizes the methods and the proposed solutions used to conduct an 
investigation, in comparison to the respective cloud challenges and finally it 
highlights the open problems in the area of cloud forensics. 

Keywords: Cloud Computing, Cloud Forensics, Cloud Forensics Challenges, 
Cloud Forensics Solutions, Review. 

1 Introduction 

In recent years, the traditional computer technology has been transformed into new 
forms of services dictated by Internet changes. Cloud computing has dominated our 
world giving a different perspective and new horizons opened to companies and organi-
zations with virtualized services providing, mostly, flexibility, elasticity and on-demand 
service. Complimentary to the above, the cost reduction along with the benefit of elimi-
nating training and maintenance made cloud very popular. However, the development 
of this new technology attracted a number of people to carry out criminal activities leav-
ing almost no evidence behind.  

Due to the distributed and virtualized environment, cloud forensics is facing a great 
deal of challenges in comparison to traditional forensics. The ability to conduct a 
proper cloud forensic investigation depends on the methods and tools used to acquire 
digital evidence. Unfortunately, current methods and tools do not meet the standards 
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on cloud computing [1], [2], [3], [4]. Many authors have dealt with these challenges 
and proposed new solutions and frameworks to overcome the problems.  

Within this work, we summarize the challenges and issues raised in cloud compu-
ting environments regarding the cloud forensics process. We, then, explore the cloud 
forensic solutions addressed to the challenges and a summary of these findings is 
presented based on a detailed literature review. Specifically the paper is organized as 
follows. In section 2 a table summarizing the challenges identified in cloud forensics 
is presented. Section 3 presents the current cloud forensic solutions addressed based 
on the identified challenges. Finally, section 4 concludes the paper by presenting a 
categorization of the results and raises future research issues derived from this review. 

Since cloud forensics is a newly developed research area our main and primary  
fo-cus was to conduct a thorough analysis of the respective literature in order to 
present an analytic review of the existing solutions regarding the challenges in the 
respective field. It is not in the scope of this paper to cover the quality of the audit 
control. The starting point of the review was some certain scientific papers on cloud 
forensic issues and we broadened our review to the related work referenced. After 
studying these papers our review broadened to less related academic reports and pa-
pers from the field of cloud computing.  

2 Cloud Forensic Challenges 

Although cloud computing has been introduced and used in the market enough years, 
the cloud forensics is still at its infancy. There are still many open issues and chal-
lenges to be explored. Past years many researchers have tried to identify the  
challenges and the work produced by some of them is accurate and well documented. 
The cloud forensics challenges identified from the review conducted in the respective 
area can be categorized into identification stage, preservation and collection stage, 
examination and analysis stage, and presentation stage. Table 1 summarizes the chal-
lenges identified in the three service models [5]: 

Table 1. Cloud Forensics Challenges 

Cloud Forensic Challenges / Stage 
Applicable to 

IaaS PaaS SaaS 
Identification 
Access to evidence in logs partly √ √ 
Physical inaccessibility √ √ √ 
Volatile data √ X X 
Client side identification √ X √ 
Dependence on CSP - Trust √ √ √ 
Service Level Agreement (SLA) √ √ √ 
Preservation - Collection 
Integrity and stability √ √ √ 
Privacy X √ √ 
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Table 1. (Continued.) 

Time synchronization √ √ √ 
Internal Staffing √ √ √ 
Chain of custody √ √ √ 
Imaging X √ √ 
Bandwidth limitation √ X X 
Multi-jurisdiction - collaboration √ √ √ 
Multi-tenancy √ √ √ 
Examination – Analysis 
Lack of forensic tools √ √ √ 
Volume of data X √ √ 
Encryption √ √ √ 
Reconstruction √ √ √ 
Unification of log formats √ √ √ 
Identity √ √ √ 
Presentation 
Complexity of testimony √ √ √ 
Documentation √ √ √ 
Uncategorised 
Compliance issues √ √ √ 
 

Some may consider that certain of the above challenges are not part of the cloud 
forensics process/stage as they regard them input to the forensic process itself. Still, 
most of the researchers identified in the review [1], [2], [3], [4], argue that all of the 
challenges referred in Table 1 must be considered as challenges. 

3 Current Solutions 

After summarizing the cloud forensics challenges this section presents all possible solu-
tions addressing clarified challenges, identified from an analytical review conducted  
in the respective area. In the following section identified solutions are presented catego-
rized per challenge. 

3.1 Access to Evidence in Logs 

This challenge is the most important one in cloud forensics and is referred from every 
researcher that deals with the respective field. Many of them have come up with solu-
tions such as Sang [6], who proposed a log-based model which can help to reduce the 
complexity of forensic for non-repudiation of behaviors on cloud. He proposes that 
we should keep another log locally and synchronously, so we can use it to check the 
activities on SaaS cloud without the CSP’s interference. The local log module will use 
information such as unique id and timestamp on the log record locally. HASH code 
will be also used to detect modification on the log files. In PaaS, the CSPs should 
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supply a log module on PaaS to the third-party in order to create a customized log 
module, for both of the consumer side and the cloud side. 

In PaaS, since the customers have full control on their application over a prepared 
API, system states and specific application logs can be extracted. Birk et al. [1] pro-
posed a logging mechanism which automatically sign and encrypt the log information 
before its transfer to a central logging server under the control of the customer. This 
mechanism will prevent potential eavesdroppers from being able to view and alter log 
data information on the way to the logging server. 

Solving the cloud logging problems Marty [7] proposed a log management archi-
tecture that involves three steps: enable logging on all infrastructure components to 
collect logs from, setup and configure log transport and finally tune log sources to 
make sure we get the right type of logs and the right details collected. He states that 
every log entry should log what happened, when it happened, who triggered the event 
and why it happened. According to this, the minimum fields need to be present in 
every log record are: Timestamp, Application, User, Session ID, Severity, Reason and 
Categorization. He also recommends an application on how log entries should be 
structured. At the end an application logging infrastructure at SaaS company was 
implemented using application components such as Django, JavaScript, Apache, 
MySQL, Operating system and Java Backend. Zawoad et al. [2] mentioned that al-
though the advantages to this approach are several, the specific work does not provide 
any solution about logging network usage, file metadata, process usage and many 
other evidence, which are important for forensic investigation in IaaS and PaaS. 

Damshenas et al. [8] suggested a solution in PaaS, to prepare an API to extract re-
levant status data of the system, limited by the data related to the client only. In SaaS, 
depends on the interface, he proposed to implement the feature to check the basic logs 
and status of the client’s usage. The above features should provide read-only access 
only and demands for specific log and system status manager running as a cloud  
service. 

According to Zafarullah et al. [9] logging standards should be developed, which 
ensure generation and retention of logs and a log management system that collects 
and correlates logs. A cloud computing environment was setup using Eucalyptus. 
Using Snort, Syslog and Log Analyzer (e.g. Sawmill) Eucalyptus behavior was moni-
tored and all internal and external interaction of Eucalyptus was logged. Observing 
the log entries were generated by the Eucalyptus, not only the attacker’s IP address 
was recorded, but also details on number of http requests along with timestamps, http 
requests/responses and fingerprinted attacker’s OS & web browser were provided. 

3.2 Volatile Data 

To overcome the problem of volatile data, live investigation has been used as an  
alternative approach to dead acquisition. Grispos et al. [3] mentioned that the specific 
approach enables investigators to gather data that might otherwise be lost if a comput-
er is powered down. On the other side it may increase the amount of information  
an investigator is able to extract. To address this challenge, Damshenas et al. [8]  
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proposed the cost to be globalized between CSPs to offer persistent storage device for 
client’s data. 

To prevent loss of volatile data, Birk et al. [1] suggested frequent data synchroniza-
tion between the VM and the persistent storage or a non-cloud based storage. According 
to Zawoad et al. [2] this solution does not provide any guideline about the procedure 
and he proposed two possible ways of continuous synchronization. CSPs can provide a 
continuous synchronization API to customers and CSPs can integrate the synchroniza-
tion mechanism with every VM and preserve the data within their infrastructure.  

3.3 Multi-jurisdiction – Distribution – Collaboration 

New regulations have to be developed in order to solve the cross border legislation 
issue. Biggs et al. [10] proposed an international legislation that will police the inter-
net and cloud computing specifically. Global unity must be established so the investi-
gations on cloud environment to be fast and successful. Grispos et al. [3] suggested 
that a partial solution to different jurisdictions could be the CSPs to have trained and 
qualified personnel to perform forensic investigations when needed. According to 
Ruan et al. [4] and Sibiya et al. [11] international laws should be developed to secure 
that forensic activities will not breach any laws or regulations under any jurisdiction. 

3.4 Client Side Identification 

To identify evidence on client’s side, Damshenas et al. [8] suggested designing and 
implementing an application to log all potential evidence on the client’s machine. How-
ever, they did not provide any methodology about the application and the procedure. 

3.5 Dependence on CSP - Trust 

In cloud environments, customers have to depend completely on the CSPs, which 
affect the trust relationship between them. The lack of transparency and trust between 
CSP’s and customers is an issue that Haeberlen [12] was dealt with the accountable 
cloud. He suggested a basic primitive called AUDIT that an accountable cloud could 
provide. The idea is that the cloud, records its actions in a tamper evident log, cus-
tomers can audit the log and check for faults and finally they can use log to construct 
evidence that a fault has (or not) occurred. When an auditor detects a fault, it can 
obtain evidence of the fault that can be verified independently by a third party. A 
TrustCloud framework proposed by Ko et al. [13], which consists of five layers of 
accountability: System, Data, Workflow, Policies, Laws & Regulations layers. To 
increase accountability detective approaches used rather than preventive. 

Nurmi et al. [14] presented Eucalyptus, an open-source software framework for 
cloud computing that implements IaaS, which is the answer to the trust relationship 
between CSPs and customers. A model showing the layers of trust has been introduced 
by Dykstra et al. [15]. In IaaS, six layers have been established and more layers would 
have added in the other two cloud models. Each layer requires a different amount of 
confidence. The further down the stack, the less cumulative trust is required. 
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3.6 Service Level Agreement 

SLAs should include important terms regarding cloud forensic investigations. Ac-
cording to Ruan et al. [4] SLAs should include: Service provided, techniques  
supported, access granted by the CSP to the customer, trust boundaries, roles and 
responsibilities between the CSP and the cloud customer, security issues in a multi-
jurisdictional environment in terms of legal regulations, confidentiality of customer 
data, and privacy policies and security issues in a multi-tenant environment in terms 
of legal regulations, confidentiality of customer data and privacy policies. A well-
written SLA between CSP and customer should include the client’s privacy policies 
Damshenas et al. [8].  

Biggs et al. [10] proposed SLA’s to be robust in order to be effective in combating 
cybercrime. For example illegal activities such as DDOS etc. should test cloud ven-
dors’ systems and procedures and return useful feedback to assist forensic procedures. 
To overcome the SLA’s issue with different and multiple relationships Birk et al. [1] 
suggested a trusted third-party to audit the security measures provided by the CSP. 
Finally SLAs’ violation is another problem in which Haeberlen [12] proposed the 
trusted timestamping. Timing information must be added to a tamper-evident log in 
order to detect the violations. 

3.7 Integrity and Stability – Privacy and Multi-Tenancy 

To validate the integrity of the evidence Zawoad et al. [2] suggested a digital signa-
ture on the collected evidence should be generated and then the signature should  
be checked. Hegarty et al. [16] developed and implemented a distributed signature 
detection framework that enables forensic analysis of storage platforms. Based on the 
meta-data driven data storage model and provenance integrity, in SaaS, Shi et al. [17] 
presented a multi-tenancy model where the data storage security issue should be 
mapped as a series of integrity issues of data chunks. To ensure the primitiveness and 
integrity of the evidence Yan [18] proposed a new cybercrime forensic framework to 
image the relative records and files absolutely. 

Juels et al. [19] explored proofs of retrievability (PORs) in which a prover (i.e. 
back-up service) can produce a concise proof that a verifier (client) can retrieve a file 
in its entirety. PORs method and cryptographic techniques can help users to ensure 
the privacy and integrity of files they retrieve. To preserve the integrity of the data 
Birk et al. [1] proposed the Trusted Platform Module (TPM) to assure the integrity  
of a platform. This standard allows a secure storage and detects changes to previous 
configurations. Damshenas et al. [8] suggested all the issues concerning clients’  
privacy data should be included in an SLA contract. 

3.8 Time Synchronization – Reconstruction 

To solve the time zones’ problem Damshenas et al. [8] suggested a specific time sys-
tem (i.e. GMT) to be used on all entities of the cloud, as it brings the benefit of having 
a logical time pattern. In IaaS, the VM time is under the client’s control meaning that 
all date and times used in logs and other records should be converted to the specific 
time system. 
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3.9 Internal Staffing 

It is hard to find the right people to work as a team in order to be involved in a cloud 
investigation. Ruan et al. [4] proposed a solution that involves internal staffing, CSP-
customer collaboration and external assistance with specific roles. Individuals of the 
team must be trained on, law regulations, new methodologies, specialized tools and 
techniques. According to Chen et al. [20] an investigator should possess the abilities 
of professional forensics skills such programming, networking etc., co-operating, 
communicating and negotiating with CSPs and understanding laws and regulations. 

3.10 Chain of Custody 

Grispos et al. [3] suggested trained and qualified personnel in forensic investigations 
should be hired by CSPs. When an investigation arises the personnel should begin the 
chain of custody process which will be passed onto the investigation party. According 
to Ruan et al. [4] organizational policies and legally binded SLAs need to be written, 
in which, communications and collaborations regarding forensic activities through the 
chain of CSPs and customers dependencies should be clearly stated. 

3.11 Imaging 

To overcome the issue of acquiring forensic image Damshenas et al. [8] proposed to 
generate a track record of all clients’ activities Later on, to generate a forensic image 
of specific clients all it requires is to check the track record of the client and then copy 
bit-by-bit stream of all the area the client has accessed to.  

3.12 Forensic Tools 

Most of the researchers acknowledge that tools need to be developed to identify, collect 
and analyze forensic data. Juels et al. [19] developed Proofs Of Retrievability (PORs) 
tool for semi-trusted online archives which guarantees the privacy and the integrity of 
files. In IaaS, Dykstra et al. [15] recommended the appropriate forensic tool for acquiring 
cloud-based data is the management plane. This is a web-based point and click interface 
to manage and monitor the infrastructure. They concluded that it offers the most attrac-
tive balance of speed and control with trust option. EnCase and Accessdata FTK tools 
were also used to acquire evidence and the results were successful, but authors do not 
recommend them because too much trust is required. Recently, Dykstra et al. [21] de-
signed and implemented a management plane forensic toolkit in a private instantiation of 
the OpenStack cloud platform (IaaS), which is called Forensic Open-Stack Tools 
(FROST) – It consists of three new forensic tools and it provides trustworthy forensic 
acquisition of virtual disks, API logs, and guest firewall logs. 

3.13 Volume of Data 

A solution to the challenge is to use the public clouds to store the evidence but  
this method arise new issues from a legal and technical perspective Grispos et al. [3]. 
The other solution is the adoption of triaging techniques. New methods should be 



306 S. Simou et al. 

 

developed to allow only partial recovery of data and they should be according to ac-
cepted forensic principles. 

3.14 Complexity of Testimony 

Wolthusen [22] suggested of using interactive presentation and virtualization environ-
ments which allow the exploration of data sets in such a way that a focus on relevant 
data is possible without engendering the risk of leading questions and investigations. 

3.15 Documentation 

The documentation of the investigation according to Wolthusen [22] must be presented 
in a way pointing: possible gaps in the data sets, uncertainties about the semantics and 
interpretation of data and the limitations of the collection mechanisms alongside the 
actual data. 

3.16 Compliance Issues 

According to Birk et al. [1] recommended customers should check their compliance 
requirements and CSPs services to find out which CSP matches customers’ needs. On 
the other hand CSP should offer as much transparency as possible. Finally a Third 
Party Auditor could be used acting as a trustee between the customer and the CSP. 

4 Discussion 

Cloud computing undeniable offers various benefits to the users. However, there are 
plenty of issues that need to be resolved in order to conduct a proper investigation 
regarding cloud forensics. In the previous section, we have mentioned several solu-
tions addressed to the challenges proposed by researchers. The problem is that most 
of them have not been tested in real conditions (i.e. only recently, Dykstra imple-
mented FROST, the first dedicated collection of forensic tools). The above mentioned 
findings regarding the available solutions for every identified cloud forensics chal-
lenge are summarized in table 2. This table summarizes the cloud forensic challenges 
identified from the review conducted in the respective area and all the researchers’ 
proposed solutions addressed to challenges.  

As we can see in table 2 there are some challenges missing and some have been 
combined with others. This is due to the absence of a solution for a respective chal-
lenge or that a solution can satisfy more than one challenge. Even though, forensic 
investigation in cloud environments has moved forward the past years, there are still 
open issues to explore. Dependence on CSP is still required in various issues, such as 
access to log files and trust relationship. Most of the problems rely on the CSPs’ point 
of view. Absence of international standards and regulations cannot establish the glob-
al unity which can help to cross the boundaries in multi-jurisdiction and collaboration 
challenge.  
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Table 2. Cloud Forensics Solutions 

Cloud Forensic Challenges Solution 
Related 
Work 

Access to evidence in logs 

Log-based model [6] 
Logging mechanism [1] 

Log management architecture [7] 
Status data extraction and checking [8] 

Eucalyptus framework [9] 

Volatile data 

Live investigation [3] 
Cost globalization between CSPs [8] 

Data synchronization [1] 
Continous synchronization API [2] 

Multi-jurisdiction - collabo-
ration 

International legislations and global unity [10] 
Trained and qualified personnel [3] 

International laws 
[4] 

[11] 
Client side identification Log application [8] 

Dependence on CSP - Trust 

Accountable cloud [12] 
TrustCloud framework [13] 
Eucalyptus framework [14] 
Layers of trust model [15] 

Service Level Agreement 
(SLA) 

Well and clear-written terms 
[8] 
[4] 

Robust SLAs [10] 
External auditors [1] 

Trusted timestamping [12] 

Integrity & stability - Pri-
vacy & multi-tenancy 

Digital signature [2] 
Distributed signature detection framework [16] 

Multi-tenancy model  [17] 
Cybercrime forensic framework [18] 
Proofs Of Retrievability (PORs) [19] 

Trusted Platform Module [1] 
SLA contracts [8] 

Time synchronization - 
Reconstruction 

Unified/specific time system [8] 

Internal Staffing Team collaboration with wide range of skills
[4] 

[20] 

Chain of custody 
Trained and qualified personnel [3] 

Organizational policies and SLAs [4] 
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Table 2. (Continued.) 

Imaging Track record generator [8] 

Lack of forensic tools 
Proofs Of Retrievability (PORs) [19] 

Management plane [15] 
Forensic Open-Stack Tools (FROST)  [21] 

Volume of data 
Public cloud storage 

[3] 
Triaging techniques 

Complexity of testimony Interactive presentation [22] 
Documentation Targeted/pointed presentation [22] 

Compliance issues 
Survey 

[1] Transparency 
Third Party Auditor (TPA) 

 
Unification of log formats is another issue which needs to be solved. All the  

evidence need to be presented in a court of law in such a way that the jury could un-
derstand the complexity of the non-standard data sets. Depending on the volume of 
data, bandwidth limitation is another issue that needs to be solved, when the time, is a 
crucial factor to an ongoing investigation. The identity of the user who has been en-
gaged in a criminal act is also an unanswered case.  
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Abstract. In this paper we show that the static conflict resolution strategy of 
XACML is not always sufficient to satisfy the policy needs of an organisation 
where multiple parties provide their own individual policies. Different conflict 
resolution strategies are often required for different situations. Thus combining 
one or more sets of policies into a single XACML ‘super policy’ that is 
evaluated by a single policy decision point (PDP), cannot always provide the 
correct authorisation decision, due to the static conflict resolution algorithms 
that have to be built in.  We therefore propose a dynamic conflict resolution 
strategy that chooses different conflict resolution algorithms based on the 
authorisation request context. The proposed system receives individual and 
independent policies, as well as conflict resolution rules, from different policy 
authors, but instead of combining these into one super policy with static conflict 
resolution rules, each policy is evaluated separately and the conflicts among 
their authorisation decisions is dynamically resolved using the conflict 
resolution algorithm that best matches the authorisation decision request. It 
further combines the obligations of independent policies returning similar 
decisions which XACML can’t do while keeping each author’s policy intact.  

Keywords: Dynamic policy conflict resolution, XACML, authorization system, 
multiple policy authors. 

1 Introduction 

Attempts to protect the privacy of personal data by including policies from the data 
subject in an access control system are not new [1-3]. These works mainly focus on 
how to have policies from the data subject and how to enforce them. One issue that is 
often ignored is that multiple parties may have policies that contribute to the overall 
decision of whether personal data can be accessed or not. These parties include: the 
legal authority, the issuer of the data, the subject of the data and as well as the 
controller (who is currently holding and controlling the flow of the data processing). 
A strategy that combines all these policies into a single ‘super’ policy may not work 
for all situations. In this paper we give such an example. We propose a dynamic 
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conflict resolution strategy that integrates the decisions of the policy decision point(s) 
(PDPs) evaluating the polices provided by the various parties.    

Using XACML [4, 5], due to its static policy / policy set combining algorithm, it is 
very hard to integrate policies from multiple parties in a dynamic way, in order to 
always obtain the correct authorisation decision. Our proposed model allows different 
policy authorities to provide their individual, independent polices and it will integrate 
the decisions returned by their PDPs in a dynamic way, according to the authorisation 
decision request. 

2 Use Case 

By way of a use case scenario, we consider a university which awards degrees and 
scholarships and maintains a profile for each student/alumnus containing various 
personal data such as degree certificates, transcripts, and awarded scholarships. For 
personal data like degree certificates and transcripts, the university may want to deny 
access to anyone unless the data subject (i.e. the alumnus) has specifically granted 
access to the requestor in her policy (for example, she can authorise a potential 
employer to access her degree certificate). For the scholarship awards, the university 
may want to publish these on its web site for marketing purposes, unless the data 
subject (i.e. the student) has specifically requested that the public be denied access to 
it. Since scholarships are usually regarded as an achievement by students most of 
them will usually like to be honoured in this way, (and the university might also make 
it a condition of the scholarship that the award can be published except in exceptional 
circumstances). In the degree certificate case the conflict resolution rule will be grant 
overrides, since the issuer’s (i.e. the university’s) policy denies access but the 
subject’s policy may override this with a grant decision. In the scholarship case, the 
conflict resolution rule will be deny overrides, since the issuer’s policy grants access 
but the subject’s policy may deny access. It is not possible to combine into a single 
policy set the issuer’s policy for both resources with a subject’s policy for both 
resources since two different conflict resolution rules are required, whilst XACML 
only allows one conflict resolution rule to be applied to a set of policies. In order to 
implement this scenario in a single XACML “super” policy, both the subject’s and 
issuer’s policies would need to be dissected into their separate rules for each resource 
and then combined together per resource with separate conflict resolution rules per 
resource. Depending upon the number of types and subtypes of resource covered in 
any policy, this splitting and merging could get very complex. Furthermore it might 
be envisaged that different conflict resolution rules are needed for different actions or 
subjects on the same resource, which would make the splitting even more complex. 
We conclude that in a single organisation, there may be the need for various policy 
conflict resolution strategies which are not possible to satisfy with one static XACML 
policy, without sacrificing the integrity of the individual policies provided by the 
different authors. We therefore propose a solution where each author’s policy remains 
intact and is evaluated as is, but the conflicts between policies are dynamically 
resolved based on a dynamically determined conflict resolution rule. In this use case 
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example, this means that if the access request is to read a degree certificate, the 
conflict resolution rule is grant overrides, but if the access request is to read the 
scholarship awards, the conflict resolution rule is deny overrides. 

3 Related Works 

Nicole Dunlop et al. [6] have classified the conflicts of policies into four different 
categories. They have proposed different strategies for when and how to resolve 
conflicts. With the Pessimistic Conflict Resolution approach preventive steps are 
taken to resolve conflicts so that conflicts do not arise. With the Optimistic Conflict 
Resolution approach different conflict resolving steps are taken when conflicts do 
arise such as: new rule overrides old rule, assigning explicit weights or priorities to 
rules and so on. However the strategies are static i.e. the conflict resolution strategy is 
not chosen at run time.  

Chen-hia Ma et al. [7] have defined a way for static and dynamic detection of 
policy conflicts. For resolving conflicts a conflict_resolution_policy is used which has 
a number of priority_rules that actually define different precedences. These 
priority_rules are tried one by one until the conflicts are resolved. In comparison, our 
proposed system chooses one combining rule based on the request context and uses 
that to resolve all conflicts.  

Various conflict resolution strategies have been discussed in [8-10]. However, all 
those strategies are static. Mazzoleni et al. [11] argued that XACML policy 
combining algorithms are not sufficient to integrate policies where there is no 
centralised control and presented a system to integrate policies for different 
organisations. Nevertheless, their policy combining algorithm is static. 

Apurva Mohan et al. [12] have argued that the static composition may not be 
suitable for dynamic environments where there is need to adapt the policies 
dynamically with the environment.  They proposed a dynamic conflict resolution 
strategy that chooses an applicable policy combining algorithm based on a set of 
environmental attributes. But the problem with their system is that the policy 
combining algorithm (PCA) rules have to be mutually exclusive. If more than one 
PCA rule is evaluated to be applicable then an error is generated. This is not suitable 
where multiple parties provide individual PCAs and ensuring mutually exclusive 
PCAs in such a dynamic environment would be difficult. The conflict resolution 
strategy of our system is such that individual PCAs are provided by different 
authorities and one PCA is selected based on the precedence of the authority. 

4 An Overview of the XACML Policy Combining Algorithm 

The highest level element of an XACML (v2 and v3) policy is the Policy set.  
A Policy set can be a combination of Policy or Policy sets. Policy is the basic unit 
used by the PDP (Policy Decision Point) to form an authorisation decision and it  
can have a set of Rules. XACML defines a set of rule-combining- algorithms and  
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policy-combining-algorithms which form a single authorisation decision from the set 
of decisions obtained by evaluating either a set of rules or set of policies respectively. 
The standard combining algorithms of XACML v2 and v3 are defined as: 

• Deny-overrides (Ordered and Unordered), 
• Permit-overrides (Ordered and Unordered), 
• First-applicable and 
• Only-one-applicable. 

In the case of the Deny-overrides algorithm, if a single Rule or Policy element 
evaluates to "Deny", then, regardless of the evaluation result of the other Rule or 
Policy elements, the combined result is "Deny". For the Ordered Deny-Overrides the 
behaviour of the algorithm is the same except that the order in which the collection of 
policies is evaluated will match the order as listed in the policy set. 

Similarly, in the case of the Permit-overrides algorithm, if a single "Permit" result 
is encountered, regardless of the evaluation result of the other Rule or Policy 
elements, the combined result is "Permit" and the obligation attached to the policy or 
policy set forming the decisions is also returned with the “Permit” decision. For the 
Ordered Permit-overrides the behaviour of the algorithm is the same except that the 
order in which the collection of policies is evaluated will match the order as listed in 
the policy set.   

In the case of the “First-applicable” combining algorithm, the first decision 
encountered by the Rule, Policy or PolicySet element in the list becomes the final 
decision accompanied by its obligations (if any).  

The "Only-one-applicable" policy-combining algorithm only applies to policies 
and ensures that only one policy or policy set is applicable by virtue of their targets. 
The result of the combining algorithm is the result of evaluating the single applicable 
policy or policy set. If more than one policy or policy set is applicable, then the result 
is "Indeterminate".  

In XACML v3 some other combining algorithms are also defined, such as Deny-
unless-permit (which returns Deny only if no Permit result is encountered; 
Indeterminate or NotApplicable will never be a result), Permit-unless-deny (which 
returns Permit only if no Deny result is encountered; Indeterminate or NotApplicable 
will never be a result) 

In XACMLv2 a policy or policy set may contain one or more obligations. In 
XACML v3 a rule, policy or policy set may contain one or more obligation 
expressions which are evaluated to obligations when such a rule, policy or policy set 
is evaluated. For each combining algorithm the “Obligation” that was attached to the 
rule, policy or policy set that returned the decision is also returned with that final 
decision. In both XACMLv2 and XACMLv3 an obligation is  passed to the next level 
of evaluation only if the effect of the rule (for v3), policy or policy set being evaluated 
matches the values of the FulfillOn attribute of the obligation. An obligation will not 
be returned to the PEP if the rule (for v3) policy or policy set from which it is drawn 
is not evaluated.  
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5 An Overview of Our Policy Combining Strategy  

Our authorisation system was described in [13]. Here we provide a brief overview 
only. Our system receives an independent access control policy and conflict resolution 
policy from each policy author. Four types of policy author are supported, in 
decreasing order of precedence: the legal authority, the data issuer, the data subject and 
the data controller. A conflict resolution policy comprises an ordered set of Conflict 
Resolution Rules (CRRs), and each CRR comprise a Decision Combining Rule (DCR), 
plus the rule for which access requests this DCR applies to. The access request is 
received by the Policy Enforcement Point (PEP) (step 1 of Fig 1). The PEP passes the 
request to the Master PDP (step2 of Fig 1). The Master PDP determines which DCR 
applies to the current request by evaluating the CRRs of the various authors, in order 
(Fig 2).  

 

 

Fig. 1. The authorisation system in a 
simplified form 

Fig. 2. The process of selecting a Decision 
Combining Rule (DCR) by the Master PDP 

Our implementation currently supports 3 DCRs: FirstApplicable, DenyOverrides 
and GrantOverrides which have their standard XACML meanings, but in principle 
any conflict resolution algorithm can be supported.  

The Master PDP collects all the CRRs defined by the different policy authors as 
well as having one default rule (which is configurable). From the request context it 
knows the data issuer and data subject and so can determine the ordering of the CRRs. 
It orders the CRRs of the legal authority, data issuer, data subject and data controller 
sequentially. For the same author the CRRs are ordered according to their times of 
creation so that the latest CRR always comes first in the author’s list.  
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All the conditions of a CRR need to match the request context for it to be 
applicable. The CRRs from the ordered CRR queue are tested one by one against the 
request context. If a CRR’s conditions do not match the request context the next CRR 
from the queue will be tested. The default CRR is placed at the end of CRR queue and 
it will only be reached when no other CRR’s conditions match the request context. If 
a CRR’s conditions match the request context the DCR of that CRR is chosen. After 
obtaining the DCR the PDPs are called (step 3 of Fig 1) and the Master PDP gathers 
the responses from them (step 4 of Fig 1). The final result is computed according to 
the chosen DCR as described below.  

If DCR=FirstApplicable the Master PDP calls each subordinate PDP in order  and 
stops processing when the first Grant, Break the Glass (BTG) [14] or Deny decision is 
obtained. If none of these is obtained, then Indeterminate is returned if at least one 
PDP returned this, otherwise NotApplicable is returned. 

For DenyOverrides and GrantOverrides the Master PDP calls all the subordinate 
PDPs and combines the decisions using the following semantics:  

- DenyOverrides – A Deny result overrides all other results. The precedence of 
results for deny override is Deny>Indeterminate>BTG>Grant>NotApplicable. 

- GrantOverrides – A Grant result overrides all other results. The precedence of 
results for grant override is Grant>BTG>Indeterminate>Deny>NotApplicable 

When a final result returned by the Master PDP is Grant (or Deny) the obligations 
of all the PDPs returning a Grant (or Deny) result are merged to form the final set of 
obligations.  

In our system the policies of the different authors remain independent of each other 
and are independently evaluated. This also helps to enforce them in a distributed 
system, when they are transferred as “sticky policies” to other systems along with the 
data they control. The receiving system does not need to employ complex processing 
algorithms in order to create an integrated complex ‘super’ policy from the received 
policies and the organisation’s own policy; it only needs to start an independent PDP 
and order the incoming CRRs along with its existing ones. 

6 Policy Creation and Integration Strategy Comparison 

In this section we shall first look into the strategy that can be taken to convert the 
previous example use case scenario into policies for our system and then the same 
into one XACML ‘super’ policy.  

While forming the conflict resolution policy the conflict resolution rules (CRRs) 
obtained from legislation [15] come first, then come the CRRs  from the issuer, then 
from the data subject and then from the controller and finally the default one.   

For the scenario of our use case example the issuer has 2 different CRRs to 
contribute to the conflict resolution policy.  The CRRs of the issuer are:  

1. If resource_type=scholarship_info, DCR=DenyOverrides   
2. If resource_type=degree_certificate, DCR=GrantOverrides. 
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We assume the first CRR was written after the second CRR, as they are ordered 
according to their times of creation. 

The issuer has an access control policy saying “for resource_type = scholarship_info, 
effect = Permit and for resource_type = degree_certificate, effect = Deny”. These apply 
to all accessors i.e. the public. 

Suppose that the data subject is embarrassed to have been given a hardship 
assistance scholarship. He has a policy saying “for resource_type = scholarship_info, 
scholarship_type = hardship assistance, effect = Deny”. 

The data subject can have any conflict resolution rule and that CRR will come after 
the CRR of the issuer on the ordered list of CRRs and so it will only be evaluated if 
there is no CRR from the law or the issuer matching the request context. However, as 
we have already seen, the issuer does have two CRRs that will match.So the CRP will 
have the following CRRs in order: 

1. CRR from the law: none. 
2. CRR from the issuer (CRR no. 1. If resource_type = scholarship_info, 

DCR=DenyOverrides;  CRR no. 2. If resource_type = degree_certificate, 
DCR=GrantOverrides). 

3. CRR from the data subject: <anything>. 
4. CRR from the controller: none. 

Suppose that a request to view a student’s scholarship information has arrived.  
The Master PDP will evaluate the ordered list of CRRs. The law has no CRR 
regarding this [15]. The next CRRs on the list are the CRRs from Issuer. The CRR no. 
1 of issuer will match the request context for which the DCR=DenyOverrides. So the 
DCR=DenyOverrides is chosen by the Master PDP. The Master PDP now calls the 
independent PDPs of the law, issuer, data subject and controller. In this case the legal 
PDP always returns NotApplicable, and the issuer PDP always returns Grant. The 
data subject PDP will return Deny when the scholarship_type=hardship assistance 
otherwise it will return NotApplicable. There is no controller PDP for this use case 
scenario as the controller and issuer are the same for this use case (i.e. the university). 
So in case of scholarship_type= hardship assistance the final result will be Deny 
(according to the DenyOverrides DCR). For other types of scholarship information the 
DCR will remain the same i.e.  DenyOverrides. The legal PDP returns NotApplicable, 
the issuer PDP returns Grant, the data subject’s PDP returns NotApplicable. Therefore, 
the final decision becomes Grant. 

Suppose that a request to view an alumni’s degree certificate has arrived. The Master 
PDP will evaluate the ordered list of CRRs. The law has no CRR regarding this [15]. 
The next CRRs are the CRRs from the issuer. Issuer CRR no 2 will match the request 
context which has a DCR=GrantOverrides. So it chooses the DCR=GrantOverrides. The 
Master PDP now calls the independent PDPs of the law, issuer, data subject and 
controller. In this case the legal PDP returns NotApplicable, the issuer PDP returns 
Deny. The data subject PDP will return NotApplicable. So according to the 
GrantOverrides DCR the final result will be Deny (unless the alumni specifically grants 
the access in his/ her policy). 
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Now if we try to combine the policies from the law, issuer, and data subject under 
one XACML PDP policy the policies from the different authors can’t remain 
independent anymore. In order to make sure that the law always has the highest 
priority the top policy combining algorithm can’t be DenyOverrides or 
GrantOverrides as the decision of the legal policy can then be overridden by the other 
authors.  To give the legal policy the highest priority the top combining algorithm 
needs to be first applicable with the legal policy coming first. To implement our 
example policies the policies from the issuer and data subject need to be combined 
under the DenyOverrides algorithm for one case (for resource_type=scholarship_info) 
and under the GrantOverrides algorithm for the other case (resource_type= 
degree_certificate). This means it requires splitting the policies of the different authors 
and then combining them together into PolicySets based on the resource type. This 
may require manual interpretation and implementation depending on the needs of the 
organization and the complexity of the legal, issuer and subject policies. The 
integration of polices from different authorities into one ‘super’ policy  may not be 
impossible but it is not an easy task and might be difficult or impossible to fully 
automate. It will certainly damage the integrity of the individual policies by splitting 
them up and may make it more difficult to prove compliance with data protection 
legislation. In contrast, our system keeps the policies written by the different authors 
integral and independent of each other, and makes it easier to show compliance with 
the law and to transfer them to remote systems as sticky policies. 

7 Integration of Obligations 

Each XACML policy document contains one Policy or PolicySet element as a root 
XML tag. A PolicySet can contain a number of Policies or PolicySets. A Policy 
represents a single access control policy, expressed through a set of Rules. Each 
Policy or PolicySet or  Rule (for v3 only) element can define Obligations which  
can contain a number of Obligation elements. Each Obligation element has an 
Obligation ID and a FulfillOn attribute. XACML’s obligation combination strategy 
can be viewed as a vertical procedure where the Obligations of a contained 
Rule/Policy/PolicySet are combined with the Obligations of the containing 
Policy/PolicySet. An Obligation associated with a Rule or Policy is returned with a 
decision only if the effect of the Rule or Policy being evaluated is the same as the 
FulfillOn attribute of the Obligation. If the Policy is contained in a PolicySet, the 
Obligations associated with the PolicySet  having a FulfillOn attribute value matching 
the effect of the PolicySet are combined with the returned Obligations of the 
contained Policy. For example, if policyset A has obligation o1 and it contains policy 
A with obligation o2 and policy B with obligation o3 then the final obligations 
returned could be o1 and o2 or o1 and o3 (assuming they all have the same FulfillOn 
attribute) depending upon the combining algorithm (see below) and the order in 
which policy A and B are evaluated. This procedure continues recursively.  

The limitations of the XACML obligations combining algorithm is that if a rule, 
policy or policy set is not evaluated then no obligations from them are returned to the 
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PEP [5 (p82), 4 (p87)]. With XACML’s   GrantOverrides / DenyOverrides combining 
algorithms as soon as a Grant/ Deny decision is encountered the Grant / Deny is 
returned without evaluating the rest of the policies.  Also with the FirstApplicable 
combining algorithm as soon as a decision (Grant/Deny) is obtained it is returned.  
This strategy of obligation combination may result in losing important obligations that 
ought to be returned. For example, if the controller’s policy said that every time a 
Grant decision is returned, there is an obligation to “log the request” whilst the data 
subject’s policy had a similar requirement that when a Grant decision is returned there 
is an obligation to “e-mail the data subject”; then if these policies are combined in a 
single XACML PolicySet with a GrantOverrides combining algorithm, then one of 
these obligations will always be lost. In light of the above one can see that the 
integration of polices from different authorities into one ‘super’ XACML policy is 
more complex than simply splitting the policies of the different authors and then 
combining them together into PolicySets based on the resource type, as this may 
result in the loss of obligations..  

In contrast to XACML, our system’s policy evaluation and obligation combination 
strategy can be viewed as a horizontal procedure. In our system for both 
GrantOverrides and DenyOverrides all the PDPs are evaluated and the final decision 
is chosen based on the DCA. The obligations that are returned by all the PDPs that 
have a decision equal to the final decision are combined. For example if the controller 
PDP returned a decision Grant with an obligation to “log the request” and the data 
subject’s PDP returned a decision Grant with an obligation to “e-mail the data 
subject” and the final decision is Grant; then in our system the returned obligations 
will be the combination of the obligations attached to the Grant decisions.  If the 
policies are implemented in a single XACML PDP with either a GrantOverrides or 
DenyOverrides combining algorithm, the returned obligation(s) will only be the 
obligation(s) attached to the policy that was encountered first and that contributed to 
the final decision. 

8 Implementation and Testing  

The authorisation system is implemented as a standalone web service using JAVA 
which runs in a servlet container (apache Tomcat). The present implementation can 
choose a DCR dynamically from a fixed set of configured CRRs. Each CRR is a 
policy either written in XACML or PERMIS [16] and the DCR is obtained as an 
obligation. The correct functioning of the system was validated using over 100 test 
cases based on different use case scenarios [18].  

It can be argued that increasing the number of PDPs will unduly affect the system’s 
performance, so we ran some performance tests to determine the scale of this. The 
authorization infrastructure was installed in a single machine running Ubuntu 10.04 
whose configuration was: duel core processors each with cpu speed = 2993.589 MHz; 
cache=2048 KB; and 2GB total memory. The configuration of the client machine that 
made the authorisation decision requests was: Duel core processor with 2.53 GHz 
CPU speed, 2.98 GB memory and running Windows XP. The client software was 
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SOAPUI [17]. The client was operating across a local area network. Two series of 
tests were performed. The first set tested the reduction in performance for an 
increasing number of PDPs running inside the authorization service. The second set 
tested the reduction in performance as the number of rules in a policy is increased for 
a single PDP inside the authorisation service.  

Table 1. Time (in ms) to make an authorization decision for different number of PDPs 

Test Mean Std Dev % 
Discarded 

Mean PDPi – 
Mean PDPi-1 

1 PDP 5.27 0.51 4.07  

2 PDPs 6.34 0.74 2.47 1.07 

3 PDPs 14.82 1.47 2 8.48 

4 PDPs 22.64 1.53 2 7.82 

5 PDPs 30.37 1.9 1.4 7.73 

6 PDPs 38.30 1.99 1.6 7.93 

7 PDPs 46.47 2.32 1.2 8.17 

8 PDPs 54.26 2.28 2.4 7.79 

9 PDPs 62.51 2.59 0.8 8.25 

10 PDPs 69.61 2.55 1.2 7.1 

 
In this first series of tests the authorization server was configured with an 

increasing number of policies/PDPs, each containing 1 rule. In the first test the 
authorization server only had 1 policy configured into it (the legal PDP with 1 rule). 
In the second test the authorization server was configured with the legal policy and 
the data controller’s policy/PDP (with 1 rule). In the third test the authorization server 
had 3 policies/PDPs: the data subject’s sticky policy (with 1 rule), and the legal and 
controller’s configured policies. In the subsequent tests an additional sticky policy 
PDP with 1 rule was added.  

In each case we measured the time taken for an authorization decision to be made 
when the client asked to read a data record, and a grant result was obtained. This 
necessitated all configured policies being interrogated and the Master PDP 
determining the combining rule (GrantOverrides was chosen) the overall decision and 
set of returned obligations.  The tests were run 100 times and results lying more than 
two standard deviations from the mean where discarded as outliers. The results are 
shown in Table 1. 

From the results one can observe that there is a decision making overhead of 
approximately 8 ms per additional sticky policy PDP.  The reason the 1st PDP was 
only 5ms and the 2nd PDP only added 1 ms is that they are both built in PDPs and not 
sticky policy PDPs (which are added dynamically). 

For the second set of performance test the authorisation system is configured using 
only one PDP. The number of rules is increased at each test and the time to get a 
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response for a request is measured. Each test was run 100 times and the outliers (> 2 
standard deviations) were discarded. The results are shown in Table 2. 

Table 2. Time (in ms) to make an authorization decision for different number of Rules 

Test Mean Std Dev % Discarded Additional Time 
per rule 

1 Rule 5.9 0.7 5.2 5.9 
10 Rules 15.58 0.9 5.2 1.07 

100 Rules 69.26 1.59 4.2 0.64 
1000 Rules 581.19 8.12 0.98 0.58 

 
We can see that as the number of rules increases, the time taken to reach a decision 

reduces per rule until we reach a steady state of approximately 0.58ms per rule (for 
our implementation and configuration). For our particular implementation and 
configuration, the effect of adding a new sticky policy PDP to the authorisation server 
running in a PC, in the worst case is approximately equal to adding 14 new rules to an 
existing PDP, and in the best case only 8 rules. 

Taking our earlier use case example, policies for the law, controller/issuer and data 
subject contain 15, 2 and 1 rules respectively. The complete legal policy that enforces 
the European Data Protection Legislation can be found in [15].  The combined ‘super’ 
policy contains 18 rules. Using tables 1 and 2 we can calculate that the time taken  
to evaluate the 3 separate policies (using 2 configured PDPs and 1 sticky PDP), for  
our particular implementation and configuration, would be approximately 31 ms 
(20+2.5+8.5) whereas the time taken to evaluate the ‘super’ policy would be 
approximately 23 ms. So whilst there is a performance overhead of approximately one 
third in this use case, this should be offset against the complexity needed to create a 
combined ‘super’ policy which always returns the correct decisions and obligations. 

9 Conclusions 

In this paper the policy combining strategy of our system is compared with the static 
policy combining approach of XACML.  Our strategy allows the policy engine to 
dynamically choose different combing algorithms based on the request context while 
allowing the policies written by different authors to remain separate, integral and 
independent of each other. The separation of policies facilitates the easy integration  
of “sticky” policies into the system allowing personal data to be transferred to a 
different domain along with its policies. Furthermore, our system allows the return of 
combined obligations written by different authors, which the current XACML policy 
combining strategy is unable to do when keeping the policies of individual authors 
intact.  However, further work is still needed to see how easy it might be to integrate 
the polices from different authors into one ‘super’ policy, as an alternative to the 
approach presented here. 
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Abstract. Recent malware developments have the ability to remain hidden 
during infection and operation. They prevent analysis and removal, using 
various techniques, namely: obscure filenames, modification of file attributes, 
or operation under the pretense of legitimate programs and services. Also, the 
malware might attempt to subvert modern detection software, by hiding running 
processes, network connections and strings with malicious URLs or registry 
keys. The malware can go a step further and obfuscate the entire file with a 
packer, which is special software that takes the original malware file and 
compresses it, thus making all the original code and data unreadable. This paper 
proposes a novel approach, which uses minimum computational power and 
resources, to indentify Packed Executable (PEX), so as to spot the existence of 
malware software. It is an Evolving Computational Intelligence System for 
Malware Detection (ECISMD) which performs classification by Evolving 
Spiking Neural Networks (eSNN), in order to properly label a packed 
executable. On the other hand, it uses an Evolving Classification Function 
(ECF) for the detection of malwares and applies Genetic Algorithms to achieve 
ECF Optimization.  

Keywords: Security, Packed Executable, Malware, Evolving Spiking Neural 
Networks, Evolving Classification Function, Genetic Algorithm for Offline 
ECF Optimization. 

1 Introduction 

Malware is a kind of software used to disrupt computer operation, gather sensitive 
information, or gain access to private computer systems. It can appear in the form of 
code, scripts, active content, or any other. To identify already known malware, 
existing commercial security applications search a computer’s binary files for 
predefined signatures. However, obfuscated viruses use software packers to protect 
their internal code and data structures from detection. Antivirus scanners act like file 
filters, inspecting suspicious file loading and storing activities. Malicious programs 
with obfuscated content, can bypass antivirus scanners. Eventually, they are unpacked 
and executed in the victim’s system [1].  
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Code packing is the dominant technique used to obfuscate malicious code, to 
hinder an analyst’s understanding of the malware’s intent and to evade detection by 
Antivirus systems. Malware developers, transform executable code into data, at a 
post-processing stage in the whole implementation cycle. This transformation uses 
static analysis and it may perform compression or encryption, hindering an analyst's 
understanding. At runtime, the data or hidden code is restored to its original 
executable form, through dynamic code generation using an associated restoration 
routine. Execution then resumes as normal to the original entry point, which marks 
the entry point of the original malware, before the code packing transformation is 
applied. Finally, execution becomes transparent, as both code packing and restoration 
have been performed. After the restoration of one packing, control may transfer 
another packed layer. The original entry point is derived from the last such layer [2].  

Code packing provides compression and software protection of the intellectual 
properties contained in a program. It is not necessarily advantageous to flag all 
occurrences of code packing as indicative of malicious activity. It is advisable to 
determine if the packed contents are malicious, rather than identifying only the fact 
that unknown contents are packed. Unpacking is the process of stripping the packer 
layers off packed executables to restore the original contents in order to inspect and 
analyze the original executable signatures. Universal unpackers, introduce a high 
computational overhead, low convergence speed and computational resource 
requirements. The processing time may vary from tens of seconds to several minutes 
per executable. This hinders virus detection significantly, since without a priori 
knowledge on the nature of the executables to be checked for malicious code all of 
them would need to be run through the unpacker. Scanning large collections of 
executables, may take hours or days. This research effort aims in the development and 
application of an innovative, fast and accurate Evolving Computational Intelligence 
System for Malware Detection (ECISMD) approach for the identification of packed 
executables and detection of malware by employing eSNN. A multilayer ECF model 
has been employed for malware detection, which is based on fuzzy clustering. Finally, 
an evolutionary Genetic Algorithm (GA) has been applied to optimize the ECF 
network and to perform feature extraction on the training and testing datasets. A main 
advantage of ECISMD is the fact that it reduces overhead and overall analysis time, 
by classifying packed or not packed executables.  

1.1 Literature Review 

Dynamic unpacking approaches monitor the execution of a binary in order to extract its 
actual code. These methods execute the samples inside an isolated environment that can 
be deployed as a virtual machine or an emulator [3]. The execution is traced and stopped 
when certain events occur. Several dynamic unpackers use heuristics to determine the 
exact point where the execution jumps from the unpacking routine to the original code. 
Once this point is reached, the memory content is bulk to obtain an unpacked version of 
the malicious code. Other approaches for generic dynamic unpacking have been 
proposed that are not highly based on heuristics such as PolyUnpack [4] Renovo [5], 
OmniUnpack [6] or Eureka [7]. However, these methods are very tedious and time 
consuming, and cannot counter conditional execution of unpacking routines, a technique 
used for anti-debugging and anti-monitoring defense [8]. Another common approach is 
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using the structural information of the executables to train supervised machine-learning 
classifiers to determine if the sample under analysis is packed or if it is suspicious of 
containing malicious code (e.g., PEMiner [9], PE-Probe [10] and Perdisci et al. [11]). 
These approaches that use this method for filtering, previous to dynamic unpacking, are 
computationally more expensive and time consuming and less effective to analyze large 
sets of mixed malicious and benign executables [12] [13] [14].  

Artificial Intelligence and data mining algorithms have been applied as malicious 
detection methods and for the discovery of new malware patterns [15]. In the research 
effort of Babar and Khalid [3], boosted decision trees working on n-grams are found 
to produce better results than Naive Bayes classifiers and Support Vector Machines 
(SVM). Ye et al., [16] use automatic extraction of association rules on Windows API 
execution sequences to distinguish between malware and clean program files. 
Chandrasekaran et al., [17] are using association rules, on honeytokens of known 
parameters. Chouchan et al., [18] used Hidden Markov Models to detect whether a 
given program file is (or is not) a variant of a previous program file. Stamp et al., [19] 
employ profile hidden Markov Models, which have been previously used for 
sequence analysis in bioinformatics. The capacity of neural networks (ANN) to detect 
polymorphic malware is explored in [20]. Yoo [21] employs Self-Organizing Maps to 
identify patterns of behavior for viruses in Windows executable files. These methods 
they have low accuracy as a consequence, packed benign executables would likely 
cause false alarm, whereas malware may remain undetected. 

2 Methodologies Comprising the Proposed Hybrid Approach 

2.1 Evolving Spiking Neural Networks (eSNN)  

eSNN are modular connectionist-based systems that evolve their structure and 
functionality in a continuous, self-organized, on-line, adaptive, interactive way from 
incoming information. These models use trains of spikes as internal information 
representation rather than continuous variables [22]. The eSNN developed and 
discussed herein is based in the “Thorpe” neural model [23]. This model intensifies 
the importance of the spikes taking place in an earlier moment, whereas the neural 
plasticity is used to monitor the learning algorithm by using one-pass learning. In 
order to classify real-valued data sets, each data sample, is mapped into a sequence of 
spikes using the Rank Order Population Encoding (ROPE) technique [24] [25]. The 
topology of the developed eSNN is strictly feed-forward, organized in several layers 
and weight modification occurs on the connections between the neurons of the 
existing layers.  

The ROPE method is alternative to the conventional rate coding scheme (CRCS). It 
uses the order of firing neuron’s inputs to encode information. This allows the mapping 
of vectors of real-valued elements into a sequence of spikes. Neurons are organized into 
neuronal maps which share the same synaptic weights. Whenever the synaptic weight of 
a neuron is modified, the same modification is applied to the entire population of 
neurons within the map. Inhibition is also present between each neuronal map. If a 
neuron spikes, it inhibits all the neurons in the other maps with neighboring positions.  
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This prevents all the neurons from learning the same pattern. When propagating new 
information, neuronal activity is initially reset to zero. Then, as the propagation goes on, 
each time one of their inputs fire, neurons are progressively desensitize. This is making 
neuronal responses dependent upon the relative order of firing of the neuron's afferents 
[24], [26], [27]. 

The aim of the one-pass learning method is to create a repository of trained output 
neurons during the presentation of training samples. After presenting a certain input 
sample to the network, the corresponding spike train is propagated through the eSNN 
which may result in the firing of certain output neurons. It is possible that no output 
neuron is activated and the network remains silent and the classification result is 
undetermined. If one or more output neurons have emitted a spike, the neuron with 
the shortest response time among all activated output neurons is determined. The label 
of this neuron is the classification result for the presented input [26], [27], [28]. 

2.2 Evolving Connectionist Systems (ECOS) 

ECOS [29] are multi-modular, connectionist architectures that facilitate modeling of 
evolving processes and knowledge discovery [26]. An ECOS is an ANN operating 
continuously in time and adapting its structure and functionality through a continuous 
interaction with the environment and other systems according to: (i) a set of 
parameters that are subject to change; (ii) an incoming continuous flow of information 
with unknown distribution; (iii) a goal (rational) criterion (subject to modification) 
applied to optimize the performance of the system. The evolving connectionist 
systems evolve in an open space, using constructive processes, not necessarily of 
fixed dimensions. They learn in on-line incremental fast mode, possibly through one 
pass of data propagation. Life-long learning is a main attribute of this procedure. They 
operate as both individual systems, and as part of an evolutionary population of such 
systems. [26] [30]. ECOS are connectionist structures that evolve their nodes and 
connections through supervised incremental learning from input-output data.  

Their architecture comprises of five layers: input nodes, representing input variables; 
input fuzzy membership nodes, representing the membership degrees of the input values 
to each of the defined membership functions; rule nodes, representing cluster centers of 
samples in the problem space and their associated output function; output fuzzy 
membership nodes, representing the membership degrees to which the output values 
belong to defined membership functions; and output nodes, representing output 
variables [31].  

ECOS learn local models from data through clustering of the data and associating a 
local output function for each cluster. Rule nodes evolve from the input data stream to 
cluster the data, and the first layer W1 connection weights of these nodes represent the 
coordinates of the nodes in the input space. The second layer W2 represents the local 
models (functions) allocated to each of the clusters. Clusters of data are created based 
on similarity between data samples either in the input space, or in both the input space 
and the output space. Samples that have a distance to an existing cluster center (rule 
node) N of less than a threshold Rmax are allocated to the same cluster Nc. Samples 
that do not fit into existing clusters, form new clusters as they arrive in time. Cluster 
centers are continuously adjusted according to new data samples and new clusters are 
created incrementally. The similarity between a sample S = (x, y) and an existing rule 
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node N = (W1, W2) can be measured in different ways, the most popular of them 
being the normalized Euclidean distance given by equation 1, where n is the number 

of the input variables. d(S,N) = 
1
n

∑ |xi-W1N|n
i=1

2
1
2
 (1).  

ECOS learn from data and automatically create a local output function for each 
cluster, the function being represented in the W2 connection weights, creating local 
models. Each model is represented as a local rule with an antecedent –the cluster area, 
and a consequent– the output function applied to data in this cluster.  

2.3 Evolving Classification Function and Genetic Algorithms 

ECF, a special case of ECOS used for pattern classification, generates rule nodes in 
an N dimensional input space and associate them with classes. Each rule node is 
defined with its centre, radius (influence field) and the class it belongs to. A learning 
mechanism is designed in such a way that the nodes can be generated. The ECF 
model used here is a connectionist system for classification tasks that consists of four 
layers of neurons (nodes). The first layer represents the input variables; the second 
layer – the fuzzy membership functions; the third layer represents clusters centers 
(prototypes) of data in the input space; and the four layer represents classes [30], [26].  
A GA is an evolutionary algorithm in which the principles of the Darwin's theory are 
applied to a population of solutions in order to "breed" better solutions. Solutions, in 
this case the parameters of the ECF network, are encoded in a binary string and each 
solution is given a score depending on how well it performs. Good solutions are 
selected more frequently for breeding and are subjected to crossover and mutation. 
After several generations, the population of solutions should converge on a "good" 
solution. The ECF model and the GA algorithm for Offline ECF Optimization are 
parts from NeuCom software (http://www.kedri.aut.ac.nz/) which is a Neuro-
Computing Decision Support Environment, based on the theory of ECOS [29].  

3 Description of the Proposed Hybrid ECISMD Algorithm 

The proposed herein, hybrid ECISMD methodology uses an eSNN classification 
approach to classify packed or unpacked executables with minimum computational 
power combined with the ECF method in order to detect packed malware. Finally it 
applies Genetic Algorithm for ECF Optimization, in order to decrease the level of 
false positive and false negative rates. The general algorithm is described below: 

Step 1: The train and test datasets are determined and formed, related to n features. The 
required classes (packed and unpacked executables) that use the variable Population 
Encoding are imported. This variable controls the conversion of real-valued data samples 
into the corresponding time spikes. The encoding is performed with 20 Gaussian receptive 
fields per variable (Gaussian width parameter beta=1.5). The data are normalized to the 
interval [-1,1] and so the coverage of the Gaussians is determined by using i_min and 
i_max. For the normalization processing the following function 2 is used:  x1norm=2* x1- xmin

xmax- xmin
-1,    x∈R                                      (2) 
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Algorithm 1: Training an evolving Spiking Neural Network (eSNN) [27] 

Require: , ,  for a class label l ∈ L 
1:  initialize neuron repository  = {} 
2:  for all samples ( ) belonging to class l do 
3:    wj

(i)←(ml)
order(j),  j | j pre-synaptic neuron of i  

4:    umax
(i)  ← ∑ wj

(i)
j (ml)

order(j)  

5:    θ(i) ← clumax
(i)   

6:  if min(d(w(i), w(k))) < sl, w
(k) ∈Rl then 

7:     w(k) ← merge w(i) and w(k) according to Equation 7 
8:    θ(k) ← merge θ(i) and θ(k) according to Equation 8 
9:  else 
10:   Rl ← Rl {w(i)} 
11: end if 
12: end for 
 

For each training sample i with class label l ∈ L a new output neuron is created and 
fully connected to the previous layer of neurons resulting in a real-valued weight 

vector ( ) ℎ ( )  ∈  denoting the connection between the pre-synaptic neuron j 
and the created neuron i. In the next step, the input spikes are propagated through the 

network and the value of weight ( ) is computed according to the order of spike 

transmission through a synapse j: wj
(i)=(ml)

order(j),  j | j pre-synaptic neuron of i. 
Parameter ml is the modulation factor of the Thorpe neural model. Differently 

labeled output neurons may have different modulation factors ml. Function order(j) 
represents the rank of the spike emitted by neuron j. The firing threshold ( ) of the 
created neuron I is defined as the fraction  ∈ R, 0 <  < 1, of the maximal possible 
potential 

umax
(i)  :   θ(i) ← clumax

(i)  (7)   umax
(i)  ← ∑ wj

(i)
j (ml)

order(j)                 (8) 

The fraction cl is a parameter of the model and for each class label l ∈ L a different 
fraction can be specified. The weight vector of the trained neuron is compared to the 
weights corresponding to neurons already stored in the repository. Two neurons are 
considered too “similar” if the minimal Euclidean distance between their weight 
vectors is smaller than a specified similarity threshold sl (the eSNN object uses 
optimal similarity threshold s=0.6). All parameters of eSNN (modulation factor ml, 
similarity threshold sl, PSP fraction cl, l ∈ L) included in this search space, were 
optimized according to the Versatile Quantum-inspired Evolutionary Algorithm 
(vQEA) [28]. Both the firing thresholds and the weight vectors were merged 
according to equations 9 and 10:   wj

(k) ← 
  wj

(i)+Nwj
(k)

1+N
,  j | j pre-synaptic neuron of i                (9) 

   θ(k) ←   θ(i)+Nθ(k)
1+N

                                            (10) 
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Integer N denotes the number of samples previously used to update neuron k. The 
merging is implemented as the (running) average of the connection weights, and the 
(running) average of the two firing thresholds [27]. After merging, the trained neuron 
i is discarded and the next sample processed. If no other neuron in the repository is 
similar to the trained neuron i, the neuron i is added to the repository as a new output. 

Step 3: If the result is unpacked then the process is terminated and the executable file 
goes to the antivirus scanner. If the result of the classification is packed, the new 
classification process is initiated employing the ECF method. This time the malware 
data vectors are used. These vectors comprise of 9 features and 2 classes malware and 
benign. The learning algorithm of the ECF according to the ECOS is as follows: 
 

 

Fig. 2. The Evolving Spiking Neural Network (eSNN) architecture 

a. If all input vectors are fed, finish the iteration; otherwise, input a vector from the data 
set and calculate the distances between the vector and all rule nodes already created 
using Euclidean distance. b. If all distances are greater than a max-radius parameter, a 
new rule node is created. The position of the new rule node is the same as the current 
vector in the input data space and the radius of its receptive field is set to the min-radius 
parameter; the algorithm goes to step 1; otherwise it goes to the next step. c. If there is a 
rule node with a distance to the current input vector less than or equal to its radius and 
its class is the same as the class of the new vector, nothing will be changed; go to step 1; 
otherwise. d. If there is a rule node with a distance to the input vector less than or equal 
to its radius and its class is different from those of the input vector, its influence field 
should be reduced. The radius of the new field is set to the larger value from the two 
numbers: distance minus the min-radius; min radius. New node is created as in to 
represent the new data vector. e. If there is a rule node with a distance to the input vector 
less than or equal to the max-radius, and its class is the same as of the input vector’s, 
enlarge the influence field by taking the distance as a new radius if only such enlarged 
field does not cover any other rule nodes which belong to a different class; otherwise, 
create a new rule node in the same way as in step 2, and go to step 1 [33]. 

Step 4: To increase the level of integrity the Offline ECF Optimization with GA is used. 
ECF system is an ANN that operates continuously in time and adapts its structure and 
functionality through a continuous interaction with the environment and with other 
systems. This is done according to a set of parameters P that are subject to change 
during the system operation; an incoming continuous flow of information with unknown 
distribution; a goal (rationale) criteria that is applied to optimize the performance. The 
set of parameters P of an ECOS can be regarded as a chromosome of "genes" of the 
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executable into a pattern vector Perdisci et al [11] they use binary static analysis, to 
extract information such as, the name of the code and data sections, the number of 
writable-executable sections, the code and data entropy. 

In both classifications described below, Training Accuracy reports the average 
accuracy computed over 10-fold cross-validation. Testing Accuracy refers to the 
percentage of packed executables that were correctly detected by each classifier in the 
Packed_Test_Dataset and in the Virus_Test_Dataset respectively. 

In the first classification performed by the ECISMD, the eSNN approach was 
employed in order to classify packed or not packed executables. The results for testing 
are: Classification Accuracy: 99.2% No. of evolved neurons: Class 0/867 neurons - 
Class 1/734 neurons, In order to perform comparison with different learning algorithms 
the Weka software version 3.7 was used (http://www.cs.waikato.ac.nz/ml/weka). Table 
1 reports the results obtained with RBF ANN, Naïve Bayes, Multi Layer Perceptron 
(MLP), Support Vector Machine (LibSVM), k-Nearest-Neighbors (k-NN) and eSNN. 

Table 1. Comparison of various approaches for the Packed dataset 

Packed Dataset 
Classifier Train Accuracy Test Accuracy 

RBFNetwork 98.3085% 98.0859% 
NaiveBayes 98.3975% 97.1144% 

MLP 99.5326% 96.2189% 
LibSVM 99.4436% 89.8507% 

k-NN 99.4436% 96.6169% 
eSNN 99.8% 99.2% 

 
In the 2nd classification performed by the ECISMD the ECF approach was employed 

in order to classify malware or benign executables. The ECF model has the following 
parameter values: MaxField=1, MinField=0.01, number of fuzzy membership functions 
MF=1; number of rule nodes used to calculate the output value of the ECF when a new 
input vector is presented MofN=9 (number of neighbors to consider when evaluating 
nearest node); number of iterations for presenting each input vector Epochs=6. The 
results for the test_dataset are: Classification Accuracy: 95.561%, Correct Samples: 
933/980, Accuracy/Class: 82%/ Class 0 - 98% /Class 1. For the ECF parameter 
optimization during training, the following parameter value ranges were used: Min 
Field: 0.1, Max Field: 0.8, membership function: 9, Value for the m-of-n parameter: 3, 
Generation: 6 and Population: 4. For the optimized value of the ECF, 30% of the data 
was selected for training and 70% for testing. The classification accuracy in test_dataset 
after the optimization was 97.992%. 

Table 2, reports the results obtained with 6 classifiers and optimized ECF network 
(RBF Network, Naïve Bayes, MLP, Lib SVM, k-NN, ECF and optimized ECF). The 
best results on the testing dataset were obtained by using the eSNN classifier, to 
classify packed or not packed executables and the optimized ECF (in the 2nd 
classification) which classifies malware or benign executables. 
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Table 2. Comparison of various approaches for the virus dataset 

Virus Dataset 

Classifier Train Accuracy Test Accuracy 
RBFNetwork 94.4031% 93.0612% 
NaiveBayes 94.0533% 92.3469% 

MLP 97.7551% 97.289% 
LibSVM 94.6218% 94.2857% 

k-NN 98.1198% 96.8367% 
ECF 99.05% 95.561% 

Optimized ECF 99.87% 97.992% 

 
The average time for the classification of a pattern vector on a 3.06GHz Intel P4 

processor was about t = 0.00016 seconds per executable. These results are much 
smaller than the ones of Perdisci et al [11] in which on a 2GHz Dual Core AMD 
Opteron processor was about t=0.001 seconds per executable.  

5 Discussion - Conclusions 

A new Evolving Computational Intelligence System for Malware Detection 
(ECISMD) was introduced. It performs classification using eSNN to properly label a 
packed executable and ECF with GA to detect malware and to optimize itself towards 
better generalization. An effort was made to use minimum computational power and 
resources. The classification performance of the eSNN method and the accuracy of 
the ECF model were experimentally explored based on different datasets. The eSNN 
was applied to an unknown dataset and reported promising results. Moreover the ECF 
model and the genetically optimized ECF network, detects the patterns and classifies 
them with high accuracy and adds a higher degree of integrity to the rest of the 
security infrastructure of ECISMD. As a future direction, aiming to improve the 
efficiency of biologically realistic ANN for pattern recognition, it would be important 
to evaluate the eSNN model with ROC analysis and to perform feature minimization 
in order to achieve minimum processing time. Other coding schemes could be 
explored and compared on the same security task. Finally, the ECISMD could be 
improved towards a better online learning with self-modified parameter values. 
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Abstract. To security oriented large-scale projects, formal verification
is widely used to assure the satisfaction of claimed security properties.
Although complete formal verification and validation requires a great
amount of time and resources, applying lightweight formal methods to
partial specifications reduces the required efforts to a convenient amount,
while can still uncover sensitive software design problems. This paper
describes our experience of applying lightweight formal verification to
the authentication system of webinos, a substantial cross-device software
infrastructure developed in a large scale EU funded project. The paper
details the approach, the properties analysed, the lessons learned and
concludes with possible recommendations for practitioners and designers
about how to use lightweight formal verification in real world projects.

Keywords: lightweight formal methods, authentication system,
web-based platform, security properties, model checking.

1 Introduction

In computer science, formal methods are used under the expectation that the
mathematical models will help to find out the errors hidden in system design.
However, they are also considered techniques requiring high level expertise. For
this reason, they are mostly considered for strong safety-demanding projects, like
space applications [1], or for sensitive security building blocks, like cryptographic
protocols [2].

In most real world projects, only a few properties are critical, and performing
formal analysis on the complete system is expensive. Lightweight formal methods
are promising solutions to this problem: only partial specifications and focused
properties can be verified, rather than the complete system model.

This paper describes our case study where we applied lightweight formal ver-
ification to the authentication system in the webinos platform [3], which aims
to provide a secured platform for various types of web-enabled devices.

In our study, the experience of generating formal models and the lessons
learned during the formal analysis process are more valuable than the end re-
sult. They can make recommendations to practitioners and designers in similar
situations, in particular the approach of assigning the lightweight formal verifi-
cation work to the testing group as higher-level testing work.
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Testing is cost effective, flexible and widely used, but it is inefficient when
dealing with security properties and small probability errors. Thus, we intro-
duced a formal verification process in our work to provide cost-efficient coverage
of the key security domains correctness. As a positive side effect, this process
also brought a deeper understanding of the previous in-place testing procedures.

2 Related Work

Lightweight formal methods are popularly used to analyse critical security-
building blocks as well as strong safety-demanding applications.

Zave [4] applies lightweight formal modelling and analysis techniques to check
the correctness of the Chord protocol, a well known DHT algorithm. She analyses
the ability of the nodes to maintain a single ordered ring given ample time and no
disruptions while it is working. The result shows Chord is not correct: there are
cases where the ring may break and never repair itself. In the paper, the author
claims the usage of lightweight methods increases the quality of specifications
and implementations, taking only a very convenient amount of efforts to detect
most problems. Our work reaches the same conclusion. The main differences lie
on the approach: Zave’s work analyses whether the proposed global invariant is
preserved, while our work checks all paths of the available system states, until
the proposed properties are satisfied or falsified.

Taghdiri and Jackson [5] present how they use lightweight formal methods on
the Pull-Based Asynchronous Rekeying Framework (ARF), a solution proposed
for the scalable group key management problem in secure multicast. They agree
that lightweight formal methods are feasible and economical. During the analysis,
the authors build a model which is less than 100 lines, and check some critical
correctness properties. As a result, they detect several hidden flaws, including a
serious security breach. Compared with our work, Taghdiri and Jackson use the
tick-based modelling idiom, while we use the global-state modelling idiom. They
further generalised their model to a structure that can be reused in checking
a class of secure multicast key management protocols. The report of using the
same structure to validate Iolus protocol can be found in [6].

The researches described above use lightweight formal methods, but do not
answer the question of how to smoothly integrate formal methods into real world
projects without excessive cost. Researches along this vein exists in the industrial
world, where the systems involved are much more complex and only part of the
system is formally analysed. This is consistent with the concept of lightweight
formal methods, so it is sensible to mention approaches tried out to make formal
verification an accepted industrial practice. In this context, the authors of [1]
present a case study of using partial formal models for verifying the requirements
of FDIR system in space station. They proposed to consider formal verification
and validation as intermittent “spot checks” executed by an additional inde-
pendent formal methods experts. They argue this is a viable way to introduce
formal methods into real world projects. With this idea in mind, the authors also
present the case studies for spacecraft fault protection systems [7]. They suggest
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that lightweight formal methods can offer an effective way to improve the qual-
ity of specifications, and consequently the end product. While our approach of
considering formal verification as part of abstract level testing work brings both
advantages and disadvantages, it is suitable for projects with limited resources,
i.e. when hiring an additional independent team of experts is not a sustainable
solution. Moreover, “re-using” the testing group during the verification process
allows for a deeper understanding of the specifications and the system, and this
will benefit the future testing work. The drawback comes from the lack of ex-
perience of the testing group, which could have a limited knowledge of formal
methods techniques.

3 The Case Study

The formal verification work started after a comprehensive testing system was
built [8]. The goals were finding the system flaws as well as highlighting the
potential misunderstandings in system specifications [9].

3.1 webinos Platform

The webinos project focuses on constructing a secured platform that can be
accessed by multiple types of web-enabled devices.

The architecture of this platform centres on the concept of Personal Zone,
which is one-to-one correlated with the user. The Personal Zone Hub (PZH) is
the focal point of the zone. The other devices in the zone are called Personal
Zone Proxies (PZPs), which support and expose standard JavaScript APIs for
accessing devices features, such as camera, geolocation, networking etc. The
devices can communicate with each other with or without the PZH after they
pass the challenges of the authentication system.

3.2 Authentication System in webinos

The authentication system consists of user authentication process, device au-
thentication process and third-party authentication process.

Users are primarily authenticated through their OpenID [10] credentials, such
as Google or Yahoo! accounts. This operation only allows a user to connect
through the PZH web interface. Devices are authenticated through the posses-
sion and use of an RSA private key. For devices which are generally used only
by a single user (e.g., smartphone), this credential can be used as an authenti-
cator for many privileged operations. For shared devices (e.g., smart TV), the
PZH needs to check the user’s presence and identity before this credential can
be further used for authentication. Third-party authentication is executed via
OAuth 1.0 [11], which requires an additional trusted developer-provided server to
hold on the developer’s OAuth credentials. This server is accessed by client-side
JavaScript of a webinos application in order to sign OAuth requests and gain
access to third-party resources. In user authentication and device authentication
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Fig. 1. Partial webinos user authentication sequence diagram. Reprinted from [9].

processes, there are three isolated sub-processes corresponding to different situ-
ations. For example, in the device authentication process, there is a device-held
private key sub-process detailing how the user can get the RSA key from the
Keystore Manager to authenticate the current device.

In webinos, the workflow of each process is expressed using sequence diagrams,
with some additional explanations written in natural language. For example,
part of the user authentications process diagram is illustrated in Fig. 1, and the
detailed requirements that “OpenID login MUST be requested using the PAPE
extension and set max auth age=0 in order to prevent authentication caching”
are attached in the end. The other processes are expressed in the same way.

The authentication process is further detailed by an incomplete authentication
state machine (i.e. without presence checking state), which helps to understand
the state transitions, and several entity authentication tables outlining how dif-
ferent entities are authenticated by the others.

3.3 Approach

webinos platform is quite complex. A complete formal verification is neither
feasible nor cost-effective with respect to our goals. Our chosen approach is thus
practical and straightforward, as detailed in next steps:

1. clarifying the specifications logic and understanding the sequence diagrams;
2. translating the diagrams into corresponding formal models;
3. selecting the need-to-check properties;
4. analysing the results and finding possible improvements.

We used NuSMV [12] model checker. The principals in the authentication
system were modelled using VAR variables, each operation was presented as a
parameter of the VAR variable. And an additional system status was inserted
to present the snapshot of the system. The transitions between each state of
the VAR variables were assigned with ASSIGN variables based on the switch-
case logic. To be consistent with reality, we added non-determinism into the
models. User interacts with the system, thus we put two additional states, the
send wrong password state and the reject authorisation state into user’s status
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representing the unexpected user behaviour. Availability is another concern, with
the potential occurrence of DoS attack. Thus the busy state was inserted into
the models, representing the situation where the module stops working after it
finishes its previous work. An example of state transitions of the User Agent
module is shown in Fig. 2. In any transition, with half probability either the
module proceeds to the next work or it enters the busy state.

i n i t ( u s e r ag en t s t a tu s ):= i d l e ;
next ( u s e r ag en t s t a tu s ):= case

sy s t em statu s = l o g i n r e q u e s t & u s e r ag en t s t a tu s = i d l e :
{ send auth req , busy } ;

sy s t em statu s = load au th u r l & u s e r ag en t s t a tu s = i d l e :
{ s e n d i d e n t i t y p r o v i d e r u r l r e q , busy } ;

TRUE : i d l e ;
esac ;

Fig. 2. An example, partial state transitions setting of User Agent

The need-to-check properties were defined using SPEC variables, which fell
into the following classifications:

– completeness : it is always true that the final state of the system will be the
correct one with the corresponding initial state.

– correctness : it is always true that the correct final state of the system can
be achieved with the corresponding initial state.

– security properties : the user who sends too many wrong credentials will be
stopped; the user who fails to pass authentication challenges will be blocked
for privileged operations; the affect of unexpected situations will be deleted
or mitigated by corresponding countermeasures.

3.4 Results

This study formally analysed the authentication system with 18 pages specifica-
tions, and built 5 models for the isolated processes. The total effort amount was
approximate to 1.5 person months. The efforts mainly came from the translation
from sequence diagrams to formal models, and the work of learning how to use
NuSMV. During the verification process, the following issues were reported:

– ambiguities and inconsistencies : although the specifications are mainly ex-
pressed in sequence diagrams, minor ambiguities and inconsistencies still
exist. For example, in the “entity authentication tables”, the term “PZPs”
refers to the devices in the third table, but in the sixth table, “PZPs” is
used to refer to the personal zone proxies.
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– incompleteness : the specifications lack several key factors, resulting mislead-
ing for the implementation. For example, there are no details of how many
requests each module can take in the authentication system, and how they
will react with multiple requests. This issue leads to an ultimate challenge
to build a “perfect” model which shows the exact properties of the authen-
tication system. The method we chose to solve this problem was by adding
a second request which is concurrent with the first one, and setting that the
modules to work only when they are in IDLE state. This solution is a better
approximation of real behaviour, but has a very poor scalability.

– missing assumptions : the system designers only assume all the modules will
work as established, without considering unexpected situations. This error
is found in the model checking results, in which the checker reports the com-
pleteness property cannot be satisfied because of the unexpected situations
introduced in the models.

4 Discussion

During our work of applying lightweight formal verification to the webinos au-
thentication system, we strictly followed the pragmatic principle: we only mod-
elled a high-level abstraction of the system, without considering the other parts
of the platform. Still, some important problems were found. Several lessons wor-
thy sharing have been learned, which can give practitioners recommendations
on how to introduce lightweight formal methods into real world projects.

4.1 Lesson 1: Choose the Right Tool

The expensive requirement of expertise is the main obstacle between the formal
methods and real world projects. A suitable tool can greatly reduce this expense.
In our case, NuSMV is a fairly easy-to-use tool with respect to state exploration.

However, one major flaw of NuSMV was found in the verification process. If
user sends a wrong password, OpenID scheme will redirect the browser back to
the login webpage. NuSMV thinks this operation is a loop, and it raises an error.
The same happened when the user rejects the authorisation request.

From another point of view, when a user sends too many wrong credentials,
it is likely impersonated by a machine that is trying to perform a brute force
attack. OpenID scheme has already adopted the CAPTCHA [13] technique as
the countermeasure for this attack. So, in the model, a threshold was added to
limit the number of times a user can send the credentials to the OpenID server.
Hence, the problem was circumvented with strict consistency to reality.

4.2 Lesson 2: Assign the Verification Work to the Testing Group

Another important question is, who should perform formal verification work
to bring greater benefits with less costs? Our answer is: to the testing group.
Compared with hiring an independent formal verification experts team, assigning
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the verification work to the testing group is cost friendly. Moreover, the testing
group already has a deep knowledge of the system, so the errors in the formal
models can be directly correlated to the system, even to the specific code points.
As a positive effect, this would make more robust traceability between the models
and the system. Since the testing group is experienced with errors, another
important issue of prioritising the errors is also solved by this approach. Finally,
the experience in verification improves the testing group capacity to generate
test cases, since it brings a deeper understanding of the system

4.3 Lesson 3: Focus Only on Crucial Properties

Focusing on crucial properties is a key argument in lightweight formal methods.
In our case, the authentication system consists of distributed modules and

uses different authentication methods for different resources, it is thus rather
complex with respect to the need-to-check properties. However, since the con-
nections are established on top of secure channels, we only analyse the system
in an abstract level, i.e. the properties relative to message content are not con-
sidered. For this reason, only the properties listed in 3.3 are concerned, which
are strictly related to the system functionality. These properties are shared by
many authentication schemes, thus our models can be generalised and applied
to different authentication systems.

4.4 Lesson 4: Adopt OpenID over a Self-developed Module

In the case of building an authentication system for the web-related software,
OpenID is more thorough and secure than a “re-invented wheel”.

In our case, the designers of the authentication system did not consider user’s
misbehaviour. As stated in Subsection 4.1, lacking CAPTCHA technique will
leave space for brute force attacks. Furthermore, at present the open-source
OpenID server implementation is available, allowing for organization-specific
configurations, thus the scheme can be used even in case of specific requirements.

5 Conclusion and Future Work

Lightweight formal verification technique minimises the gap between formal
methods and real world projects. In our work, several major issues were found
with very limited resources. Another important aspect is that this verification
work was done by the testing group of the project, allowing for positive feedback
in the development of a refined testing suite.

However, to make formal verification an accepted industrial practice, there
is still a lot of work ahead. This method should be tested to a broader range
of security properties and on other security-critical domains in the platform.
Also, the most effective formal model should be identified. We plan to analyse
the same system with different formal languages, to assess which language and
specifically which language capability is optimal in the concept of lightweight
formal methods.



342 A. Atzeni, T. Su, and T. Montanaro

Acknowledgements. The research described in this paper was funded by the
EU FP7 webinos project (FP7-ICT-2009-05 Objective 1.2).

References

1. Easterbrook, S., Callahan, J.: Formal methods for verification and validation of
partial specifications: A case study. Journal of Systems and Software 40(3), 199–
210 (1998)

2. Mundra, P., Shukla, S., Sharma, M., Pai, R.M., Singh, S.: Modeling and Verifica-
tion of Kerberos Protocol Using Symbolic Model Verifier. In: 2011 International
Conference on Communication Systems and Network Technologies, pp. 651–654.
IEEE (June 2011)

3. Fuhrhop, C., Lyle, J., Faily, S.: The webinos project. In: Proceedings of the 21st
International Conference Companion on World Wide Web - WWW 2012, p. 259.
ACM Press, New York (2012)

4. Zave, P.: Using lightweight modeling to understand chord. ACM SIGCOMM Com-
puter Communication Review 42(2), 49 (2012)

5. Taghdiri, M., Jackson, D.: A lightweight formal analysis of a multicast key man-
agement scheme. In: König, H., Heiner, M., Wolisz, A. (eds.) FORTE 2003. LNCS,
vol. 2767, pp. 240–256. Springer, Heidelberg (2003)

6. Taghdiri, M.: Lightweight modelling and automatic analysis of multicast key man-
agement schemes. Master’s thesis. MIT (2002)

7. Easterbrook, S., Lutz, R., Covington, R., Kelly, J., Ampo, Y., Hamilton, D.: Expe-
riences using lightweight formal methods for requirements modeling. IEEE Trans-
actions on Software Engineering 24(1), 4–14 (1998)

8. Su, T., Lyle, J., Atzeni, A., Faily, S., Virji, H., Ntanos, C., Botsikas, C.: Continuous
integration for web-based software infrastructures: Lessons learned on the webinos
project. In: Bertacco, V., Legay, A. (eds.) HVC 2013. LNCS, vol. 8244, pp. 145–150.
Springer, Heidelberg (2013)

9. webinos group: webinos authentication system specifications (2012),
http://www.webinos.org/content/html/D033/Authentication.htm

10. Recordon, D., Reed, D.: OpenID 2.0. In: Proceedings of the second ACM workshop
on Digital identity management - DIM 2006, p. 11. ACM Press, New York (2006)

11. Hammer-Lahav, E.: The OAuth 1.0 Protocol (2010),
http://tools.ietf.org/html/rfc5849

12. Cimatti, A., Clarke, E., Giunchiglia, F., Roveri, M.: NuSMV: A reimplementation
of SMV. In: Proc. STTT 1998, pp. 25–31 (1998)

13. von Ahn, L., Blum, M., Hopper, N.J., Langford, J.: CAPTCHA: Using hard AI
problems for security. In: Biham, E. (ed.) EUROCRYPT 2003. LNCS, vol. 2656,
pp. 294–311. Springer, Heidelberg (2003)

http://www.webinos.org/content/html/D033/Authentication.htm
http://tools.ietf.org/html/rfc5849


Security Requirements Analysis
Using Knowledge in CAPEC

Haruhiko Kaiya1, Sho Kono2, Shinpei Ogata2, Takao Okubo3, Nobukazu Yoshioka4,
Hironori Washizaki5, and Kenji Kaijiri2

1 Dept. of Information Sciences, Kanagawa University, Hiratsuka 259-1293, Japan
kaiya@kanagawa-u.ac.jp

2 Dept. of Computer Science, Shinshu University, Nagano 380-8553, Japan
3 Institute of Information Securiry, Kanagawa 221-0835, Japan
4 National Institue of Informatics (NII), Tokyo 101-8430, Japan

5 Waseda University, Tokyo 169-8555, Japan

Abstract. Because all the requirements analysts are not the experts of security,
providing security knowledge automatically is one of the effective means for
supporting security requirements elicitation. We propose a method for eliciting
security requirements on the basis of Common Attack Patterns Enumeration and
Classification (CAPEC). A requirements analyst can automatically acquire the
candidates of attacks against a functional requirement with the help of our method.
Because technical terms are mainly used in the descriptions in CAPEC and usual
phrases are used in the requirements descriptions, there are gaps between them.
To bridge the gaps, our method contains a mapping between technical terms and
noun phrases called term maps.

Keywords: Requirements Engineering, Requirements Elicitation, Security Re-
quirements, Structured Knowledge.

1 Introduction

Because an information system is embedded and used in some social activity such as
business or entertainment, knowledge of the social activity, i.e., domain knowledge is
crucially necessary for eliciting the requirements for the system. Knowledge of infor-
mation technology such as Internet and mobile devices is a kind of domain knowledge
because our daily activities cannot be performed without such technologies.

Especially in security requirements elicitation, knowledge related to technologies
plays an important role because actual attacks are achieved by means of the technolo-
gies and most countermeasures are implemented in the same way. We thus expect re-
quirements analysts have enough knowledge of security and related technologies when
he/she elicits security requirements. Apparently, it is unrealistic expectation because the
knowledge of security and related technologies is too huge for all requirements analysts
to understand it. In addition, such knowledge is always updated every day. Providing
the knowledge of security and related technologies automatically is one of the helpful
ways to satisfy this assumption.

In this paper, we proposed a method for eliciting security requirements on the ba-
sis of Common Attack Patterns Enumeration and Classification (CAPEC), which is
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machine-readable and up-to-date knowledge for attacks. CAPEC consists of attack pat-
terns, and the patterns are usually increased when CAPEC is updated. In the method,
candidates of attacks against a function (a use case) are automatically selected from the
knowledge. Although requirements analysts have to examine whether each candidate
actually threatens the function, they do not have to learn all the knowledge in advance.

Because attacks using concrete technologies such as scripting and database queries
are focused in CAPEC, most descriptions in CAPEC consist of technical terms. How-
ever, a description of a function such as a use case description in a use case model is
usually implementation-independent. To bridge the gaps between CAPEC descriptions
and requirements descriptions, a mapping between technical terms and noun phrases
called “term map” is used in our method. Although we have to manually prepare the
term map, we assume we can gather and improve the term map step by step during its
usages.

The rest of this paper is organized as follows. In section 2, we review related works
using domain knowledge for eliciting requirements. In section 3, we present a method
for eliciting security requirements. We finally summarize our current results and show
the future issues.

2 Related Work

The importance of the domain knowledge is widely accepted in requirements elicitation
and even in software engineering in general [10]. We can thus find a lot of requirements
elicitation methods using domain knowledge. One of the significant problems of the
methods is that there is no guarantee to develop or acquire the domain knowledge. There
are a few methods for developing the domain knowledge for requirements elicitation
[3], [6]. Using existing structured knowledge is another solution to solve this problem.
Several methods [8], [2] use Common Criteria (CC) as such knowledge.

Even when we can obtain domain knowledge, the knowledge is not always machine-
readable. For example, CC documents are normally written in PDF format and we can-
not sometimes access the texts in the documents due to the security settings in PDF.

We can find some public and machine-readable knowledge base such as CAPEC,
CVE or CWE. Common Vulnerabilities and Exposures (CVE) is a dictionary of pub-
licly known information security vulnerabilities and exposures. Common Weakness
Enumeration (CWE) is a set of software weakness. Although all of them seem to be
useful for eliciting security requirements, we first use CAPEC in our research.

3 Method for Eliciting Security Requirements

The goal of this method is to support security requirements elicitation using CAPEC,
which is structured and machine-readable knowledge resources. Although security ex-
perts should examine elicited security requirements after applying this method, this
method enables them to save effort. We mainly explain our method in this section. In
addition to CAPEC knowledge, we have to prepare a mapping between noun phrases in
requirements descriptions and technical terms used in CAPEC. We also explain how to
prepare such a mapping.
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Use case
Description Noun phrases CAPEC

Term
Map

Technical
Terms
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Convert each phrase 
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Architecture
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a map

Term
Map
Term
Map

Attack
Candidates

Use case
Model

Add misuse cases
and countermeasures

Misuse case
Model

Fig. 1. Data flows among this elicitation method

3.1 Elicitation Method

Figure 1 shows the data flows among our requirements elicitation method. Boxes and
cylinders correspond to data stores, ovals correspond to processes and arrows corre-
spond to data flows in the figure. The inputs of the method are as follows.

– Use case description: In the method, we assume requirements are represented in a
use case model and a use case description specifies each use case in natural lan-
guage sentences. Security requirements elicitation is then performed for each use
case. In this sense, a use case description is the main input of the method.

– Term maps: As mentioned at the beginning of this section, we have to prepare a
mapping between noun phrases in a use case description and technical terms used
in CAPEC because technical terms such as “SQL” or “buffer” are not directly used
in use case descriptions. We thus have to prepare the mapping to bridge the gap
between the noun phrases and technical terms. We call such a mapping “term map”
in this paper. Because technical terms usually depend on a specific architecture or
implementation, we prepare the mapping for each architecture assumption.

– Architecture assumption: Even at the requirements elicitation stage, some archi-
tecture assumptions such as client-server or cloud platform are considered. Such
architecture assumptions give large effects on security issues because actual at-
tacks and their protections are usually achieved on the basis of such assumptions.
We assume such architecture assumptions are provided before requirements elicita-
tion. Such assumptions correspond to an element “Technical Context” in an attack
pattern in CAPEC.

– Use case model: Because the output of the method is misuse case model [9] or
MASG [7], we prepare a use case model as one of inputs.

The output is a misuse case model as mentioned above. The following elements in
the model are elicited on the basis of an attack pattern.

– Misuse cases: An attack pattern itself directly specifies a misuse case.
– Countermeasure(s): In a misuse case model, a countermeasure is represented as

a use case, and there exists a mitigate- or avoid-relationship between the use
case and a misuse case. Countermeasures can be found in an element “Solu-
tions and Mitigations” in CAPEC an attack pattern.
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In the case of MASG [7], we explicitly specify assets (data) in use case model. CAPEC
helps us to identify such assets.

The method in Figure 1 is repeatedly applied to each use case in a use case model.
For each iteration, a different the use case description is used according to a use case,
and the use case model is updated because misuse cases and countermeasures have been
added during the former iterations. The processes in the figure are as follows.

– Parsing sentences: According to an article [1], noun phrases in a document play an
important role for characterizing the domain of the document. We thus parse the
sentences in a use case description, and pick noun phrases up as shown in Figure 1.

– Choose a map: We assume we have already had libraries of term maps for several
architecture assumptions. We simply choose one of them on the basis of the de-
scription of the architecture assumption. We expect such a description is provided
in the same form of “Technical Context” element in CAPEC.

– Convert each phrase into term(s): As mentioned above, technical terms used in
CAPEC are not usually used in use case descriptions. We thus convert each noun
phrase into technical terms on the basis of a term map.

– Look up attacks: We look up attack patterns on the basis of technical terms. We
assume attacks in the patterns can be applied to a use case specified in the use case
description. We thus call the looked up attack patterns “attack candidates”.

– Add misuse cases and countermeasures: For each attack candidate, we have to man-
ually examine whether it can be really applied to the use case description. If it can
be applied, we add misuse cases and their countermeasures to the use case model
on the basis of the candidate.

Except “Add misuse cases and countermeasures”, processes above can be performed
automatically.

3.2 Preparing Term Maps

A term map is used for bridging the gap between phrases in requirements descriptions
and technical terms in CAPEC. As we stated above, technical terms used in CAPEC
are not usually used in use case descriptions. We thus have to bridge the gap between
phrases in use case descriptions and technical terms by using the term map. Figure 2
shows an example of a term map for web applications and its usage. In this example, we
have an architecture assumption that a system will be implemented as web application.
We thus use this term map. At the left top of this figure, a part of use case description is
shown, and two phrases “data” and “display” are focused. These phrases are converted
into four technical terms “SQL”, “schema”, “database”, “web page”. These terms are
used for finding attack patterns in CAPEC.

Although term maps should be manually gathered, they will be reused and improved
step by step during their usages. We had experiences to gather this kind of domain
knowledge [5], and we have empirically validated that we could improve the quality of
such knowledge [4]. We thus assume we can also gather and improve the term maps in
the same way.
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Term map: web application

noun phrase technical term

data SQL

data schema

data database

...... .......

input form

input buffer

input input

..... .......

display web page

..... ......

Use case description:
.....
User fills his personal data. 
The system shows the data on the display. 
.....

CAPEC

query

Attack pattern 100
.......

Attack pattern 7
.......
Attack pattern 66
.......Attack pattern 7

.......

Fig. 2. An example of a term map for Web applications and its usage

Administrator

User

Register products 

Post a profit

Confirm 
purchase products 

Make a payment 

Pre:
User authentication was succeeded. 

Steps:
The system shows the list of the 
products. 
The user decides his selection. 
.......

A term map for web applications

noun phrases technical terms

authentication token

authentication session

list database

selection click

Fig. 3. A use case model, a use case description and a term map for web applications

3.3 Example of Applying the Method

We show a small example of applying the method. The example is about a web applica-
tion for shopping. In figure 3, we show the use case model, a use case description and
a term map used in this example. Because the system is implemented as a web appli-
cation, a term map for web applications is used. In a use case description of a use case
“Make a payment”, three noun phrases “authentication”, “list” and “selection” are iden-
tified. On the basis of the term map in Figure 3, these noun phrases are converted into
four technical terms “token”, “session”, “database” and “click”. Attack Prerequisites of
the following attack patterns contain each technical term as follows.

– token 4 patterns:
• 102 Session Sidejacking
• 36 Using Unpublished Web Service APIs
• 39 Manipulating Opaque Client-based Data Tokens
• 461 Web Services API Signature Forgery Leveraging Hash Function Extension

Weakness
– session 11 patterns: 102, 103, 196, 21, 222, 226, 462, 467, 59, 60, 61
– database 3 patterns: 108, 109, 470
– click 2 patterns: 103, 222

Basically, all the patterns above become candidates of attacks. When we have to
prioritize the attacks, we can refer to the values of other elements such as “Pat-
tern Completeness”, “CIA Impact” and “Typical Severity”.
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4 Conclusion

In this paper, we proposed a method for eliciting security requirements. Because
machine-readable and up-to-date security knowledge called CAPEC is used in the
method, this method can reduce the effort of its user (normally requirements analysts).

Currently, we only use knowledge in CAPEC, but related machine-readable knowl-
edge related to CAPEC such as CVE and CWE is also available. We will use such
knowledge sources in addition to CAPEC. Although term maps seem to be useful for
bridging the gaps between requirements descriptions and technical terms, we do not
validate we can gather and improve the term maps step by step. We will continue to
apply the method to various kinds of requirements descriptions to validate this point.
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