
Chapter 4

A Research Synthesis of Validation Practices
Used to Evaluate the Satisfaction with Life
Scale (SWLS)

Mary L. Chinni and Anita M. Hubley

Researchers are faced with a vast number of studies reporting a variety of results

when exploring any topic. Olkin (1996) identified a roughly ten-fold increase in the

number of research publications between 1940 and 1990 from 2,300 to 25,000

biomedical journals, 91 to 1,100 journals in psychology, and 91 to 920 journals in

mathematics. The amount of information available creates a formidable challenge

to researchers and practitioners needing to gather, assimilate, and critically assess

the volume of scientific information available to them. Moreover, Cooper

et al. (2009) suggested that the increasing volume of knowledge has led to a

narrowing of specialties within scientific fields and thus an increasing reliance by

researchers on literature reviews to stay current with developments in their fields.

The terms ‘research synthesis’, ‘literature review’, and ‘systematic review’ are

often used interchangeably (Cooper 2010). A research synthesis can be thought of

as a type of literature review whose primary intention is to assess the quality of

information available, to determine whether research findings are consistent and

generalizable across populations, and to determine the extent to which findings vary

across studies and populations (Mulrow 1994). Manten (1973) adds that literature

reviews are “not based primarily on new facts and findings, but on publications

containing such primary information whereby the latter is digested, sifted, classi-

fied, simplified, and synthesized” (p. 75). What further distinguishes a research

synthesis from a literature review is the specific identification of what is to be

examined within a literature, and a methodology for examination that can be

replicated. Key elements of a research synthesis include: (1) a clearly stated set

of objectives, (2) pre-set eligibility criteria for articles used in the study, (3) a

methodology that can be replicated, (4) a systematic search to identify studies that

meet the eligibility criteria, (5) an assessment of the soundness of all findings, and
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(6) a systematic presentation of the results of all studies included in the analysis

(The Cochrane Collaboration 2002).

A research synthesis of validation practices seeks to examine the methods and

procedures that researchers use to evaluate measures and determine whether infer-

ences made about respondents based on those measures are appropriate. Validity is

a fundamental concern to measurement specialists and practitioners who use tests to

inform and justify social policy decisions, medical and psychological assessments,

or an individual’s placement, training, and licensing within educational and pro-

fessional contexts. The Standards for Educational and Psychological Testing1

(AERA et al. 1999) assert that validity is “the most fundamental consideration in

developing and evaluating tests” (p. 9).

The Standards (AERA et al. 1999) describe validity as “the degree to which

evidence and theory support the interpretations of test scores entailed by proposed

uses of tests” (p. 9). Zumbo (2009) argues that it is important to make a distinction

between validity evidence and the process of validation. He argues that “validity is

the explanation for the test score variation, and validation is the process of devel-

oping and testing the explanation” (p. 69). He further explains that the “process of

validation involves consideration of the statistical methods, as well as the psycho-

logical and more qualitative methods of psychometrics, to establish and support the

inference to the explanation” (i.e., validity) (Zumbo 2009, p. 70). Validation

practices include such methods as: indicators and descriptors of subject matter

expert agreement/disagreement over (content) elements, factor analytic and struc-

tural equation modeling approaches to internal structure and measurement invari-

ance, reliability and validity coefficients, and response times and descriptions of

response option choices. Validation practices can be thought of as the tools that

researchers use to build their argument and justification for the test score inference

or explanation.

Research syntheses of test validation practices are still relatively new with little

agreed-upon methodology. Based on an examination of ten available research

syntheses of test validation practices, we found that syntheses may focus on articles

in one or more journals or one or more reviews or entries in a single source (such as

the Directory of Unpublished Experimental Mental Measures or Mental Measure-
ments Yearbook). One measure or multiple measures may form the basis of the

synthesis. Some authors choose to include all articles, reviews, or entries or a

random or systematic selection. Articles, reviews, or entries may come from a

single year, cover a range of years, or focus on particular years. None of the

syntheses we examined appeared to use search terms to select articles.

Most research syntheses of test validation practices have focused on reporting

the frequency that reliability and validity are reported for measures (e.g., Barry

et al. 2013; Hogan and Agnello 2004; Meier and Davis 1990; Qualls and Moss

1996; Slaney et al. 2009, 2010; Whittington 1998). Some studies examined whether

these frequencies differed for established, new, or modified measures (Barry

1Henceforth referred to as The Standards.
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et al. 2013; Qualls and Moss 1996; Slaney et al. 2009, 2010; Whittington 1998) or

by type of measure or journal (Cizek et al. 2008; Qualls and Moss 1996; Slaney

et al. 2009, 2010). Many studies examined the types of reliability (e.g., internal

consistency, test-retest, alpha) or validity (based on the present sample or previous

research, content evidence, construct evidence, internal structure) evidence

presented (e.g., Barry et al. 2013; Cizek et al. 2008; Hogan and Agnello 2004;

Jonson and Plake 1998; Qualls and Moss 1996; Slaney et al. 2009, 2010).

Whittington (1998) examined whether sample characteristics were taken into

account when reporting reliability and validity evidence and Slaney et al. (2009,

2010) examined the extent to which researchers followed a logical order in their

presentation of reliability and validity evidence. Cizek, Bowen, and Church (2010)

narrowed their focus to the frequency that consequences of testing, one of the five

sources of validity identified by The Standards (AERA et al. 1999), are reported.

Several syntheses explicitly focused on the extent that testing practices may be

influenced by testing standards (e.g., Jonson and Plake 1998; Qualls and Moss

1996) or validity theory (e.g., Cizek et al. 2008).

The findings of previous research syntheses of test validation practices suggest

that (a) the frequency of reporting reliability and validity evidence each seems to

have increased generally over time, although this may vary by journal or field of

study, (b) reporting of both reliability and validity evidence seems to have increased

generally over time but is much less frequent than reporting either type of evidence

on its own, (c) there is a failure to take into account sample characteristics when

reporting reliability and validity evidence based on previous research, (d) there is

mixed evidence as to whether and how the status of a measure (as pre-existing or

new/modified) is related to the frequency of presenting reliability and validity

evidence, (e) internal consistency estimates of reliability, which almost always

consist of Cronbach’s alpha, are reported far more frequently than test-retest

reliability estimates, (f) validity evidence is often not reported for all measures in

a study, tends to be limited in terms of the amount of evidence provided, and is

typically poorly reported, (g) some forms of construct validity evidence tend to be

reported more often, (h) there is mixed evidence as to the relative frequency of

validity evidence such as factor structure and content evidence, (i) validity evidence

such as developmental changes, effect of experimental variables, response pro-

cesses, and consequences of testing is rarely reported, and (j) there is a disconnec-

tion between validity theory, test standards, and validation practice.

Only one research synthesis appears to have examined validation practice with a

single measure over time (i.e., Jonson and Plake 1998) and the focus of that study

was to use MMY reviews over five periods of validity history to examine the

relationship between test standards and validation practices. The purpose of the

present synthesis was to examine validation practice with a single, well-known, and

widely used measure, the Satisfaction with Life Scale (SWLS; Diener et al. 1985).

Specifically, we aimed to examine a comprehensive list of validation studies of the

SWLS to determine the sources of evidence provided and report, in more detail, the

kinds of evidence provided for each source, the rationale for steps taken, criteria

used, and the logic adopted for the process involved for each procedure. This study
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will contribute to the small but growing literature on validation synthesis by

(a) exploring validation practice in more detail, and (b) providing a foundation

upon which further validation evidence for the SWLS can be built.

Method

Data Source and Collection

We conducted a literature search for articles on the SWLS containing psychometric

or validation evidence using the PsycINFO database. Because the SWLS is used in

a variety of disciplines and cultural contexts, and has been translated into several

languages, PsycINFO was considered the optimal data source. It is the largest

resource devoted to peer-reviewed literature in behavioral science and mental

health and includes roughly 2,500 international periodicals, publications from

more than 50 countries and journals in 20 languages (American Psychological

Association 2013). The search history included publications from 1985 (publication

date of the SWLS) to July, 2012. A literature search using the search terms

“Satisfaction with Life Scale” and “valid*’, “reliability”, “psychometrics”, “factor

analysis” “measurement”, or “measurement invariance” was used to capture studies

whose purpose was to provide validity and reliability evidence for the SWLS.

Because ‘satisfaction with life’ is a general and widely used term, “Satisfaction

with Life Scale” was used as a title search term alongside the other terms listed

above. Reference sections of identified articles were also used to identify relevant

articles. All studies were screened to determine that: (a) the intent of the study was

to provide reliability or validity evidence for the SWLS (as opposed to it being used

as a comparison measure or assessment tool in differing research contexts), (b) no

modified versions (with the exception of translated versions) of the scale were used,

and (c) studies were peer-reviewed.

Coding of Studies

We developed a detailed coding sheet to identify and record validation procedures

used in each study. The coding sheet was organized according to the sources of

validity evidence as outlined in The Standards (AERA et al. 1999): (1) test content,

(2) internal structure, (3) relations to other variables, (4) response processes, and

(5) consequences of testing. As our intention was to provide a detailed account of

the reasoning behind the evidence presented, each category was further broken

down to document the rationale for steps taken, criteria used, and the logic adopted

for the process involved for each procedure. Two additional sections were added to

document reliability evidence and translation methods. Although reliability may
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not be included in The Standards as evidence of validity, it is a necessary condition
for validity (Hubley and Zumbo 2011, 2013). Therefore, it is relevant to examine

whether a validation study provided any indication of the reliability of the

measure’s scores within the context specific to the population. Translation methods

were also considered given the large number of translated versions of the SWLS

that appeared in our search. As each translation is, in essence, a creation of a new

measure, it is important that researchers identify the methods used to create the

measure. Details regarding the coding of each section are as follows:

Translations and Adaptations of the SWLS. We first identified if the measure

was previously translated or newly translated or if use of a translated measure was

suspected but not identified (e.g., sample suggested use of a non-English version of

the measure but this was not identified in the paper). Where a newly translated

measure was used, we coded for the method of translation used, qualifications of the

translators, and whether any pilot tests were conducted.

Reliability. We coded for the presence of internal consistency estimates and test-

retest reliability estimates based on the present sample. Alternate forms reliability

and inter-rater reliability were not recorded as, respectively, there are no alternate

forms of the SWLS scale and no rater decisions in scoring the SWLS. When an

internal consistency estimate was provided, we noted what estimate was used, and

coded for whether a criterion was identified for the estimate presented. Finally, we

coded for whether (corrected) item-total correlations and (average) inter-item

correlations were reported. When a test-retest reliability estimate was provided,

we coded for whether the test-retest interval was reported; if this was the case, we

recorded the length of the interval and whether a rationale for the chosen test-retest

interval was provided.

Sources of Validity Evidence. Each study was examined to identify and explore

what sources of validity evidence, as outlined in The Standards (AERA et al. 1999),

were provided. Each category was further subdivided as follows:

Test Content. The Standards (AERA et al. 1999) dictate that “item selection,

response formats, and test administration procedures should be selected based on

the purposes of the test, the domain to be measured, and the intended test takers”

(p. 44). To determine that inferences drawn from test scores are applicable across

groups being tested, evidence must be presented to show that the construct being

examined is clearly defined, the selected items accurately represent the construct,

the process used in generating and evaluating test items is documented, and results

of all empirical analyses conducted in the test development and review process

have been presented. We descriptively coded to determine if: a) the construct being

examined was clearly defined, b) items were generated based on a literature search,

other measures of life satisfaction or related constructs (e.g., well-being, quality of

life), or feedback from the target population (i.e., experiential experts), c) content

experts (e.g., subject matter experts or experiential experts) were consulted to

examine elements of the measure, and d) whether any reference was made to

item representation (e.g., of different aspects of life satisfaction), construct under-

representation, and construct irrelevant variance.
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Internal Structure. To demonstrate that the interpretation of a test reflects the

construct it proposes to measure, evidence of its internal structure must be

presented. Multivariate statistical techniques are used to examine whether “score

variability attributable to one dimension was much greater than the score variability

attributable to any other dimension scores obtained from one group” (AERA

et al. 1999, p. 20). We first reported whether an exploratory factor analysis

(EFA), confirmatory factor analysis (CFA), or both analyses were conducted.

When an EFA was conducted, we noted the type of EFA used (i.e., principal

components analysis (PCA) or true factor analysis (FA)) and coded for the follow-

ing information: whether criteria were stated a priori for determining the number of

factors, the criteria used to determine the number of factors (i.e., eigenvalues> 1,

scree plot, parallel analysis, percentage of variance explained), whether factor

loadings were reported, whether the criterion (e.g., >.35) used for determining if

an item loads on a factor was reported, and whether percentage of variance

explained was reported. If more than one factor was identified, we also recorded

information about the types of rotation methods used. When CFA was conducted,

we noted the software used and coded for whether researchers reported the number

of factors expected and the items expected to load on each factor (if more than one

factor expected), the fit indices used, and the rationale and criteria reported for the

chosen fit indices. For those studies that examined measurement invariance, we

recorded the software used, the type of invariance examined (e.g., gender invari-

ance), the fit indices used, the criteria reported for the chosen fit indices, and the

procedures and rationale for the invariance procedures used.

Relations to Other Variables. When relations to other variables were presented

as validity evidence, it is clear in The Standards (AERA et al. 1999) that the

theoretical rationales behind the selection of those variables and “evidence

concerning the constructs represented by the other variables as well as their

technical properties, should be presented or cited” (p. 20). Questions regarding

the degree of association between the measure being examined (e.g., SWLS) and

measures representing similar and dissimilar constructs (i.e., convergent and dis-

criminant measures) must be addressed and shown to be consistent with theoretical

expectations. The same is true when quasi-experimental or experimental evidence

is presented (e.g., known-group differences based on demographic variables or

interventions). When evidence is presented that involves assessing relationships

with criterion variables, The Standards (AERA et al. 1999) notes that “information

about the suitability and technical quality of the criteria should be reported” (p. 21).

We recorded (a) the terms that researchers used to describe the validation process

(e.g., relations to other variables, construct validity, concurrent validity, convergent

validity), (b) whether researchers stated their expectations a priori, (c) the types of

measures they included (e.g., discriminant measures) and whether terminology

used was incorrect (e.g., confusing criterion evidence with convergent evidence),

(d) whether any theoretical or empirical rationale was presented for the measures or

variables selected, (e) whether reliability evidence (based on the present sample)

was reported for the measures chosen, and (f) how the researchers used the evidence
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presented (e.g., magnitude, direction, statistical significance of validity coeffi-

cients) to make their conclusions about validity.

Response Processes. Whenever a test involves interpretations that presume

underlying psychological or cognitive processes used by respondents, observers,

or scorers, empirical evidence in support of those premises should be provided. For

example, if the SWLS is meant to involve an overall cognitive judgment of one’s

life by respondents, then empirical evidence should be provided that such a process

is taking place. As approaches to examining response processes can be quite varied

and less prescribed than some other sources of validity evidence, we simply

described any practices but kept in mind some typical approaches (e.g., think-

aloud protocols, cognitive interviewing, completion times, documenting or record-

ing responses to items).

Consequences of Testing. The intended social consequences and unintended side
effects (Hubley and Zumbo 2011, 2013) of legitimate test interpretation are “rele-

vant to validity when it can be traced to a source of invalidity such as construct

underrepresentation or construct-irrelevant components” (AERA et al. 1999, p. 16).

When claims are made regarding the benefits of testing beyond the direct interpre-

tation of test scores (e.g., use of a measure will result in reduced costs or more

efficient employee selection), evidence is also needed. Like the response processes

section, approaches to consequences of testing can be quite varied and less pre-

scribed than some other sources of validity evidence, so we simply described any

use of the words “consequences”, “consequential validity”, “effects of”, “impact

of”, “implications”, and “clinical implications”.

Results

Our literature search yielded 35 articles that fit the criteria for inclusion in our study.

In several cases, the authors conducted multiple studies using different samples

within a single article. For example, a single journal article may have included a

group of university students to examine internal structure, a different group of

university students to examine dimensionality, and a third group using adolescents

to examine relations to other variables. In these cases, each study was treated as an

independent study and coded accordingly. This resulted in 46 studies. Of those

studies, 31 (67.4 %) involved translated versions of the SWLS. In terms of

reliability evidence and the broad categories of sources of validity evidence as

outlined in The Standards, 37 studies (80.4 %) conducted reliability analyses,

39 studies (84.8 %) examined internal structure, 20 studies (43.5 %) examined

relations to other variables, and two studies examined response processes (4.3 %).

No studies examined test content or consequences of testing (see Table 4.1). Three

studies (6.5 %) provided only reliability evidence. Of the 43 studies providing

validity evidence, 25 (58.1 %) examined one source of validity evidence and

18 (41.9 %) examined two sources of validity evidence (M¼ 1.33, SD¼ 0.60). A

total of 33 studies (71.7 %) examined both reliability and validity evidence.
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Translations and Adaptations of the SWLS

As noted above, 67.4 % of the studies sampled involved translated versions of the

SWLS, which includes translations into Arabic, Brazilian-Portuguese, Chinese,

Czech, Dutch, French, German, Greenlandic, Hebrew, Malay, Norwegian, Portu-

guese, Russian, Spanish, Swedish, Taiwanese, and Turkish. These studies come

from 25 articles; 12 articles (48.0 %) involved newly translated versions of the

SWLS and 9 (32.0 %) used a pre-existing translated version of the scale.2 In five

articles (20 %), no information was provided about the version used; in these cases,

we assumed the test was administered in the sample population’s dominant lan-

guage and involved a translated version of the SWLS. Of the 12 articles involving

newly translated versions of the SWLS, all but one essentially used forward and

backward translation with multiple individuals involved in the translation process.

In nearly all cases, very brief descriptions with little elaboration were provided of

the translation procedures used. Only one article indicated the authors incorporated

a cultural adaptation in their translation process. In six articles (50.0 %), translation

guidelines were cited. In 10 articles (83.3 %), it was noted who did the translations

but only half provided any information about the translators’ qualifications and that

was primarily limited to whether they were native speakers, bilingual, or indepen-

dent translators. In four studies (33.3 %), pilot tests were conducted but little to no

information was provided.

Reliability

Thirty-seven (80.4 %) of the 46 studies provided reliability estimates. Of those

studies, 33 (89.2 %) provided an internal consistency estimate. The most commonly

identified internal consistency estimate was Cronbach’s alpha (27 studies; 81.8 %).

Five3 (15.2 %) of the 33 studies provided an “internal consistency coefficient” but

were not clear as to which estimate was used. In separate single studies, model-

based omega and ordinal alpha were provided in addition to Cronbach’s alpha.

Finally, another study assessed reliability using parameters estimated from CFA

models. In terms of citing criterion values for acceptable internal consistency, only

one study clearly cited a criterion (i.e., .70 or higher). Another study made reference

to “acceptable” or “satisfactory” alphas of .80 and cited Cronbach’s (1951) article,

but it is unclear whether a criterion was being listed or the obtained alphas were

simply being described.

2 The total number of articles do not sum to 25 as one article included a new translation in one

language and presumably a pre-existing version in another language.
3 Three studies were contained within a single article wherein the author conducted reliability

analyses on three different samples.
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Seven (18.9 %) out of 37 studies reported inter-item correlation information;

average inter-item correlations were reported in four studies and inter-item corre-

lation tables were provided in another three studies. Twenty (54.1 %) out of

37 studies reported item-total, or corrected item-total, correlations; only five

(25 %) of these studies reported an acceptable value (of >.40 or >.50) for

evaluating the obtained correlations.

Seven (18.9 %) out of 37 studies examined test-retest reliability, with all studies

reporting the time interval between administrations. Intervals examined were 1–2

days, 1 week, 2 weeks, 1 month, 2 months, 3 months, and 6 months. One study

examined both 2-week and 1-month intervals and another study examined both 3-

and 6-month intervals. Three (42.9 %) of the seven studies provided a rationale for

the time interval chosen.

Nine (21.7 %) out of 46 studies did not provide reliability evidence; all but two

studies either focused on the internal structure of the SWLS using CFA or examined

measurement invariance.

Internal Structure

Thirty-nine (84.8 %) out of 46 studies examined internal structure. Of those

39 studies, 12 studies (30.8 %) conducted exploratory factor analysis, 23 studies

(59.0 %) used confirmatory factor analysis, 3 studies (7.7 %) used both methods,

and 1 study (2.6 %) was not clear about which approach was used.4

Exploratory Factor Analysis. Of 15 studies (i.e., 12 studies using EFA plus

3 studies using both EFA and CFA), 10 studies (66.7 %) used principal components

analysis (PCA), 4 studies (26.7 %) used common factor analysis (FA), and 1 study

(6.7 %) did not identify the method used. Of the four studies using FA, three studies

(75.0 %) used principal axis factoring and one study (25.0 %) used maximum

likelihood (ML) as the type of extraction method. No studies stated any criteria a

priori for identifying the number of factors. Of the 15 EFA studies, 7 (46.7 %) used

‘eigenvalues greater than one’ as a criterion, 4 (26.7 %) used scree plots, and

3 (20.0 %) used a combination of both criteria. All studies reported the amount of

variance explained by the single factor found, but no studies used a criterion value

for the amount of variance explained to decide the number of factors. All but one

study (93.3 %) reported factor loadings, but no studies identified a criterion (e.g.,

>.40) to determine if an item loaded on the factor. No EFA study reported finding

more than one factor so other EFA considerations, such as factor rotation, were not

explored.

4 The focus of this methodological article was on describing steps to identify essential unidimen-

sionality that could be used with either EFA or CFA. SWLS data were used as an example.

Because it was unclear as to whether the researchers actually used CFA or EFA analyses with this

data, this study was not included in the base rate counts in subsequent internal structure sections.
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Confirmatory Factor Analysis. Of 26 studies (i.e., 23 studies using CFA plus

3 studies using both EFA and CFA), 24 studies (92.3 %) specified the software

program used for analysis. Between 1985 and 2008, LISREL was used predomi-

nantly (i.e., in 11 out of 14 studies; 78.6 %). From 2009 through 2012, a more varied

array of software programs were used, including Amos, M Plus, EQS, and SAS. Of

the 26 CFA studies, 24 (92.3 %) specified the number of factors expected. The

studies used between one and eight fit indices (M¼ 4.5, SD¼ 1.84) to evaluate

model fit. The most commonly used fit indices were CFI (21/26; 80.8 %), RMSEA

(20/26; 76.9 %), χ2 (16/26; 61.5 %), TLI/NNFI (13/26; 50.0 %), and SRMR (13/26;

50.0 %) (see Table 4.2). Citation of criteria for the range of acceptable values per fit

index varied across the 26 studies: 15 studies (57.7 %) provided criteria for all of the

indices, 5 studies (19.2 %) provided criteria for some fit indices but not others, and

6 studies (23.1 %) provided no criteria. Only one study (3.8 %) stated the rationale

for the fit indices chosen.

Measurement Invariance. A total of 16 (34.8 %) out of 46 studies from 15 articles

examined measurement invariance (see Table 4.3). Approximately half (53.3 %) of

the articles included a reference to ‘invariance’ in the title of the article. Of the

16 studies, most (n¼ 14; 87.5 %) involved a SWLS translated into a language other

than English. Generally, the description of measurement invariance was similar

across all studies in terms of conducting multi-group CFA using ML estimation and

covariance matrices. Thirteen studies (81.3 %) indicated the software package used

to conduct analyses; prior to 2009, all studies used LISREL. After that, studies used

either AMOS or MPlus. The studies used between one and eight fit indices

(M¼ 4.4, SD¼ 1.82) to evaluate the fit of invariance models. The most commonly

used fit indices were RMSEA (14/16; 87.5 %) and CFI (13/16; 81.3 %), followed by

TLI/NNFI (8/16; 50.0 %), SRMR (5/16; 31.3 %), GFI (3/16; 18.8 %), and NFI

(2/16; 12.5 %); a few other indices were used only once. Overall, age and gender

were each examined in half of the studies. More specifically, out of 16 studies,

2 (12.5 %) examined age invariance alone, 3 (18.8 %) examined gender invariance

alone, and 4 (25.0 %) examined both age and gender invariance. The age divisions

varied considerably across the studies both in terms of the number of categories

(ranging from two to four categories), the age range of the entire sample, and where

age cut-offs were made. Four studies (25.0 %) only examined other types of

invariance: two studies from one article examined longitudinal invariance (over

2 month intervals) and two studies examined invariance across different samples

(e.g., students, correctional officers, and elderly). One study (6.3 %) examined

gender invariance and ethnic invariance. Two studies (12.5 %) examined age

invariance and other invariance (i.e., invariance across scattered versus successive

item order, nationality). Finally, one study (6.3 %) examined age, gender, educa-

tion, income, and residence (i.e., metropolitan, town, or rural) invariance.
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Relations to Other Variables

Twenty studies (43.5 %) out of the 46 studies included in this synthesis examined

relations to other variables (see Table 4.4). The vast majority (19; 95.0 %) of these

studies examined convergent evidence, with far fewer including evidence using

discriminant measures, although it should be noted that many studies never directly

addressed what measures qualified as convergent or discriminant. One study pro-

vided what might be best referred to as known-groups evidence only but three of the

other studies also attempted to provide known-groups type evidence (4 of 20 stud-

ies; 20.0 %).

With respect to the 19 studies examining convergent and/or discriminant evi-

dence, the total number of demographic variables or measures used per study

ranged from 2 to 19 (M¼ 7.16, SD¼ 5.09). The Standards (AERA et al. 1999)

state that, when comparisons with other variables are presented as validity evi-

dence, the rationale behind the selection of those variables and “evidence

concerning the constructs represented by the other variables. . .should be presented

or cited” (AERA et al. 1999, p. 20). This means that researchers need to clearly state

the rationale for both the construct selected and any variables used to represent that

construct. Regarding a rationale for constructs used, 13 (68.4 %) out of the

19 studies provided no rationale and 6 studies (31.6 %) provided some rationale.

When the rationale for constructs was not explicitly stated, it was often implied,

because the constructs were used in previous research or comprised some aspect of

the construct of subjective well-being (SWB); thus, authors may have thought that

explicitly stating a rationale would be redundant. Regarding a rationale for mea-
sures used, no studies provided a clear rationale as to why they selected the specific
measures chosen.

The terminology used to describe convergent and/or discriminant validity evi-

dence varied considerably both across and within the 19 studies and was, at times,

incorrect. Only one study avoided using any terms and three studies referred only to

“construct validity”. Otherwise, the following terms were used: “construct validity”

(7 studies), “convergent validity” (6 studies), “discriminant validity” (4 studies),

“divergent validity” (1 study), “criterion”(-related) validity (5 studies), “criterial

validity” (1 study), “concurrent validity” (4 studies), and “predictive” validity or

relationships (3 studies).

When it came to stating in advance the expected relationships among variables,

only 2 (10.5 %) of the 19 studies clearly identified what they expected to find and

11 studies (57.9 %) were vague in that the expected findings were not explicitly

stated by researchers but it was implied they were based on findings in previous

literature; 6 studies (31.6 %) did not indicate any expected findings.

An important piece of information in understanding validity coefficients is to

know not only reliability estimates for the SWLS scores but also for the other

measures used. Out of 19 studies, 6 (31.6 %) provided reliability estimates for all
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Table 4.4 Types of relations with other variables evidence

Authors Language Sample Convergent Discriminant

Known-

groups

Diener

et al. (1985)

(Study 2)

English Psychology

undergraduates

in U.S.

x

Diener

et al. (1985)

(Study 3)

English Elderly in U.S. x

Arrindell

et al. (1991)

Dutch Adult clinical

outpatients in

the

Netherlands

x x

Pavot

et al. (1991)

(Study 1)

English Elderly in U.S. x

Pavot

et al. (1991)

(Study 2)

English Undergraduates

in U.S.

x

Neto (1993) Portuguese Adolescents

in Portugal

x x

Abdallah (1998) Arabic Undergraduates

in the West

Bank

x x*

Arrindell

et al. (1999)

Dutch young Dutch

community

adults

x x x

Westaway

et al. (2003)

English Adults in

South Africa

x x*

Wu and Wu

(2008)

(Study 2)

Taiwanese Community

adults with

schizophrenia

in Taiwan

x x

Gouveia

et al. (2009)

Brazilian/

Portuguese

High school students,

undergraduates,

community

members,

teachers, and

physicians in

Brazil

x

Laranjeira (2009)

(Study 3)

Portuguese Students, patients,

and health

professionals

in Portugal

x

Anaby

et al. (2010)

Hebrew Working adults

in Israel

x

Durak

et al. (2010)

(Study 1)

Turkish University

students in

Turkey

x x

(continued)
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measures used, 1 study (5.3 %) provided reliability estimates for some measures

used but not others, and 11 (57.9 %) provided no reliability evidence for the other

measures. Finally, one study (5.3 %) provided reliability estimates but it was

unclear whether estimates were based on the study sample or previous research.

It was often unclear what information researchers relied on when it came to

interpreting the correlations providing convergent and/or discriminant validity

evidence. In some cases (6 studies; 31.6 %), it was not mentioned what information

was used to interpret correlations; in other cases, some reference was made to

statistical significance (7 studies; 36.8 %), sign of the correlation (positive/nega-

tive) (9 studies; 47.4 %), magnitude of the correlation (8 studies; 42.1 %), and/or

effect size (1 study; 5.3 %).

Four studies attempted to provide validity evidence by comparing groups in a

way that is akin to known-groups validity, although none of the studies used this

term; rather, researchers referred to this as either construct or discriminant validity

evidence. With the exception of additional procedures to complement convergent/

discriminant evidence (e.g., use of factor analysis, partial correlations, or multiple

regression to examine contributions of different variables to SWLS scores), no

other forms of evidence under the heading of ‘relations to other variables’ were

examined.

Table 4.4 (continued)

Authors Language Sample Convergent Discriminant

Known-

groups

Durak

et al. (2010)

(Study 2)

Turkish Correctional officers

in Turkey

x

Durak

et al. (2010)

(Study 3)

Turkish Elderly in Turkey x

Howell

et al. (2010)

(Study 1)

English Undergraduates

in U.S.

x

Howell

et al. (2010)

(Study 3)

English U.S. undergraduates

and adults on

social networking

sites

x

Glaesmer

et al. (2011)

German Individuals ages 14–91

in Germany

x

Sancho

et al. (2012)

Portuguese Elderly in Southern

Africa

x

*¼ possibly, but not entirely clear
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Response Processes

Two studies provided some evidence related to response processes. In one study,

mean time to complete the SWLS as well as ease of use reported by study

participants and interviewers was recorded. In another study, a mixed Rasch

model was used to identify four latent classes of respondents to the SWLS. The

classes tend to reflect differences in the use of the response categories or extreme

scores, the difficulty or discriminability of items, or the level of life satisfaction.

Discussion

The purpose of this study was to contribute to the small but growing literature on

validation synthesis by (a) exploring validation practices in more detail, and

(b) providing a foundation upon which further validation evidence for the SWLS

can be built. Thus, our intentions are aimed at measurement and validation special-

ists, researchers interested in using the SWLS and further examining the validity of

inferences made from it, and those individuals who use measures and desire to

better understand the validation procedures used to support the inferences drawn

from test scores.

While others may have used The Standards and the five sources of validation

evidence as an inspiration or guide for conducting validation synthesis in the past

(e.g., Cizek et al. 2008; Hogan and Agnello 2004; Jonson and Plake 1998), the

detailed documentation of procedures and rationales involved in validation prac-

tices provided in this study appears to be the first of its kind. If the validation

process “begins at the construct definition stage before items are written or a

measure is selected, continues through item analysis (even if one is adopting a

known measure), and needs to continue when the measure is in use” (Zumbo 1999,

p. 11), then a detailed account over time of procedures used, specific to a given test,

and within the areas outlined by The Standards, is needed.
It is important to note that the majority of studies (67.4 %) included in this

synthesis involved translated versions of the SWLS and nearly 50 % of studies

involved newly translated versions. Generally, the process that was used to create

these translated versions is not well reported. Little information is provided about

the individuals who conducted the translation and there is relatively little use of

pilot testing reported. Previous research syntheses of validation practices provide

no explicit discussion of translated versions of measures, although these measures

may be included under ‘modified measures’ in some studies. Translated versions of

the SWLS are essentially new measures and so it is critical that the process used to

translate the measures is well documented.
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Reliability Evidence

Reliability evidence for SWLS scores was consistently well documented across

studies. Internal consistency was examined most often (89.2 % of studies). The

internal consistency estimate most commonly used was Cronbach’s alpha (81.8 %

of the time), which shows that classical test theory approaches to reliability still

dominate, at least with respect to the SWLS. No study clearly stated a criterion for

an acceptable reliability estimate, although it may be viewed as common knowl-

edge to expect estimates of .80 or higher.

In several cases, researchers reported (average) inter-item correlations or

(corrected) item-total correlations but failed to identify or discuss acceptable values

for, the role of, or how to interpret, these correlations. Inter-item correlations

indicate the degree to which items correlate with one another. They are particularly

useful in item and test construction to identify whether an item correlates poorly

with other items in a test, or whether an item correlates strongly with some items

but not others. Both patterns suggest that one may be tapping into another construct

altogether (construct irrelevant variance) or that some items tap into another aspect

of the construct that the other items are not tapping into (either construct irrelevant

variance or construct underrepresentation). Three studies presented inter-item cor-

relations in a table and three studies provided average inter-item correlations. All

concluded their results were acceptable, but none discussed the relationship of these

correlations to internal consistency or indicated what constitutes an acceptable

value, despite the availability of such guidelines. For example, Clark and Watson

(1995, p. 316) suggest that, for higher order constructs (such as the SWLS), a mean

correlation of .15 to .20 is acceptable whereas for constructs that are more narrowly

defined (e.g., talkativeness), a higher mean inter-correlation (i.e., .40 to .50) would

be needed. It has been suggested by others (e.g., Netemeyer et al. 2003; Clark and

Watson 1995) that the little attention paid to inter-item/average inter-item correla-

tions may be problematic, and that the average inter-item correlation provides a

more useful index of internal consistency than does coefficient alpha, the predom-

inant estimate reported in the studies examined. Because coefficient alpha is a

function of the number of items in a test and the average inter-correlation among

test items, it is possible to achieve a high internal consistency reliability estimate

by: (a) having a large number of items, (b) having items that are highly correlated,

or (c) a combination of the two. Similarly, Cortina (1993) suggests that coefficient

alpha is problematic for scales with more than 40 items. In such cases, the

coefficient alpha value may be driven more by the number of items than the

magnitude of the correlations among items. The result can be a high internal

consistency estimate for a test with items that may correlate rather poorly with

one another. Having said this, the small number of items comprising the SWLS

limits their influence on the value of coefficient alpha. Thus, alpha will, in this case,

be driven more by the magnitudes of the inter-item correlations and is arguably an

adequate and more straightforward indicator of internal consistency. Still, more
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attention should be paid to inter-item correlations or average inter-item correlations

and relaying to the reader what values are acceptable.

The other problematic area of reporting with respect to reliability involved

(corrected) item-total correlations. Item-total correlations are computed by corre-

lating the score for a single item with the total score on a scale, and corrected-item

total correlations are computed by correlating the score of a single item with the

total score on a scale based on the remainder of the items. Researchers should

provide some indication of what values are considered acceptable to aid in

interpreting the results presented. As a general rule, low or near zero correlations

indicate problematic items (Hubley and Zumbo 2011). Generally, values of .50 and

above are found to be acceptable values (Netemeyer et al. 2003). It is valuable when

both (corrected) item-total correlations and inter-item correlations are presented.

One can think of (corrected) item-total correlations as a photograph and inter-item

correlations as a sort of zoom lens allowing for a more detailed examination of the

items in question. In the case of the SWLS, few studies provided either of these

values, and no studies provided both.

Not surprisingly given evidence from previous syntheses, test-retest reliability

estimates were provided less often (18.9 % of studies). These studies all reported

the test-retest interval but, in a majority of cases, did not provide a rationale for the

length of interval chosen. This rationale is an important element needed to assess

the obtained estimate because the interval needs to make sense given the expected

stability of the construct. With the SWLS, it would be important to choose a time

interval length not so short that respondents might recall their responses to items but

also not so long that one might anticipate changes to occur in their satisfaction with

life. Put another way, it is critical to be able to assume that respondents are not

simply trying to report their previous responses and that no real change in satisfac-

tion with life has occurred in order to appropriately evaluate a given test-retest

reliability coefficient.

Sources of Validity Evidence

In terms of the five sources of validity evidence as outlined in The Standards, only
three sources of evidence have been presented for the SWLS. The two primary

sources consisted of internal structure and relations to other variables; two studies

examined response processes. No studies examined evidence based on test content

or consequences of testing.

Internal Structure. Internal structure is the most common type (84.8 % of

studies) of validity evidence examined for the SWLS. The majority (59.0 %) of

the studies examining internal structure used CFA. The number of factors expected,

fit indices used, and software used for analysis were, overall, well reported. The

number of fit indices used per study ranged from one to eight, with less than five fit

indices used on average. Information needed, but lacking, involves the rationale for

fit indices chosen, and, in some cases, criterion values for the fit indices chosen.
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When conducting CFA, a rationale for the fit indices used should be provided. Once

a model is chosen and estimated, the “fit” of the model must be determined. The fit

of a model is largely influenced by sample size and assumptions regarding score

distributions and independence assumptions (Tabachnick and Fidell 2013).

Although there are a number of indices from which to choose, as a general rule,

consistency in results across indices indicate a good fitting model (Tabachnick and

Fidell 2013). However, because what fit indices you use influence the results

obtained, it is informative to report a rationale for those indices. Tabachnik and

Fiddell note that, “numerous measures of model fit have been proposed. In fact, this

is a lively area of research with new indices seemingly developed daily” (p. 720).

To provide a rationale for the selected fit indices not only indicates that the

researcher has considered the influence of details specific to the sample being

examined, it also provides a context for other researchers using or developing

new indices.

Fewer, but still a significant number of, studies (30.8 %) used EFA. Of these, the

predominant method used was principal components analysis (PCA; 66.7 %) rather

than common factor analysis (FA; 26.7 %). There appeared to be no association

between the time (e.g., in which decade) a study was conducted and the EFA

method used. All of the EFA studies conducted found evidence to support a

one-factor model. Eigenvalues greater than one (46.7 %) were most commonly

used to identify the number of factors, followed by scree plots (26.7 %); few studies

(20.0 %) used both criteria. One currently recommended criterion is to use loadings

obtained from a parallel analysis as a standard against which obtained loading

values can be compared (Hayton et al. 2004). Specifically, this procedure involves

comparing the eigenvalues found against those eigenvalues that would be obtained

from random numbers generated from a data set that is equivalent in sample size

and consists of the same number of variables (Ledesma and Valero-Mora 2007). If

the eigenvalues obtained exceed those that are randomly generated, then those

components can be retained. None of the SWLS studies used this criterion. All

but one study reported factor loadings. Surprisingly, no study appeared to use a

criterion (e.g., factor loading >.40) to determine if an item loaded on a factor. As

well, all studies reported the amount of variance explained by the single factor

found, but no studies used this as a criterion value to decide the number of factors.

For example, no one explicitly stated that a given factor must explain a minimum of

25 % of the variance explained in order for a factor to be retained or considered

worthwhile. Given the small number of items on the SWLS, it probably makes

more sense to use CFA and test the fit of a unidimensional structure in future

studies. If, however, EFA is used, greater attention needs to be paid to the criteria

used for (a) identifying whether items load on a factor and (b) the number of factors.

Measurement invariance of the SWLS across groups was examined in 34.8 % of

studies, with most studies focusing on invariance across sex or age groups. Notably,

however, 87.5 % of these studies examined invariance of a non-English language

version of the SWLS so there is a relative gap in the literature on invariance studies

with the English version of the SWLS. It would not be surprising for researchers to

want to make comparisons in SWLS scores among different groups (e.g., to
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examine sex, age, socio-economic status, ethnic or country differences). However,

even if there is other validity evidence to support the inferences made from SWLS

scores in the different groups, this does not guarantee that the SWLS functions the

same way across groups as required for comparison purposes (Horn and McArdle

1992). Only through evidence for measurement invariance can SWLS total scores

be deemed to measure the same attribute across groups. If no evidence is presented

to support an adequate level of measurement invariance, any differences found

among groups cannot be interpreted unambiguously. As Horn (1991, p. 119) has

argued, “Without evidence of measurement invariance, the conclusions of a study

must be weak”. Thus, if researchers want to compare life satisfaction levels among

different groups using the SWLS, evidence of strong or scalar levels of measure-

ment invariance must be shown for SWLS total scores among those groups.

Relations to Other Variables. Validity evidence based on relationships to other

variables describes the extent to which there is a relationship between SWLS scores

and other variables (whether demographic variables or scores from measures or

other variables). Just under half of the studies (43.5 %) addressed relations to other

variables; 95 % of studies examined convergent evidence. Many studies never

directly addressed what measures qualified as convergent or discriminant, which

often made it difficult or impossible to determine whether researchers included, or

intended to include, discriminant measures. Moreover, there appeared to be con-

siderable confusion and inconsistency across, or even within, studies as to the

appropriate terms to use to describe evidence. Most commonly, criterion-related

validity terms (including concurrent or predictive validity) were used to describe

convergent evidence. There were three issues related to evidence based on relations

to other variables that stood out in this validation synthesis: (a) lack of a clearly

state rationale for the selection of constructs and variables, (b) lack of clarity in

terms of precisely what researchers expected to find, and (c) poor evaluation of the

obtained evidence. We will describe each of these issues in turn.

A clearly stated rationale for why constructs and variables were chosen is

generally missing or, at best, very unclear. The Standards (AERA et al. 1999)

state that, when comparisons with other variables are presented as validity evi-

dence, the rationale behind the selection of those variables and “evidence

concerning the constructs represented by the other variables. . .should be presented

or cited” (p. 20). For example, if examining the relationship between scores on the

SWLS and neuroticism, one needs to provide a rationale for why the construct of

neuroticism is being used as well as state a rationale for the specific measure of

neuroticism chosen (e.g., the Big Five Inventory subscale of neuroticism). When

comparing measures representing the same construct (e.g., life satisfaction or even

subjective well-being), there seems to be little point in providing a rationale for why

that construct has been selected. However, a rationale for the variable(s) used to

measure the construct is needed (e.g., why was a particular single-item measure of

life satisfaction chosen for use as opposed to another measure of life satisfaction?).

In the case of demographic variables, it is less clear whether a rationale is needed

for why researchers have assigned the numbers the way they did. On the one hand,

because gender, for example, tends to be clearly defined, it may not be necessary to
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justify the variable once you have justified the construct. On the other hand, a

variable such as age can have numbers assigned in many different ways (e.g.,

1¼ 20–49 years (young), 2¼ 50+ years (old) vs. 1¼ 20–49 years (young),

2¼ 50–69 years (middle aged), and 3¼ 70+ years (old)). Where the assigning of

numbers can alter the construct being examined, the decision about how to cate-

gorize the variable may require justification (e.g., why is old¼ 50+ years in one

case vs. 70+ years in another case?).

The Standards (AERA et al. 1999) noted that “when validity evidence includes

empirical analyses of test responses together with data on other variables, the

rationale for selecting the additional variables should be provided” (p. 20). How-

ever, The Standards do not explicitly articulate or provide a detailed explanation as
to what constitutes a rationale. It is noted that the relationships between scores on

the variable of interest and other variables “should be consistent with theoretical

expectations” (AERA et al. 1999, p. 20). It is also noted that these variables “might

include intended measures of the same construct or of different constructs” (AERA

et al. 1999, p. 21). This implies that the rationale requires some theoretical expla-

nation to support why the selected variable (or construct) should or should not be

related to the variable (or construct) of interest. Alternatively, or in addition, the

rationale could include consistently found empirical evidence of a relationship

between the variable of interest and other variables.

The constructs most often used for comparison with the SWLS were subjective

well-being (SWB) – including positive and negative affect, personality (particularly

neuroticism and extroversion), and psychological constructs (e.g., self-esteem,

depressiveness). Of these constructs, SWB was clearly and consistently defined,

possibly because the definition is inherent when describing what the SWLS is

designed to measure. Most researchers provided a rationale by virtue of explaining

how the SWLS is designed to measure the cognitive aspect of life satisfaction. In

further situating life satisfaction within SWB, the construct of SWB was fairly well

described. Other constructs, such as psychological functioning, perceived health,

personality traits, and mental health constructs such as depression and self-esteem,

were commonly used but the rationale provided for their use was not clearly

articulated. This leaves the reader to wonder why those constructs were chosen,

and, by extension, if the researchers themselves had a clear reason for choosing

them. Some researchers made mention of relationships to variables without

discussing the constructs those variables were designed to capture.

The argument in support of the use of constructs is distinct from the rationale

used in support of the variables representing those constructs. The Standards
(AERA et al. 1999) state that “evidence concerning the constructs represented by

the other variables as well as their technical properties, should be presented or

cited” (AERA et al. 1999, p. 20). To demand that empirical evidence in support of

every variable (measure) chosen be presented may be unmanageable due to page or

word restrictions dictated by journals and their editors or place an unreasonable

burden on researchers. As well, such information may overwhelm rather than

inform the reader. However, some indication as to why the variable was chosen

and what construct it was intended to represent is needed. Without some logic to
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orient the reader as to where constructs and variables fit within existing literature

and a nomological network for the construct and measure of interest, and without

the distinction between the two clearly articulated, constructs risk being inconsis-

tently defined. Measures are designed to capture specifically defined constructs. If

the definition of the construct varies (or remains undefined) across multiple studies,

then the validity of the specific inferences made from the variables (measures)

cannot be determined and comparisons across studies cannot be evaluated. As well,

information regarding the ability of a measure to consistently capture the intended

construct is also compromised. The demographic variables used in the studies

examined in this validation synthesis included sex, age, marital status, educational

level, employment status, monthly income, health insurance, and sociocultural

level. It is important to know how and why researchers constructed the variable(s)

as they did to determine comparability across studies. In the studies examined here,

the distinction between construct and variable was often blurred, making it difficult

to discern arguments in support of a rationale for constructs from those in support

of a variable.

In addition to providing a rationale for researchers’ choice of constructs/vari-

ables, hypotheses or a description of how variables are expected to be related to

SWLS scores should be provided based on theory or previous empirical research.

Ideally, convergent and discriminant evidence should both be included in a study

and these results should be interpreted in relation to each other. Hypotheses or

description of expectations should provide information about both the direction and

relative magnitude of the expected relationship between the scores and should be

stated in advance of the analyses so the obtained evidence may be properly

evaluated as supportive of the intended SWLS interpretations or not. Just as

statistical procedures used in other areas of evidence (reliability estimates, factor

loadings for internal structure) demand criterion values as a means to interpret

results obtained, relations to other variables also demands some criterion as a means

to interpret the obtained correlations. In essence, researchers provide their own

criterion by stating a priori the relationships they expect to find. Without clearly

stating this expectation, one is left with a series of correlations of varying magni-

tudes but no context in which to interpret the immediate study results, their relative

standing in relation to a proposed theory, or to the results found in other studies

examining similar variables. In the absence of expected values for interpretation,

there is no link between results obtained and conclusions drawn.

The problem of not providing hypotheses or a description of how variables are

expected to be related to SWLS scores is directly related to the final issue of

researchers often presenting either a vague, or lack of, evaluation of the obtained

evidence. It was often unclear what information researchers relied on when it came

to interpreting the correlations providing convergent and/or discriminant validity

evidence. There is a strong tendency for researchers to present correlations without

interpreting some, or even all, of them and to then to assert that the findings support

validity. In many cases, only a vague reference is made to the sign (positive/

negative), magnitude, or statistical significance of the correlations. It is fairly
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obvious when reviewing this evidence that researchers do not appear to have a clear

sense of how to properly and thoroughly evaluate this kind of evidence.

In a few studies, researchers attempted to provide validity evidence by compar-

ing groups on SWLS scores. Typically, researchers referred to this as either

construct or discriminant validity evidence, although it might be better described

as known-groups validity. It is notable that in the two studies using demographic

variables to form groups, the researchers referred to differences found in previous

research whereas in the two studies using pre-existing groups (e.g., clinical sample

vs. community members), the differences were presumed rather than based on

known differences from previous research or theory. The evidence presented was

not particularly strong primarily because the foundation of a previously known

difference was not firmly in place. It is also worth noting that it was sometimes a

challenge to distinguish between cases in which group differences were simply

being examined and those cases in which validity evidence was being presented.

Response Processes. The SWLS is intended to capture the judgmental compo-

nent of life satisfaction (Diener et al. 1985). When there is a presumption that

respondents are using an underlying psychological or cognitive process when

responding to test items, The Standards recommends that “empirical evidence in

support of those premises should be provided” (AERA et al. 1999, p. 20). Of the

two studies that addressed response processes, one of those simply examined the

mean time to complete the SWLS; while this is useful information, it does not

contribute much to our understanding of the underlying process used when

responding to the SWLS. The second study used a Rasch model to identify four

latent classes of respondents to the SWLS. Further research is needed to better

understand the processes used to respond to SWLS items by different groups. For an

excellent example of exploring responses processes, readers are referred to

Gaderman et al.’s (2011) examination of how children respond to the Satisfaction

with Life Scale Adapted for Children (SWLS-C).

In summary, the findings of this synthesis of test validation practices suggest that

(a) most psychometric studies on the SWLS are based on a wide range of

non-English versions of the SWLS but little attention is paid to the language version

of the SWLS or the sample characteristics when reporting reliability and validity

evidence from previous research, (b) internal consistency (especially alpha) esti-

mates of reliability are reported far more frequently than test-retest reliability

estimates or other indicators such as (average) inter-item correlations or (corrected)

item-total correlations, (c) sources of validity evidence for inferences made from

the SWLS rely heavily on internal structure and relations to other variables with no

evidence presented based on test content or consequences of testing, (d) relations to

other variables evidence relies heavily on convergent evidence, and (e) validity

evidence in the form of relations to other variables tends to be poorly evaluated and

reported. Moreover, as has been reported in previous validation synthesis research,

there continues to be a disconnection between validity theory, test standards, and

validation practice. While some researchers assert that the lack of some sources of

validity evidence reflects either a misunderstanding of the procedures required to

demonstrate the quality of evidence presented or disagreement as to what
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constitutes validation evidence (e.g., Cizek et al. 2008; Hubley and Zumbo 2013), it

seems that much is to be gained by presenting more user-friendly guides to

conducting and reporting different sources of evidence and different validation

procedures, including a more user-friendly version of The Standards (AERA

et al. 1999).

Strengths and Limitations

The first strength of this validation synthesis study is that we sought to examine a

comprehensive set of peer-reviewed and published validation studies regarding the

SWLS. Where other validation synthesis studies have used a random sample of

studies to examine validation procedures, we sought to examine all published

validation studies found in PsycInfo, one of the largest resources of peer-reviewed

literature in behavioral science and mental health. Second, we sought to ground our

analysis in procedures proposed by The Standards, a widely accepted resource for

validation procedures. Third, where many validation synthesis studies have coded

according to broad areas of evidence, we sought to examine, in detail, each source

of validity evidence found in The Standards to identify the specific methods and

procedures that researchers use in the process of validating inferences made from

the SWLS.

Despite these strengths, there are a number of limitations that affect this study.

First, the selected search criteria ruled out any studies that did not use our search

terms or those studies where researchers implicitly intended to conduct a validation

study but did not explicitly identify their study as such. A second limitation is that

the level of detail addressed required a fairly high level of understanding of

measurement and statistical methods used and thus some subjective judgment in

the coding of evidence. This was particularly evident when coding information

related to ‘relations to other variables’ and reflected the confusion and inconsis-

tency in the terminology used, the lack of a clear framework presented by

researchers, and poor evaluation and discussion of this type of evidence.
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