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Preface

Statistical manifolds are geometric abstractions used to model
information, their field of study belonging to Information Geometry,
a relatively recent branch of mathematics, that uses tools of differ-
ential geometry to study statistical inference, information loss, and
estimation.

This field started with the differential geometric study of the man-
ifold of probability density functions. For instance, the set of normal
distributions

1 _(@=w)?
e 202 | z € R,

p(z;p,0) =
2ro

with (u,0) € R x (0,400), can be considered as a two-dimensional
surface. This can be endowed with a Riemannian metric, which mea-
sures the amount of information between the distributions. One of
these possibilities is to consider the Fisher information metric. In
this case, the distribution family p(z;u, o) becomes a space of con-
stant negative curvature. Therefore, any normal distribution can be
visualized as a point in the Poincaré upper-half plane.

In a similar way, we shall consider other parametric model fami-
lies of probability densities that can be organized as a differentiable
manifold embedded in the ambient space of all density functions.
Every point on this manifold is a density function, and any curve
corresponds to a one-parameter subfamily of density functions. The
distance between two points (i.e., distributions), which is measured
by the Fisher metric, was introduced almost simultaneously by C.
R. Rao and H. Jeffreys in the mid-1940s. The role of differential ge-
ometry in statistics was first emphasized by Efron in 1975, when he
introduced the concept of statistical curvature. Later Amari used the
tools of differential geometry to develop this idea into an elegant rep-
resentation of Fisher’s theory of information loss.
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A fundamental role in characterizing statistical manifolds is played
by two geometric quantities, called dual connections, which describe
the derivation with respect to vector fields and are interrelated in a
duality relation involving the Fisher metric. The use of dual connec-
tions leads to several other dual elements, such as volume elements,
Hessians, Laplacians, second fundamental forms, mean curvature vec-
tor fields, and Riemannian curvatures. The study of dual elements
and the relations between them constitute the main direction of de-
velopment in the study of statistical manifolds.

Even if sometimes we use computations in local coordinates, the
relationships between these geometric quantities are invariant with
respect to the selection of any particular coordinate system. There-
fore, the study of statistical manifolds provides techniques to investi-
gate the intrinsical properties of statistical models rather than their
parametric representations. This invariance feature made statistical
manifolds useful in the study of information geometry.

We shall discuss briefly the relation of this book with other pre-
viously published books on the same or closely related topic.

One of the well-known textbooks in the field is written by two of
the information geometry founders, Amari and Nagaoka [8], which
was published first time in Japan in 1993, and then translated into
English in 2000. This book presents a concise introduction to the
mathematical foundation of information geometry and contains an
overview of other related areas of interest and applications. Our book
intersects with Amari’s book over its first three chapters, i.e. where
it deals with geometric structures of statistical models and dual con-
nections. However, the present text goes in much more differential
geometric detail, studying also other new topics such as relative cur-
vature tensors, generalized shape operators, dual mean curvature vec-
tors, and entropy maximizing distributions. However, our textbook
does not deal with any applications in the field of statistic infer-
ence, testing, or estimation. It contains only the analysis of statistical
manifolds and statistical models. The question of how the new con-
cepts introduced here apply to other fields of statistics is still under
analysis.

Another book of great inspiration for us is the book of Kass and
Vos [49], published in 1997. Even if this book deals mainly with the
geometrical foundations of asymptotic inference and information loss,
it does also contain important material regarding statistical manifolds
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and their geometry. This challenge is developed more geometrically
in the present book than in the former.

Overview

This book is devoted to a specialized area, including Informational
Geometry. This is a field that is increasingly attracting the interest of
researchers from many different areas of science, including mathemat-
ics, statistics, geometry, computer science, signal processing, physics,
and neuroscience. It is the authors’ hope that the present book will
be a valuable reference for researchers and graduate students in one
of the aforementioned fields.

The book is structured into two distinct parts. The first one is an
accessible introduction to the theory of statistical models, while the
second part is devoted to an abstract approach of statistical mani-
folds.

Part 1

The first part contains six chapters and relies on the understanding
of the differential geometry of probability density functions viewed
as surfaces.

The first two chapters present important density functions, which
will offer tractable examples for later discussions in the book. The
remaining four chapters devote to the geometry of entropy, which is
a fundamental notion in informational geometry. The readers without
a strong background in differential geometry can still follow. This part
itself can be read alone as an introduction to information geometry.

Chapter 1 introduces the notion of statistical model, which is a
space of density functions, and provides the exponential and mixture
families as distinguished examples. The Fisher information is defined
together with two dual connections of central importance to the the-
ory. The skewness tensor is also defined and computed in certain
particular cases.

Chapter 2 contains a few important examples of statistical models
for which the Fisher metric and geodesics are worked out explicitly.
This includes the case of normal and lognormal distributions, and
also the gamma and beta distribution families.

Chapter 3 deals with an introduction to entropy on statistical
manifolds and its basic properties. It contains definitions and
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examples, an analysis of maxima and minima of entropy, its upper
and lower bounds, Boltzmann—Gibbs submanifolds, and the adiabatic
flow.

Chapter 4 is dedicated to the Kullback-Leibler divergence (or rel-
ative entropy), which provides a way to measure the relative entropy
between two distributions. The chapter contains explicit computa-
tions and fundamental properties regarding the first and second vari-
ations of the cross entropy, its relation with the Fisher information
matrix and some variational properties involving Kullback—Leibler
divergence.

Chapter 5 defines and studies the concept of informational en-
ergy on statistical models, which is a concept analogous to kinetic
energy from physics. The first and second variations are studied and
uncertainty relations and some thermodynamics laws are presented.

Chapter 6 discusses the significance of maximum entropy distri-
butions in the case when the first N moments are given. A distin-
guished role is played by the case when N = 1 and N = 2, cases when
some explicit computations can be performed. A definition and brief
discussion of Maxwell-Boltzmann distributions is also made.

Part 11

The second part is dedicated to a detailed study of statistical man-
ifolds and contains seven chapters. This part is an abstractization
of the results contained in Part I. Instead of statistical models, one
considers here differentiable manifolds, and instead of the Fisher in-
formation metric, one takes a Riemannian metric. Thus, we are able
to carry the ideas from the theory of statistical models over to Rie-
mannian manifolds endowed with a dualistic structure defined by a
pair of torsion-less dual connections.

Chapter 7 contains an introduction to the theory of differentiable
manifolds, a central role being played by the Riemannian manifolds.
The reader accustomed with the basics of differential geometry may
skip to the next chapter. The role of this chapter is to accommodate
the novice reader with the language and objects of differential geom-
etry, which will be further developed throughout the later chapters.

A formulation of the dualistic structure is given in Chap. 8. This
chapter defines and studies general properties of dual connections,
relative torsion tensors and curvatures, a-connections, the skewness
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and difference tensors. It also contains an equivalent construction of
statistical manifolds starting from a skewness tensor.

Chapter 9 describes how to associate a volume element with a
given connection and discusses the properties of dual volume ele-
ments, which are associated with a pair of dual connections. The
properties of a-volume elements are provided with the emphasis on
the relation with the Lie derivative and vector field divergence. An
explicit computation is done for the distinguished examples of ex-
ponential and mixture cases. A special section is devoted to the
study of equiaffine connections, i.e. connections which admit a pa-
rallel n-volume form. The relation with the statistical manifolds of
constant curvature is also emphasized.

Chapter 10 deals with a description of construction and properties
of dual Laplacians, which are Laplacians defined with respect to a
pair of dual connections. An a-Laplacian is also defined and studied.
The relation with the dual volume elements is also emphasized. The
last part of the chapter deals with trace of the metric tensor and its
relation to Laplacians.

The construction of statistical manifolds starting from contrast
functions is described in Chap. 11. The construction of a dualistic
structure (Riemannian metric and dual connections) starting from a
contrast function is due to Eguchi [38, 39, 41]. Contrast functions
are also known in the literature under the name of divergences, a
denomination we have tried to avoid here as much as we could.!

Chapter 12 presents a few classical examples of contrast func-
tions, such as Bregman, Chernoff, Jefferey, Kagan, Kullback—Leibler,
Hellinger, and f-divergence, and their values on a couple of examples
of statistical models.

The study of statistical submanifolds, which are subsets of statis-
tical manifolds with a similar induced structure, is done in Chap. 13.
Many classical notions, such as second fundamental forms, shape op-
erator, mean curvature vector, and Gauss—Codazzi equations, are pre-
sented here from the dualistic point of view. We put our emphasis
on the relation between dual objects; for instance, we find a relation
between the divergences of dual mean curvature vector fields and the
inner product of these vector fields.

! A divergence in differential geometry usually refers to an operator acting on
vector fields.
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The present book follows the line started by Fisher and Efron
and continued by Eguchi, Amari, Kaas, and Vos. The novelty of this
work, besides presentation, can be found in Chaps. 5, 6, 9, and 13.
The book might be of interest not only to differential geometers but
also to statisticians and probabilists.

Each chapter ends with a section of proposed problems. Even if
many of the problems are left as exercises from the text, there are
a number of problems, aiming to deepen the reader’s knowledge and
skills.

It was our endeavor to make the index as complete as possible,
containing all important concepts introduced in definitions. We also
provide a list of usual notations of this book. It is worthy noting that
for the sake of simplicity and readability, we employed the Einstain
summation convention, i.e., whenever an index appears in an expres-
sion once upstairs and once downstairs, the summation is implied.

The near flowchart will help the reader navigate through the book
content more easily.

Software

The book comes with a software companion, which is an Informa-
tion Geometry calculator. The software is written in C'# and runs
on any PC computer (not a Mac) endowed with .NET Framework. It
computes several useful information geometry measures for the most
used probability distributions, including entropy, informational en-
ergy, cross entropy, Kullback—Leibler divergence, Hellinger distance,
and Chernoff information of order «. The user instructions are in-
cluded in Appendix A. Please visit http://extras.springer.com
to download the software.

Bibliographical Remarks

Our presentation of differential geometry of manifolds, which forms
the scene where the information geometry objects exist, is close in
simplicity to the one of Millman and Parker [58]. However, a more
advanced and exhaustive study of differential geometry can be found
in Kobayashi and Nomizu [50], Spivak [78], Helgason [44], or Auslan-
der and MacKenzie [9]. For the basics theory of probability distribu-
tions the reader can consult almost any textbook of probability and
statistics, for instance Wackerly et al. [85].
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The remaining parts of the book are based on fundamental ideas
inspired from the expository books of Amari and Nagaoka [8] and
Kass and Vos [49]. Another important source of information for the
reader is the textbook of Murrey and Rice [60]. While the aforemen-
tioned references deal with a big deal of statistical inference, our book
contains mainly a pure geometrical approach.

One of the notions playing a central role throughout the theory
is the Fisher information, which forms a Riemannian metric on the
space of probability distributions. This notion was first introduced
almost simultaneously by Rao [70] and Jeffreys [46] in the mid-1940s,
and continued to be studied by many researchers such as Akin [3],
Atkinson and Mitchell [4], James [45], Oller [63], and Oller et al.
[64, 65].

The role played by differential geometry in statistics was not fully
acknowledged until 1975 when Efron [37] first introduced the concept
of statistical curvature for one-parameter models and emphasized its
importance in the theory of statistical estimation. Efron pointed out
how any regular parametric family could be approximated locally by
a curved exponential family and that the curvature of these models
measures their departure from exponentiality. It turned out that this
concept was intimately related to Fisher’s theory of information loss.
Efron’s formal theory did not use all the bells and whistles of dif-
ferential geometry. The first step to an elegant geometric theory was
done by Dawid [33], who introduced a connection on the space of all
positive probability distributions and showed that Efron’s statistical
curvature is induced by this connection.

The use of differential geometry in its elegant splendor for the
elaboration of previous ideas was systematically achieved by Amari
[6] and [7], who studied the informational geometric properties of a
manifold with a Fisher metric on it. This is the reason why sometimes
this is also called the Fisher—Efron—Amari theory.

The concept of dual connections and the theory of dually flat
spaces as well as the a-connections were first introduced in 1982
by Nagaoka and Amari [61] and developed later in a monograph by
Amari [5]. These concepts were proved extremely useful in the study
of informational geometry, which investigates the differential geomet-
ric structure of the manifold of probability density functions. It is wor-
thy to note the independent work of Chentsov [26] on a-connections
done from a different perspective.

Entropy, from its probabilistic definition, is a measure of uncer-
tainty of a random variable. The maximum-entropy approach was
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introduced by the work of Shannon [73]. However, the entropy mawi-
mization principle was properly introduced by Akaike [2] in the mid-
1970s, as a theoretical basis for model selection. Since then it has been
used in order to choose the least “biased” distribution with respect to
the unknown information. The included chapter regarding maximum
entropy with moments constraints is inspired by Mead [57].

The entropy of a continuous distribution is not always positive.
In order to overcome this flaw one can use the relative entropy of two
distributions p and ¢. This concept was originally introduced by S.
Kullback and R. Leibler in 1951, see [51, 52]. This is also referred in
the literature under the names of divergence, information divergence,
information gain, relative entropy, or Kullback-Leibler divergence.
The Kullback—Leibler divergence models the information between a
true distribution p and a model distribution ¢; the reader can consult
the book of Burnham and Anderson [21] for details.

In practice, the density function p of a random variable is un-
known. The problem is the one of drawing inferences about the den-
sity p on the basis of N concrete realizations of the random variable.
Then we can look for the density p as an element of a certain re-
stricted class of distributions, instead of all possible distributions.
One way in which this restricted class can be constructed is to con-
sider the distributions having the same mean as the sample mean
and the variance equal to the variance of the sample. Then, we need
to choose the distribution that satisfies these constraints and is the
most ignorant with respect to the other moments. This is realized for
the distribution with the maximum entropy. The theorems regarding
maximum entropy distributions subject to different constraints are
inspired from Rao [71]. They treat the case of the normal distribu-
tion, as the distribution on R with the first two moments given, the
exponential distribution, as the distribution on [0, c0) with the given
mean, as well as the case of Maxwell-Boltzman distribution. The case
of the maximum entropy distribution with the first n given moments
is inspired from Mead and Papanicolaou [57]. The novelty brought
by this chapter is the existence of maximum entropy distributions in
the case when the sample space is a finite interval. The book also
introduces the curves of largest entropy, whose relevance in actual
physical situations is worth examining.

The second part of the book deals with statistical manifolds,
which are geometrical abstractions of statistical models. Lauritzen
[54] defined statistical manifolds as Riemannian manifolds endowed
with a pair of torsion-free dual connections. He also introduced an
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equivalent way of constructing statistical manifolds, starting from a
skewness tensor. A presentation of statistical structure in the lan-
guage of affine connections can be found in Simon [76].

The geometry of a statistical model can be also induced by con-
trast functions. The dualistic structure of contrast functions was de-
veloped by Eguchi [38, 39, 41], who has shown that a contrast func-
tion induces a Riemannian metric by its second order derivatives,
and a pair of dual connections by its third order derivatives. Further
information on contrast geometry can be found in Pfanzagl [69]. A
generalization of the geometry induced by the contrast functions is
the yoke geometry, introduced by Barndorff-Nilsen [11-13] and de-
veloped by Bleesid [18, 19].
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Chapter 1

Statistical Models

This chapter presents the notion of statistical models, a structure
associated with a family of probability distributions, which can be
given a geometric structure. This chapter deals with statistical models
given parametrically. By specifying the parameters of a distribution,
we determine a unique element of the family. When the family of
distributions can be described smoothly by a set of parameters, this
can be considered as a multidimensional surface. We are interested
in the study of the properties that do not depend on the choice of
model coordinates.

1.1 Probability Spaces

Let S be a set (finite or infinite). A o-field F over the set S is a col-
lection of subsets of S that is closed under countable many intersec-
tions, unions, and complements. The pair (S, F) is called a measurable
space. One may associate with each element of F a non-negative num-
ber which sets the “size” of each set. A function p: F — RU {£o0}
is called a measure on F if

(a) u(E) >0,VE € F;
(b) u(@) =0;
(c) N(Uz‘zl EZ) = U;>1 #(E;), for any pairwise disjoint sequence
of sets {E;}i>1 in F.
The triple (S, F, ) is called a measure space.

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 3
DOI 10.1007/978-3-319-07779-6_1,
© Springer International Publishing Switzerland 2014
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A function f : S — Y between two measurable spaces, (S, F) and
(Y,G), is called measurable if f~*(G) € F for any G € G.

We shall deal next with a special type of measures useful for
this book. A probability measure is a measure p with p(S) = 1. The
measure p in this case will be denoted customarily by P. A probability
space is a measure space (S, F, P), with a probability measure P. In
this case the elements of F are called events. A probability measure
assigns a non-negative number to each event, called probability of the
event.

The set S is called sample space. It consists of all possible states
that occur randomly as outcomes of a given physical experiment. The
random outcomes (elements of sample space) can be “measured” by
some variables which are random. A real-valued random variable X
on a probability space is a measurable function X : S — R. This
means that for any two values a,b € RU {fo00} we have

{s€8S;a< X(s) <b}eF,

i.e., all the sample states for which X takes values between a and b
is an event.

There are three distinguished classes of random variables: discrete,
continuous, and mizture of the two. We shall discuss the first two
types and leave the third as an exercise to the reader.

1.1.1 Discrete Random Variables

A discrete random variable X takes finite or at most countably infinite
values, X : S — X = {22, 23,... }. Its probability is described by
a probability mass function p : X — [0,1]

pr=p(") =P(X =a*) = P({s € S; X(s) =a"}),  Vk21,

satisfying k>1 Pk = 1. The probability distribution characterized by
a probability mass function is called a discrete probability distribution.
The associated distribution function can be written as the sum

N
F(z) = Zpk, v <z < 2N
k=1

Among the most well-known discrete probability distributions
used in this book are the Poisson distribution, the Bernoulli distri-
bution, the binomial and geometric distributions.



1.1. Probability Spaces 5

1.1.2 Continuous Random Variables

A continuous random variable X : S — X C R" is a random variable
taking a continuous range of values; its probability distribution has
a probability density function, p(x), which is a non-negative function,
integrable with respect to the Lebesgue measure on X, i.e. a function
p: X — R satisfying

(i) p(x) >0, VoeX; (i) /X (@) do = 1.

For any D open set in X, the relation between the probability measure
P and the density function p(x) is given by

P(X eD)= /Dp(:n) dx.

In the particular case when X = R, the foregoing relation becomes
b
Pla< X <) :/ p(z)dx, Va,beR, a<b.
a

In fact, the integral formula can be written also in the differentiable
form
p(z)dr = P(z < X <z +dzx),

showing that the measure p(x)dx represents the probability that the
random variable X takes values around the value x.

The function p(x) defines in turn a probability distribution func-
tion F': R — [0,1]

This natural relation between probability distributions and probabil-
ity densities will make us to use both denominations interchangeably.

We note that if p; (x) and ps(z) are two probability densities, then
the convex combination

p(z) = Ap1(x) + (1 — N)pa(z), A €]0,1]

is also a probability density.

Among continuous probability distributions used in this book are
the normal distribution, the lognormal distribution, the gamma and
beta distributions.
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It is worth noting that any discrete distribution can be seen as
having a probability density function, which can be described in terms
of Dirac measure as p(z) = >~ prd(z — %), where (pg)r>1 are the
probabilities associated with the discrete values (%);>1 taken by the
random variable X . For more details on Dirac distributions measures,
see Example 3.2.7.

1.2 A Statistic Estimation

In practice a random variable is measured by a finite number of
observations. Consider N observations

u ol uN e x (1.2.1)

of the continuous random variable X. We wish to estimate the
underlying probability distribution, p*, that produced the previous
observations, which is in fact the probability density of X. This is
also known under the name of true distribution of X. Using the ob-
servations data, as well as our experience, we can infer the shape of
the distribution p*. For instance, if the data (1.2.1) represents the
weights of N randomly chosen persons, using their symmetry and
the bell shaped properties, a relatively simplistic inference is that p*
is a normal distribution. In this case, the choice is unique up to two
parameters, the mean and the variance. We need to choose the right
parameters which fit data in the best possible way.! The general case
is similar, in the sense that the shape of p* depends on several parame-
ters, which makes the chosen distribution to belong to a parametrized
space. We need to choose the point (i.e., a distribution) on this space
that is the “closest” (with respect to a certain information measure)
to the true distribution p*.

1.3 Parametric Models

This section deals with a family of probability density functions which
depends on several parameters, and hence it can be organized as a
parameterized surface; each point of this surface represents a proba-

!There are several ways of fitting data to a distribution. For instance, mini-
mizing the Kullback—Leibler divergence or the Hellinger distance are just a couple
of ways of doing this.
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bility density. More precisely, let

be a family of probability distributions on X', where each element p,
can be parameterized by n real-valued variables ¢ = (¢1,...,&M).

1.3.1 Definition

The set E C R"” is called the parameters space. The set S is a subset
of the infinite dimensional space of functions

P ={rifix—rrz0 [ far=1}

Being inspired and influenced by the definition of surfaces, we shall
require the mapping

L E— P(X), (&) = pe
to be an immersion, i.e.,

(i) ¢ is one-to-one;

(ii) ¢ has rank n = dim E.

For a suggestive diagram, see Fig. 1.1. The classical definition of rank,
as the rank of the Jacobian of ¢, does not apply to infinite dimensional
spaces. Therefore, here, by rank n we understand that the functions

ap5 ap5

a_él"“’agn

are linearly independent.
In the particular case when X C R, this condition is implied by
the nonvanishing condition of the Wronskian at a single point

(701($07£) SDn(xO,g)
of V(@0,€) .. oV (wo,€)

for some xy € X, where we used the shorthand notation ¢;(z,§) =

0
M, and gp(.k)(mo,f) = E?jjcpj(x,g)mzxo. This can be shown by

o9& g
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Figure 1.1: The immersion ¢« maps each parameter £ into a distribution
Pe € S

assuming ¢; dependent and differentiating n — 1 times the linear
combination 2?21 cjpj(x,€) = 0 with respect to « and then taking
the value at x¢. We obtain a homogeneous system which has the triv-
ial solution ¢; =0, 1 < j < n — 1. Hence, {¢;} are independent as
functions of z, for all &.

The set S, satisfying the aforementioned properties (i)—(ii), is
called a statistical model or a parametric model’ of dimension n.
Sometimes, where there is no doubt about what is the parameters
space or sample space, it is useful to use the abbreviate notations
S = {pe}, or S = {p(x;£)}. Other useful notations are the partial
differentiation with respect to parameters J, = a%k‘ The condition
(77) states the regularity of the statistical model.

1.3.2 Basic Properties

The functions ¢;(z,§) = 0jpe(x) play the role of basic vector fields
for the model surface S = {p¢}. The vector field ¢; acts on smooth
mappings f : S — F(X,R) as a differentiation®

2Some authors consider a more general definition for parametric models, with-
out requiring properties (i) and (ii). All examples provided in this book satisfy
relations (i) and (ii); we required them here for smoothness reasons.

3The reason why f takes values in F(X,R) is because we consider f(p¢) as a
real-valued function of z, z € X.
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wi(f) = —a(g(gf)).

As a consequence, Leibniz rule holds

wi(fa) = feilg) +¢;i(f)g,

for f, g smooth mappings of S into the space of real-valued smooth
functions on X, denoted by F(X,R).

A useful mapping is the log-likelihood function £ : S — F(X,R)
defined by

{(pe)(x) = Inpe().
Sometimes, for convenience reasons, this will be denoted by ¢, (§) =
l(pe(z)). The derivatives of the log-likelihood function are

09 = TR pya9), 1< <n.
They are also found in literature under the name of score functions.
Heuristically speaking, they describe how the information contained
in p¢ changes in the direction of ¢J. The functions 9;/,(¢) will play a
central role in defining the Fisher information matrix and the entropy
on a statistical manifold.

Differentiating under the integral sign yields

/ pj(z)de = 8j/ pe(x)de = 0;1 =0, Vi<j<n. (1.3.2)
X X

It is worth noting that interchanging the derivative with the integral
always holds if the sample space X is bounded. Otherwise, some fast
vanishing conditions need to be required for the distribution p¢(x),
as |z| — oo.

In the case of discrete distributions we have

D pilar) =0;) pelwx) =9;1=0, VI<j<n  (1.33)
k>1 k>1

The derivative and the sum can be swapped if X is finite. Otherwise,
the series should be supposed uniformly convergent in &.

Sometimes (see, for instance, the case of exponential families,
Sect. 1.4), it is easier to check a condition of linear independence
on the log-likelihood function rather than on the density functions.
The following result is useful in practice.
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Figure 1.2: Two parameterizations of the statistical model &

Theorem 1.3.1 The reqularity condition (ii) of the statistical model
S = {pe} holds if and only if for any § € E the set

{alfm(ﬁ), 62&0(5)7 s ,8n€m(£)}
is a system of n linearly independent functions of x.
Proof: Differentiating yields

9 1 Jp(x;8) 1
— Inp(x;€) = = =
06 ") g 0 b0
and hence the systems {0;¢,(£)} and {¢;(x)} are proportional, which
ends the proof. ]

8j€:c(§) =

(Pj(l'),

The following formula is useful in computations.

Proposition 1.3.2 Assume the conditions required for formulae
(1.3.2) and (1.3.3) hold. If E¢[.] denotes the expectation with respect
to pe, then

Ee[0j6(§] =0,  1<j<n.

Proof: We have the following computation
x;
Eosta(6) = B[R] = [ optwiea
= o / p(a:;s>dx) = ;1) =0
X
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Similarly, in the discrete case we have

Eel0j0(&)] = > pe(ar) 0 Inpe(ay)
E>1
= ) Ope(ar) = 0; > pelxr) =0.
E>1 E>1

In the language of Sect. 2.10, Proposition 1.3.2 states that the
basis elements in the 1-representation have zero expectation.

1.3.3 Parameterizations

Since the statistical model & = {p¢} is the image of the one-to-one
mapping ¢ : E — P(X), t({) = pe, it makes sense to consider the
inverse function ¢ : S = E C R", ¢(p¢) = &. Since the mapping ¢
assigns a parameter  with each distribution pg¢, we can consider it as
a coordinate system for our statistical model. The models of interest
in this chapter can be covered by only one coordinate system, i.e.,
(E, ¢) forms a global coordinate system. This situation occurs most
often in the case of statistical models.

The parameterization of a statistical model is not unique. We
can change the coordinate system on S in the following way. Let
Y : E — ¥(E) € R" be a diffeomorphism (i.e., both ¢ and 1~! are
C>-smooth, with E and ¥ (E) open sets in R™). Then ¢y ot : S —
¥ (E) C R™ is another coordinate system, and if denote p = (&), then
the statistical model can be also written as & = {py-1(,);p € Y(E)},
see Fig. 1.2.

Even if the model may change its parameterization, its geometric
properties are not affected. Since the geometric results proved in one
parameterization are valid for all parameterizations, it is useful to
choose a convenient parameterization to work with.

1.3.4 Usual Examples

Example 1.3.1 (Exponential Distribution) Let X = [0, 00) and
consider the one-dimensional parameter space E = (0, 00), which is
an open interval in R. The exponential distribution with parameter
¢ is given by the formula

p(x;€) = Ee™4".
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The associated statistical model S = {p(x;&)} is one-dimensional,
and hence can be considered as a curve in P([0,00)). It is easy to
verify that the mapping ¢ : E — P([0,00)) is one-to-one and that
Depe () = (1 — €x)e 5 # 0 for almost all x € [0, 00).

The diffeomorphism # : (0, 00) — (0,00), ¥(§) = 1/§ induces the
new parameterization p(x;p) = %e‘x/ P,

Example 1.3.2 (Normal Distribution) Let X =R and E = R x
(0,00). The normal distribution family is defined by the formula
1 _@ow?

e 37, zeX, (£,¢) €L

(1.3.4)

Hence the statistical model {p(z;u,0)} can be seen as a two-
dimensional surface parameterized by R x (0, c0).

Next we check the regularity condition (i) of Sect. 1.3.1 using
Theorem 1.3.1. Since the log-likelihood function is

p(a; €, 6%) = p(ayp,0) =
oV 2

2
ly(p,0) =Ilnp(z;p,0) = —u —Ino —Inv2m,

202
we find
Tr—p
8;1650(/% U) = 02
 (z=p? 1
acfgr(:u’ J) - 0_3 O"

Making the variable change y = = — u, the condition reduces to show
that the polynomials y/0? and 320> — 1/0 are linearly independent
functions of y, fact easy to check.

In order to show that the mapping ¢ : E — S is one-to-one,
assume that p(z; u, o) = p(x, i, 7). Equating the log-likelihood func-

tions, Inp(z;p,0) = Inp(z, i,5), we get an identity between two
polynomials
(x — p)? (z—p)?
T—FIHJ: ?—FIDJ.

Equating the coefficients of similar powers yields gy =z and o = &.

We end up with an example of parameterization. Since the dif-
feomorphism 1 : R x (0,00) — R x (0,00), ¥(u,0) = (1 + o0,1/0),
has the inverse ¥ ~*(p,n) = (p — 1/n,1/n), we arrive at the following
parameterization

N Lan—pni1)?
plaipin) = —=e 2T (o) € E (1.3.5)
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of the normal distribution. It is worth noting that the distributions
(1.3.4) and (1.3.5) are geometrically identical, even if they look dif-
ferent in parameterizations.

Example 1.3.3 (Gamma Distribution) The sample space is
given by X = [0,00) and the parameter space is E = (0, 00) x (0, 00).
We use the Gamma function

[ee]
I'(«) :/ t*te7tdt, a > 0.
0

The Gamma family of distributions

1
p(r) = p, 4(7) = 39T (@) aoem/8,

with parameters (¢1,£2) = (a, ) € E forms a two-dimensional sur-
face in P([0,00)). We note that the exponential distribution p, ,(z)
represents a curve family on this surface. The regularity condition
can be checked out using Theorem 1.3.1.

Example 1.3.4 (Beta Distribution) We use the Beta function
1
B@ﬁ):/‘ﬂ4ﬂ—¢W4ﬁ, a,b> 0.
0

The Beta family of probability densities is

1

pa,b(:E) = m xa_l(l - :E)b_lv

where x € X = [0,1] and (a,b) € E = (0,00) x (0,00), corresponds
to a two-dimensional surface in the space P([0,1]).

Example 1.3.5 (P(X), X finite) Let X = {z!,22,...,2"} and

E::{(g%..wg”—1x5i>>0,Eifgi<:1},
i=1

, £, if 1<i<n-1
i) )
p(x";§) = { 1-rlel if i=n.
If {e1,...,e,_1} denotes the natural basis of R"~! (i.e., the vector e;

has the entry 1 on the jth entry and 0 in rest), then 9;p¢ = (ej, —1)T.
This implies that {0;p¢}, 7 € {1,n — 1}, are linearly independent,
which implies the regularity of the model. The injectivity of ¢ is
straightforward.
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Example 1.3.6 (Poisson Distribution) The sample and parame-
ter spaces are X = {0,1,2,...} and E = (0,00), and the distribution
is given by

This forms a one-dimensional statistical model. There is only one
x
score function in this case, d\l;(\) = Y 1.

Example 1.3.7 (Bivariate Normal Distribution) Consider the
distribution

1
p(xy,22;8) = e_Q($)/2, reX =R
201094/ 1 — p?
where
1 — 2 — — — 2
Q(z) = . . [(wl 2:“1) _ 2p(x1 p1) (w2 — p2) 4 (2 2#2) ’
—p 01 0109 o5

with the parameter space
€= (h1, p12,01,02,p) € E=R? x (0,00) x (0,00) x [0,1).
{p(z;&} defines a five-dimensional statistical model.

Example 1.3.8 (Multivariate Normal Distribution) Let X =
RF n=k+ %k‘(kz + 1), and £ = (u, A). The distribution is given by

1
(27)k/2(det A)L/2

e~ 3@ AT @—p)

p(x;§) =
with the parameter space
E = {(u, A); u € R¥ positive-definite A € RF*¥}.

The log-likelihood function for the previous statistical model is

lyp(p, A) =Inp(z;€) = —%(az—,u)tA_l(a;—,u) — % In(det A)— g In(27).
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Denote by p = (pu1,...,px), A = (Aij)v ATl = (Aij)7 and uj =
xj—pj. Then a straightforward computation, see Problem 1.30, shows

k

ATT 4 AIT
Ol (11, A) = = — (@)
j=1
B 2’“: A AT
= -y —uy,
=2
1 1
Opaple(p, A) = §Aa6 - 5(51704 — ta)(@p — p1p)
1 1
= 514056 — EUQUB

The score functions 9, and 04as¢ are linearly independent polyno-
mials in ;.

Example 1.3.9 (Product of Statistical Models) Consider two
statistical models

S={pe: X > R;{ €E}, U={q:Y — R;0 €F}.

Let
SxU=A{fep: X xY—=R;(£0) € ExF},

where
feo(w,y) = pe(x)q0(y)-
Since feg(z,y) > 0 and

//Xxyfs,e(:lt,y) dedy = //Xxypg(:n)qg(y) dzdy
= /){Ps(w)dw/qe(y)dy:L
y

it follows that f¢ g is a probability density on X x Y. In order to show
that S x U is a statistical model, we still need to verify the regularity
condition. Since the log-likelihood functions satisfy

iay)(&,0) = In fep(z,y) = Inpe(x) +Ingo(y) = £z(§) 4 £y(0),

we obtain

agjg(x,y)(gye) = 8§J€m(£)
89’[(90,3;)(579) = 8€l£y(9)



16 Chapter 1. Statistical Models

Since the systems of functions {0¢; . (£)}, {9pily(0)} are linearly inde-
pendent on X’ and on )/, respectively, as they act on independent vari-
ables z and y, it follows that the system of functions {0¢;€(, ) (&, ),
0pil(2,4)(§,0)} are linearly independent on X x ). Hence S x U be-
comes a statistical model, called the product statistical manifold of S
and U.

It is worth noting that if p and g are the probability densities
of two independent random variables X and Y with sample spaces
X and ), respectively, then their joint probability density f¢g(x,y)
belongs to the product statistical manifold S x U.

Some of the previous examples are special cases of some more
general statistical models, which will be treated next. The following
two families of probability densities occupy a central role in the study
of informational geometry. For this reason we dedicate a separate
section to each of them.

1.4 Exponential Family

Consider n + 1 real-valued smooth functions C(z), F;(x) on X C RF
such that
1, Fy(z), Fa(x),. .., Fu(x)

are linearly independent, where 1 denotes the constant function. Then
define the normalization function

B(€) = In ( / C@+EFi(@) dx), (1.4.6)
X
and consider the exponential family of probability densities
p(z;€) = C@HEFila)=u(E) (1.4.7)

with € X, and & such that ¥(£) < oo. Finally, choose the parameter
space E to be a non-empty set of elements £ with (§) < oco. It is
worth stating that such a non-empty set £ does not exist for all
choices of Fj(x), see Problem 1.29.

Formula (1.4.7) can be written equivalently as

plr:€) = h(w)e® i), (1.438)

with h(z) = €“@ and ¢(¢) not depending on z. We note that
the normalization condition, f p(z;€)dr = 1, is equivalent with
condition (1.4.6).
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The statistical manifold S = {p(x; &)}, with p(z;&) given either
by (1.4.6) or by (1.4.8), is called an exponential family and &/ are its
natural parameters. The parameter space E is an open subset of R"™.
The dimension of E is called the order of the exponential family. In
the following we shall check the definition conditions of a statistical
manifold.

The injectivity of ¢ : E — S. Assume ¢(§) = ¢(6). Then Inp(z;&) =
Inp(x;0), and hence
EF () — (&) = 0'Fy(x) — ¢(0).
Since {F;(z)} U {1} are linearly independent, then £ = 6°.
The regularity condition. Differentiating in the log-likelihood function
0(€) = Cla) + €' Fi(x) — (&)

and obtain

0304(6) = Fy(a) — 0516(6). (1.49)

Since {Fj(x)} are linearly independent, so will be {0;¢,(£)}, and
hence the regularity condition is satisfied.

The function ¢ (§) depends on C(z) and F;(x) by formula (1.4.6).
The next result shows a relation involving the expectation operator.

Proposition 1.4.1 Assume the conditions required for formula
(1.3.2) hold. Suppose the functions {F;(x)} satisfy the integrability
condition E¢[F;] < oo, where If E¢[-] denotes the expectation with
respect to pe. Then

(&) = Ee[Fy], 1<j<n. (1.4.10)

Proof: Differentiating in the normalization condition | v p(x;8)dr =
1 yields

/X(?&jp(x;g) dr = 0&
/ p(z; ) (Fg(w) — 3§j1/1(§)> dr = 0&
X

[ por@ar = 0w [ s e
X X

Ee[Fy] = 9gav(§)
= 9(8).
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As a consequence, relation (1.4.9) yields
9jtx(8) = Fj(x) — E¢[Fj].
This leads to the relation

Ee[0i€:(8)0it2(8)] = Eel(Fi(x) — E¢[Fi])(Fj(2) — E¢[Fj])]
= Cove(F;, Fj), (1.4.11)

which will be used in later computations. Another important relation
useful in future computations is obtained if differentiate in (1.4.9)
with respect to £; we find

D:0;£:(€) = —0i;0(&). (14.12)

It can be shown that the function ¥ (&) is convex, see Problem 1.1.
Therefore, relation (1.4.12) implies the concavity of the log-likelihood
function £, (§).

Many of the usual distributions belong to the exponential family.
Here are some useful examples described in terms of functions C(z)
and {F;(x)}. The explicit computations are left as an exercise to the
reader.

Example 1.4.1 (Exponential Distribution) This refers to Exam-
ple 1.3.1. Choose n = 1 and

C(z)=0, Fi(z)=-=z, &' =¢ € =—-Int.
Example 1.4.2 (Normal Distribution) Consider Example 1.3.2

and choose

C(z)=0, Fi(z)==x ) =2% ¢ = el Q=_—

h2 -7
W(E) = —(igl —I—§ln<§—2>.

We note that parameters (£1,£2) € E=R x (—00,0).

Example 1.4.3 (Poisson Distribution) In Example 1.3.6, choose
n=1Cx)=—-Inz!, Fi(z) =2, E =In\, (&) = X = eb.
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Example 1.4.4 (Gamma Distribution) In Example 1.3.3, let
-1
C(z)=—Inz, F(z)=lhz, FR@) =z ¢ =qa = -

0(6) = n(5T(0) =1 (( = &) ().
with parameters (£!,£2) € E =R x (—00,0).

Example 1.4.5 (Beta Distribution) Consider Example 1.3.4.
In this case n = 2 and

C(z) =—In(z(1 —x2)), Fi(z)=hz, F(z)=I(l-a2),

¢h=a, €=0b PE =WBE ),
with E = (—o00,0) X (—00,0).

1.5 Mixture Family

Let F; : X — R be n smooth functions, linearly independent on X,
satisfying the integral constraints

/ Fj(z)dx =0, 1<j<n. (1.5.13)
X

Consider another smooth function C(x) on X with

/ C(x (1.5.14)
Define the following family of probability densities

p(x;€) = Cx) + &' Fi(x). (1.5.15)
The statistical manifold S = {p(z;§)} is called a mizture family and
& are its mizture parameters. The dimension of the parameters space
E is called the order of the mixture family. We note that S is an affine
subspace of P(X).

Both the injectivity and the regularity conditions of the immer-
sion ¢ : E — P(X) result from the fact that {F;(x)} are linearly
independent functions.

It is worth noting that the integral constraint (1.5.13) is com-
patible to the fact that Jgp(x;€) = Fj(z) and [ 9gp(x;€) dr = 0,
see (1.3.2). This constraints will be used in the next result, which
deals with the properties of the log-likelihood function £,.(£). In spite
of its proof simplicity, given the importance of this result, a full proof
is included.
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Proposition 1.5.1 If E¢[-] denotes the expectation with respect to
De, then

Fj(z)
»(

)

(i) 0jt(8) =

x)
(ZZ) 828]&2(5) - p($7g)2 ’
(11i) 0;0lx(§) = —0ila(§) 9lx(§)-
Proof:
(i) Differentiating and using that Jg;p(x;§) = Fj(x) yields

Oeip(x; (x

(73) Differentiating in (7) yields

(z —0eip(x;
o036a(6) = 9D~ py ()L
R@hE)
p(x;€)?
(#47) From (ii) and (i) we get
o0ytae) = —— DL g () 0,0.(6).

|
The next example provides the reason for the name “mixture
family.”

Example 1.5.1 (Mixture of n + 1 Distributions) Consider n+1

probability densities, p1,p2, ..., Pn, Pn+1, Which are linearly indepen-
dent on X. Let E = {¢ € R™%;¢7 > 0;2?21 &) < 1}. The following
weighted average is also a probability density

p@) = &pi@)+ (1= & )pa(@)
=1

= Pn1(®) + Z & (pi(w) = Pt (),
i=1

which becomes a mixture family with C'(x) = pp+1(x) and F(x) =
pi(z) — ppy1(z). The integral constraints (1.5.13) and (1.5.14) follow
easily from the properties of probability density functions.
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Proposition 1.5.2 The statistical manifold P(X), with X finite (see
Ezample 1.5.5), is a mizture family.

Proof: Let X = {z%,22,... 2" 2"} and consider the linearly in-
dependent probability densities pi,...,pny1, defined by p;(x;) = 6;;.
Consider their weighted average

p(x;€) = E'pilx) + (1 - Zfi)pnﬂ(x)-
i=1

We can easily check that p(x; &) is the distribution given by Example
1.3.5. From Example 1.5.1, it follows that the densities p(z;&) form
a mixture family. |

1.6 Fisher Information

This section introduces the Fisher information and studies its main
properties solely from the differential geometric point of view.*

A fundamental object in differential geometry is the Riemannian
metric tensor g (from tangent vectors X, Y it produces a real number
9(X,Y)). The metric tensor is used to define the length of, and angle
between tangent vectors. For this reason the metric ¢ must be sym-
metric and positive definite (i.e., a Riemannian metric). The metric
tensor g determines the Levi-Civita connection (Christoffel symbols)
and implicitly the Riemannian curvature tensor field.

In differential geometry, the parallel transport is a way of trans-
porting geometrical data along smooth curves in a manifold. If the
manifold is equipped with a symmetric affine connection V (a co-
variant derivative or connection on the tangent bundle), then this
connection allows one to transport tangent vectors of the manifold
along curves so that they stay parallel with respect to the connec-
tion. A connection V determines the curvature tensor field R of type
(1,3). A manifold is called: (i) V-flat if there is a coordinate system
in which Ffj = 0; (ii) flat if R = 0. It is worth noting that (i) depends
on the coordinate system while (ii) does not.

4This follows the 1940s idea of C. R. Rao and H. Jeffreys to use the Fisher
information to define a Riemannian metric.
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Definition and Properties

A metric structure, similar to the Riemannian structure on a hyp-
ersurface, can be introduced on a statistical model, based on the
parameter £ = (£1,...,&,) € E and the log-likelihood function ¢(§) =
In pe(x). The Fisher information matriz is defined by

gij(g) = Eg[@@(f)a]g(f)], Vi7j € {17 cee 7n}7 (1’6’16)

which can be written explicitly as
9ij(§) = E¢[O¢: Inp, - 0¢; Inp,] = /X O¢i Inp, () Og; In pe(x) -p, (z) dz.

We shall assume that the previous integral exists. There are sev-
eral equivalent formulas for g¢;;(£), which will be presented in the
following.

Proposition 1.6.1 The Fisher information matrix can be repre-
sented in terms of the square root of probability densities as

9i(§) = 4/){ Ogir/pe(x) - Dgi [ pe(@) da.

Proof: A straightforward computation yields

6:i(6) = /X Ogi Inp, (z) - O np, (z) - p, (&) de
N agipg(x) . 8@'1)5(33) . 2) dx
B /X pe(x) pe(x) P(w)d
8€¢p5(:17) agjpé(x)
4 .
/952\/115(1’) 2y/pe(z)

= 4/}(8514/1)5(:5)-Ggﬂ/pg(a:)da:.

We note that the discrete version of Proposition 1.6.1 states

9i5(6) =4 O \/pf(xk) e \/pf(fﬂk)- (1.6.17)
"

Example 1.6.1 Consider the case of a two-dimensional discrete prob-
ability model given by
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X xr1 X2 x3
PX=umz) | & & 1-¢-¢&

with £ € (0,1). The previous table denotes a random variable X with
three outcomes 1, x3, x3, which occur with probabilities &1, &2, and
1 — ¢! — €2, This is a statistical model depending on two parameters,
¢! and €2, Formula (1.6.17) provides the Fisher information matrix

9i;(§) = 4(%\/@ DeiV/E + D /€2 - 55]‘\/5_2)
40/ T=E =€ 95/1- ¢ - &)

5illjl + 62'22]'2 + 1 .
£ £ V1-¢l—¢2
gilJr 1 1
1—gl_g2 1—gl_g2
(gz'j) = \/1 ¢t 1 Vit 15

[ — —_ _|_ [ —
/1—€1—¢2 &2 1—gl—¢2

The matrix is non-degenerate since

1 1 11 .
det(gij):é.lé?"f‘m(g-i-g)#(), Vel € (0,1).

In fact, this property holds for all Fisher information matrices, as the
next result shows.

Proposition 1.6.2 The Fisher information matrix on any statisti-
cal model is symmetric, positive definite and non-degenerate (i.e., a

Riemannian metric).

Proof: The symmetry follows from formula (1.6.16).
Forall £, Vv € T¢S, v # 0, we find using Proposition 1.6.1

g(v,v) = Zgijvivj :42 (/Xviag”/pg,- (x)vjagj\/pgj (x)) dx
= 1 (Soevp) (S vavs)
- 4/){ (Zviagi\/p)zda;zo,

so (gij) is non-negative definite.



24 Chapter 1. Statistical Models

Next we shall show that g is non-degenerate:
. 2
glv,v) = 0& / (Zvla@-\/ﬁ) dr =0<
X
. 2 .
(Z’Ulagzﬁ> = O@Z’L)Zagz\/ﬁ:()@

Zvi(‘)gp = 00 =0, Vi=1,...,n,
i

since {O¢ip} are linear independent, which is an assumption made
previously.
Since (g;;) is non-degenerate, we have in fact that

4/){ (Zi:viaf“/ﬁ)de > 0,

and hence (g;;) is positive definite. |

Hence the Fisher information matrix provides the coeflicients of
a Riemannian metric on the surface S. This allows us to measure
distances, angles and define connections on statistical models.

The next formula is useful in practical applications.

Proposition 1.6.3 The Fisher information matriz can be written as
the negative expectation of the Hessian of the log-likelihood function

Proof: Differentiating in / p(x,§)dr =1 yields

X
/ Oip(z,§) dr = 0,
X
which can be also written as
E¢[O¢ilnp,| = /X@gi Inp(z,§) - p.(x)dr =0.

Differentiating again with respect to &/, we obtain

| 000009 ple ) do + [ G iaple.) - pple)ds = 0
E¢[0g50¢i Inp,]| + /X Ogi Inp(x,§) - Og; Inp(z,§) -p(z,€)dz = 0«

This relation implies (1.6.18). |
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Example 1.6.2 (Exponential Distribution) In this case p,(z) =

1
£e7¢ and then Gg Inp, = —6—2. Therefore
9 <1 1
g=g1=—E[0Inp] = =P (x)dr = .
0o ¢ 3

The length of a curve £ = £(t) joining the points & = £(0) and
& =€) is

/Olmdt:/ol \/91152(t)dt=/01‘%‘dt: ‘ln%"

This induces on the one-dimensional statistical model X = (0, c0)
the following hyperbolic distance function

d(x1,22) = |Inxe — Inzy].

Example 1.6.3 (Exponential Family) Recall the exponential
family (1.4.7)
plz;€) = cC@)+E Fi(w) =€) (1.6.19)

Using (1.4.11) and (1.4.12) we can represent the Fisher information
matrix either in terms of the functions Fj(x), or in terms of ¢

i (€) = Fel0i,(€)0j£.(€)] = Cove(F;, Fy), (1.6.20)
9i5(§) = —E¢0:0;4,(8)] = E¢[0:0;9(§)] = 0:i0;4(€).  (1.6.21)

It is worthy to note the role of convexity of function % in the positive
definiteness of g;;.

Example 1.6.4 (Mixture Family) Recall the probability density
family (1.5.15) '
p(z;€) = C(x) + &' Fi(z). (1.6.22)

From Proposition 1.5.1, part (ii), we obtain

@B _ [ BB

gij(f) = —Eg[ai(‘)jﬁx(f)] = EE[ p(x;§)2 v plx;)

The next two results deal with important invariance properties of
the Fisher information metric.

Theorem 1.6.4 The Fisher metric is invariant under reparametriza-
tions of the sample space.
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Proof: Let X be a random variable with the sample space X C R",
whose associated density function pe form a statistical model. Con-
sider the invertible transform of sample spaces f : X — Y C R",
and denote by p¢(y) the density function associated with the random
variable Y = f(X). The relation between the foregoing densities and
the Jacobian of f is given by

pe(w) = ()| 2. (16.23
Since the log-likelihood functions are given by
0(€) =Inpe(y) = Inpe(f ()
0(€) = npe(x) = £(¢) + In ‘% ,
and f does not depend on the parameter £, we have
Oeil(€) = 0cil(€). (1.6.24)

Therefore, using (1.6.23) and (1.6.24), the Fisher information trans-
forms as

4i5(6) = /X O (€) O (€) pe () de

= [ 0:8©) 28010 L2 a
_ /y 0esl(€) s 1(6) e (y) dy
= 9i5(8),
which proves the desired invariance property. .

Theorem 1.6.5 The Fisher metric is covariant under reparametriza-
tions of the parameters space.

Proof: Consider two sets of coordinates & = (£%,...,€") and 0 =
(6',...,0m) related by the invertible relationship & = £(6), i.e., & =
€101, ...,0™). Let po(x) = pe(p)(x). By chain rule we have

_ ok o
Dpipy = 8_21 Oekpe OpiDo = 8_; Ogrpe,
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and then

35 (0) = /X lﬁa@mm) Byspo () de

1 ek oer

= ————— 0wk () Oerpe () do | = —=

[/X pegoy () P e 4| B g
oEk o¢r
e=¢(0) 00" 007"

= gun(©)|

Theorems 1.6.4 and 1.6.5 state that the Fisher metric has two
distinguished properties:

1. g4 is invariant under reparametrizations of the sample space X.

2. g;; is covariant under reparametrizations of the parameters space
E (i.e., transforms as a 2-covariant tensor).

It is important to note that a metric satisfying the abovemen-
tioned properties is unique, and hence equal to the Fisher metric;
this result can be found in Corcuera and Giummolé [30].

1.7 Christoffel Symbols

The most simple connection on the statistical model S is defined by
the Christoffel symbols. If g;; denotes a Riemannian metric, partic-
ularly the Fisher information matrix, then the Christoffel symbols of
first kind are given by

1
Lije = ) <8i9jk + 0;gik — 3kgij), (1.7.25)
where we used the abbreviation 9; = 0. Before computing the

Christoffel symbols, a few equivalent expressions for the derivative
of the Fisher information matrix are needed.

Proposition 1.7.1 With the notation ¢ = {(§), we have
(1) Okgij(€) = —E¢[0:0;0k€] — E¢[(0:0;€)(0L)];
(i) Orgij(§)=Ee[(0r0:)(9;0)]4 E¢[(010;0)(9:0)]+ Ee[(0:£) (0;€) (OrL)];

(iii) Ongi;(€) :4/Xaiaj\/ﬁak\/ﬁ dx+4A8i8k@-8j@ dx.
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Proof:
(1) Differentiating in (1.6.18), we get
Oh9ij(§) = —OkEe[0;05¢]
= - [ @o0,00w:¢) s~ [ 00,0006 da

= —/X(E?k(‘)i@jﬁ)p(x@) dw—/(@iajﬁ)akﬁp(az;f) dx
= —E¢[0;0;0x(] — E¢[(0;0:0)(0L)].

(71) It follows from a direct application of the product rule in the def-
inition relation (1.6.16) and the use of Jxp(z; &) = Ol (E)p(x; §):

Drgiy (€) = / 0404 D, (. €) da + / 00 0,0, p(x, ) dx
X X

+/ 0il 04 Okp(x,€) dx
X
:E5 [8ké91€ 8]6] + Eg [8% 8ka]€] + Eg [8% 8J€ akE] .

(#i7) A computation using Proposition 1.6.1 shows

8kgij = 48k/8i\/ﬁ-aj\/ﬁdx
X
= 4/ 8k8i\/§-8j\/§dx+4/ O0j\/D - Oin/p de.
X X

Proposition 1.7.2 The following equivalent expressions of the
Christoffel symbols of first type hold:

(1) 2L3jk(8) = Ee[(9:0;0)(00)] — Ee[(0x0;€)(9:4)] — E¢ [(10i€) (9;)]
- Eg [8Za]8k€],

. 1
(ZZ) Fij7k(f) = Eg[(@lajf + 58% ajf)aka

(iid) Tijx(€) :4/X&8jx/p(x;§)-ak\/p(w;f) dx.
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Proof: Tt follows from relations (i), (i), and (iii), supplied by
Proposition 1.7.1, after substituting in (1.7.25) and performing pair
cancelations. |

It is worth noting that the aforementioned relations work also in
the case of a discrete sample space. For instance, formula (iii) has
the following discrete analog

Tiji(€) =4 00/ pe(r) - e/ pe(r). (1.7.26)
r=1

Example 1.7.1 We shall work out the Christoffel coefficients in the
case of the discrete probability model given by Example 1.6.1 using
(1.7.26).

If ¢ # j, then

2
Ty = 4N (000 /& O /€T
"o, ,;1(“:05 e VE)

+40:i0gi /1 — &1 — & - O /1 — &1 — &
= Ou(1—¢ -7 - 1

Vi—a-g 21-g-a

Let ¢ = j. Since the second term of the sum is the same as above,
we have

Lii i (8)

2
1
4 a%/gr-ak &+ ——m———
72::1 13 2(1_51_52)2

1 < 6T ok 1

+ .
r2 _ £l £2)2
22 Tl a2
If ¢ = j # k the first term of the above formula vanishes, so
1
FZZ . 1 o< -
,k(f) 2(1 - 62)2
Example 1.7.2 (Exponential Family) This refers to the family
of distributions (1.4.7). We shall work out the Christoffel coefficients

in terms of the function (). Using relations (1.4.9), (1.4.10), and
(1.4.12) yields

E¢[(0,0;€)(0xL)]

—E¢[(0:0;9)(Fi(z) — O]
= —(0:0;9)E¢[Fy.()] + (9;0;9)(0x)
= (0:070) (00 — Ee[Fiu(x)]) =0.
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Substituting in Proposition 1.7.2; part (i), we find
1
Lijr = - Ee[0;0;010) = Eg[aiajakw] = 5@@8@(5).

Example 1.7.3 (Mixture Family) Consider the family of distri-
butions (1.5.15). From Propositions 1.5.1 and 1.7.2, we have

1 1
Uik = Ee[(9:;00+ 5@6 0;0)0l)=FE¢[(—0;£ 0;¢ + 58,{ 9;0)On!]

R TN _ 1 [F(2)F(z)F(z)
= S Eel0 0,004t )= 2/ e

1.8 Levi—Civita Connection

The coefficients (1.6.16) induce a Riemannian metric on §. This is a
2-covariant tensor g defined locally by

9(Xe,Ye) = Z 95(©)a' OV (&),  pceS

i,j=1

where X = Zai )0; and Ye = Zbi )0; are vector fields in the

=1 =1
O-representation on S. Here, for the sake of simplicity we used the

notation abuse 9; = The tensor g is called the Fisher—Riemann

Ope
ae'
metric. Its associated Levi-Civita connection is denoted by V() and

is defined by
g(ng)aja O) = Tijk,

with T';; 1. given by (1.7.25). The fact that V(%) is metrical connection
can be written locally as

Ogij = Ui+ Lhjp-

This can be checked also directly from Propositions 1.7.1 and 1.7.2.

It is worth noting that the superscript of V© denotes a param-
eter of the connection. The same superscript convention will be also
employed for Christoffel symbols. In the next section we shall int-
roduce several connections parameterized by the parameter «. The
case a = 0 corresponds to the Levi—Civita connection induced by the
Fisher metric.



1.9. VM _Connection 31

1.9 V®-Connection

We shall introduce a new linear connection V) on the statistical
model S. Generally, to define a linear connection, it suffices to know
its components on a basis, and to have a metric g that rises and lowers
indices. Using the Fisher metric g, the V) -connection is defined by

9(V5)0;,0r) = Eel(8:0;0) (9x0)]. (1.9.27)

It can also be expressed equivalently by stating directly the Christoffel
coeflicients

T{.(6) = Eel(9:0;0) (9:0))- (1.9.28)

In the following the V-flatness is considered with respect to the
system of coordinates £. The next result shows the importance of the
VvV _connection.

Proposition 1.9.1 The statistical model given by the exponential
family (1.4.7) is V) -flat.

Proof: We need to show that F§;7)k(§) = 0. Using (1.4.12) and Propo-
sition 1.3.2 we have

L€ = Eel(0:0;0) (0p0)]) = — Be[d:i03(€) (9:0)]
= —0i0;9(§) Ee[(90)] = 0.

As a consequence, the torsion and curvature of an exponential
family with respect to connection V1) vanish everywhere.

Proposition 1.9.2 The mixture family (1.5.15) is VW _flat if and
only if is VO -flat.

Proof: Since

PO = —5Bl((@:0) (25¢) (0k0)
T = Eel(0:0;0) (0:0)] = —El((8:0) (9;0) (9:0),

we have Fgg)k({) = 0 if and only if Fg?k({) = 0. The first identity is

provided by Example 1.7.3, and the second uses Proposition 1.5.1,
part (7). |
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1.10 VY-Connection

Using the Fisher metric g, the V(=Y-connection on a statistical model
S is defined by

9(V5, 0;,00) = T = Eel(@:0; +0:00;0) (D)), (1.10.29)
where £ is the log-likelihood function.

Proposition 1.10.1 The mizture family (1.5.15) is V(=1 -flat.

Proof: 1t follows from the fact that in any mixture family 9;0;¢ =
-0l 0;L. |

The V(~Y_connection is related to the V(® and V1) connections.

Proposition 1.10.2 The relation between the foregoing three con-
nections is given by

v = l(v“” + v<1>>. (1.10.30)
2
Proof: 1t suffices to show
0 _ 1) L (@)
Fzy k 9 (FZ] k Fzy k)
Using (1.9.28) and (1.10.29) and Proposition 1.7.2, part (i), we find

PoY + T = Eel(0i0; + 0i00;6) (9x0)] + Ee[(9:0;6)(940))

= E[(20:0;¢ + 8,0 0;0) (00)]
- 2E5[(aiaje + %aie 0,0) (90)]

Corollary 1.10.3 An exponential family is V=Y -flat if and only if
is VO _flat.

None of the connections V(=1 and V() are metrical. However,
they are related to the Fisher metric g by the following duality
relation.
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Proposition 1.10.4 For any vector fields X, Y, Z on the statistical
model S = {p¢}, we have

Zg(X,Y) = g(VP X, V) + g(X, vy Vy). (1.10.31)

Proof: Tt suffices to prove the relation on a basis. Choosing X = 0,
Y = 0; and Z = 0, the relation we need to show becomes

Ougis = T4 + Tt - (1.10.32)

Using (1.9.28) and (1.10.29) we get

IO 4 TEY = Bel(0k0,0) (950)] + Eel(0405¢ + 04t 9,6) (9:0)
= E¢[(0x0:0)(0j)] + E¢[(0r0;£)(0:0)]
+E¢[(0:6)(9;0)(40)]
= 0kgij (&),

where the last identity follows from Proposition 1.7.1, part (ii). ®

1.11 V©@_-Connection

The V=Y and VY are two special connections on S with respect to
which the mixture family and the exponential family are, respectively,
flat. Moreover, they are related by the duality condition (1.10.31).
Midway between these connections there is the V(©)-connection, which
is the Levi—Civita connection with respect to the Fisher metric. Inter-
polating, we define the following 1-parameter family of connections

1+a

v = —v® 4 —V(_l), (1.11.33)

2

with « real parameter, on the statistical model S. For « = —1,0,1
we obtain, respectively, the connections vED v and v, Using
the Fisher metric g, the connection components

Lk = oV 9;.05)

2]7
are given by the following result.

)

Proposition 1.11.1 The components Fl(;‘k can be written as

T, = Be| (005 L0, )0kt (1.11.34)
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Proof: From (1.11.33) written on components and using (1.9.28)
and (1.10.29), we obtain

(&) _ 1—|—a (1) (-1)
Fij,k - Fzyk Fzyk

- ; aEg[(@@ﬂ)(aM)] + 25 E(0i03¢ + 0380,0) 010)

= E¢[(8:0;0)(0r0) + ﬂaieajeake]
= [(aae+ — 0L, )t

|
The connection V(® is symmetric. This follows directly from

FZ(;‘L Fg?)k However, V(® is not metrical for & # 0. The pair

connections V(@ and V(=% are in the same duality relation as con-
nections V() and v(=1),

Proposition 1.11.2 For any vector fields X,Y,Z on the statistical
model S = {p¢}, we have

Zg(X,Y) = g(VX,Y) + g(X,V,¥Y). (1.11.35)
Proof: Tt suffices to prove the local version of (1.11.35)

Ougis = T + T2 (1.11.36)

Using (1.11.34), we write

N 1_aakeaie>aje]
rie = Eg[(akajul “0,00,0)0it).

Taking the sum and reducing terms yields

P TG = Eel(0u0i0)(050)] + Eel(0:0;0) (0:0)
+E¢[(0:0)(9;£)(010)]
= 0Okgi;(§),
see Proposition 1.7.1, part (ii). |

Other relations among connections V(©, V) and V(=1 are given
in the following result. The proof follows from a direct application of
relation (1.11.33).
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Proposition 1.11.3 The following relations hold
v = 1-a)VO +avl
= 1+a)VO v
— v L ¥ gl _ gDy,
V& + 5 (V VY,

O %(v“auv(“)).

Corollary 1.11.4 Let S be a statistical model. Then the following
statements are equivalent:

(i) S is V@ -flat for all o € R;
(i) S is both VY and V(1) -flat;
(i3i) S is both VO and V) -flat;
(iv) S is both VO and V=Y -flat.

In general, if a model S is flat with respect to two distinct a-
connections, then is flat with respect to all a-connections.

1.12 Skewness Tensor

Generally, it is well known that the difference of two linear connec-
tions is a tensor field. For two connections, V(® and V) on the
statistical model S, we define the generalized difference tensor as the
(2,1)-type tensor

K (xy)=vPy - vy, (1.12.37)
Proposition 1.12.1 There is a 3-covariant, totally symmetric ten-
sor T such that for any distinct o, 8 we have

g(KP(X,Y), Z) = O‘T_BT(X, Y, 2), (1.12.38)
where g is the Fisher metric.

Proof: Using (1.11.34)

a 1—
Fgﬁi(g) B ng,i(g) = E§ |:(8Zaj€ + 758168]6) 8]64
1

~Ee| (0050 +

- 2 ; b Ec[0:£ ;0 0y.),

5 O‘aieaje) ake]
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Choosing the components
Tij(§) = Ee[0:t 9;£ Op ),

we find

a—p
(&) — T = =
which is the local coordinates version of equation (1.12.38). We note
that T is symmetric in any of the indices 4,7, k, i.e., it is totally

symmetric. (]

Tiji(€), (1.12.39)

The fact that T is covariant under parametrizations is the subject
of Problem 1.16.
The 3-covariant, symmetric tensor 1" with components

T(8;,05,0k) = Ty, = Ee[0:£ 0;€ 010

is called the skewness tensor. This measures the expectation of the
third-order cummulants of the variations of log-likelihood function. It
is worth noting the similarity with the Fisher metric, which measures
the expectation of the second-order cummulants.

Example 1.12.1 In the case of an exponential family we find
1

e = g [(aiaje +

ij,k

—

5 0it0;¢) 01!

= B[ (- 00,09 + —

— _0.0;(E) Eelonl] + I_T‘“E§ 10,£0,£0,
11—«

= 5 T

O‘aieaj@ ake]

We note that FO)

ik =0, and hence an exponential family is V(! -flat.

Example 1.12.2 In the case of a mixture family we have
1

v = Fe|(0050+ ;O‘aieaje)ake}

— I [( — 800 + ]L_To‘aieaje) ake}

- _E [1 J; %0100, 01|

14+«
= - Tiji-

We have that (=1

ik =0, ie, amixture family is —1-flat.
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It is worth noting that there are statistical models, that are neither
exponential nor mixture families, which are V(®-flat, for any «, see
Problem 1.15.

Example 1.12.3 Next we shall compute the skewness tensor for the
exponential distribution. Consider p(z; &) = e, ¢ > 0 and z > 0.

1
Then 0¢f = — — x and the skewness tensor is given by the following

§

component
T = E¢[(0:0)*] = /0 (% - w) “p(w5€) do

1 [ 2
:g/o (1—53;)3 R - 53

The next result deals with a few useful formulas for the skewness
tensor.

Proposition 1.12.2 The skewness tensor on the statistical model
S = {pe(x);x € X, & € E} is given by:
@ Tn) =27 [ 0ol @0y (@) on(pt ()

(0) Tj(§) = —E¢[0;0;00l] — E¢[(0;010)(0;¢)]
— E¢[(0x0:)(0;0)] — E¢[(9;0;£)(0kL)];

(0) Tijk(§) = 2E¢[0;0;0%] + 9ig;x(§) + 0jgni(€) + Okgi (€)-
Proof: (a) We have
Tijr(§) = Ee[(0:0)(9;£)(OrL)]
= /X(ai Inp(2))(9; Inp(x)) (O In p(x))p(z) dx

[ Oiplx )a p(@) Op(z) | o
= [y ay @

—f/a )30 (p() )0 (pla) /) .

(b) Equating the two formulas of the Fisher information g;;(§) =
E¢[0i£0;¢] and g;;(§) = —E¢[0;0;(], we obtain

/8€8€p /88€p
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Differentiate with respect to &*:
/X 0,0t 0,0 p(ar) d + /X 000 ;0L p() dir + /X 0,00, Op(a) da
- /X 0;0;01l p(x) do — /X 0;0;¢ Opp(x) dox <=
Ee[(9;010)(9;0)] + Ee[(0:6)(9;000)] + /X 00 0,0 9l p(x) da

= Eg[aiajakﬁ] — / aiajf akfp(ﬂj) dzr <=
X

E¢[(0:0,0)(0;0)] + E¢[(0;010)(9:€)] + Tiji(§)
= —E¢[0;0;0t] — E¢[(0;0;¢)(0kL)]

Solving for Tj;, (&) leads to the desired formula.
(¢) Applying Proposition 1.7.1 parts (i) and (i7), we have

Tiji(§) = Eel(0:6)(0;0)(0)]

= O0kgij (&) — Eel(010:0)(0;0)] — Ee[(0,0;¢)(9:0)]

= akgw( ) + ajgk‘l( ) + Ef [828]8k€] + 829]k( ) + ES [aiajakg]
= 2E¢[0;0;0kl] + 0;g9jk(§) + 0 9ki(§) + Ok gij ()

These formulas can be used to find the skewness tensor for the cases
of exponential and mixture families, see Problems 1.20. and 1.23.

It is worth noting that Tjj; is covariant under reparametrizations
(see Problem 1.16.) and it is invariant under transformations of the
random variable (see Problem 1.18.). |

An equivalent way of defining the skewness tensor 1" is to choose
B =0in (1.12.38)

%T(X, Y,7) = g(VQv - vy, 2). (1.12.40)
Until now, all definitions of the skewness tensor involved two connec-
tions. The following result derives this tensor from only one connec-

tion and the Fisher metric. Recall the following derivative formula of
a 2-covariant tensor h with respect to a linear connection V

(VR)(X,Y,Z) = Xh(Y,Z) — M(VxY, Z) — h(Y,VxZ).

We note that Vh is a 3-covariant tensor (it acts on three vector fields).
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Theorem 1.12.3 The metric g and the tensor T are related by
ol =V@yg.

Proof: We need to show that for any vector fields X,Y, Z tangent
to S, we have

oT(X,Y, 2) = Xg(Y, Z) — g(V2Y, 2) - g(v, V' 7).

This can be written in local coordinates as

F(a) o F(a)

We start working out the right side using (1.11.34) and Proposi-
tion 1.7.1, part (i)

Digi — T\ — T = Eel(@:0;0)(00)]
+E¢[(0:040)(9;0)] + Eel(9:0)(0;6)(91,0)]

_Ee(8:00)00) — ~— [0, 0, 040]

2
Ee[(8:000)0;0) — ~ S B0 0,00,
= aE5 [EM 8J€ akE]
= a,—Tijlm
which is (1.12.41). .

In particular, for o = 1, we obtain
T=vWg,
i.e., the skewness tensor is the V(}-derivative of the Fisher metric g.
Corollary 1.12.4 For any € > 0, the tensor T' is given by

B vietdy V(a)g'
€

T

1.13 Autoparallel Curves

Consider a smooth curve £(s) in the parameter space E C R", so
each component of £(s) = (£!(s),...,£"(s)) is smooth. A curve on
the statistical model S = {p¢} is defined via

v(s) = 1(&(s)) = pecsy, s €[0,T).
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The velocity of the curve ~(s) is given by

3(5) = 10 (€05)) = 1 (E09)) = ecor

A curve v : [0,T] — S is called V(®-qutoparallel if 4(s) is parallel
transported along v(s), that is, the acceleration with respect to the
V(@)_connection vanishes

Vi Als) =0, ¥se[o,T] (1.13.42)
In local coordinates (s) = (7*(s)), the autoparallelism means

ak.' . q
5 (s) + T84 (5)39 (s) = 0, (1.13.43)

where F(a)k = T g* is evaluated alon (s), and g denotes th
i =T g v(s), and g denotes the
Fisher metric. It is worth noting that this is just a Riccati system of
ODEs. This system of equations states that the velocity vector ~(s)

is moving parallel to itself with respect to the connection V().

If o = 0, the autoparallel curves (1.13.42) become geodesics with
respect to the Fisher metric g. In general, the system of equations
(1.13.43) is nonlinear and hence, hard to solve explicitly. However,
there are a few particular cases when explicit solutions are possible.

Example 1.13.1 Since any exponential family model is V1-flat,
the V(M-autoparallel curves satisfy %(s) = 0, so x(s) = cxs 4+ v&(0),
and hence they are straight lines. Using Fi?‘k = I_TaTijk, the equation

of V(®-autoparallel curves becomes, after lowering the indices using
the Fisher metric g,

g3 (s) + T4 ()49 (s) = 0 &

1—«o . .
—5—Tird ()7 () = 0.

If X is a vector field along 7(s), then multiplying by X" and summing
over 1 yields

grk’?k(s) +

. l—a, . .
9(77 X) + TT(77 Y X) =0.
Two cases are of particular importance. If X = 4(s), then

11—«
2

9(3(s),4(s)) + T (¥(s),%(s),%(s)) = 0.



1.14. Jeffrey’s Prior 41

For a = 1, we get g(5(s),5(s)) = 0, i.e., the velocity is perpendicular
to acceleration. This always holds true in the case of geodesic curves.
If X =%(s), then

l—«o
2

15(s)1; + T(4(5),%(s),5(s)) = 0.

If s denotes the arc length along 7, then the term x(s) = ||¥(s)|| has
the interpretation of curvature. Hence the previous relation provides

a relationship between the curvature and skewness tensor.

Proposition 1.13.1 Let a # 3. If a curve y(s) is both V® and
V) _qutoparallel, then

for any vector field X along the curve y(s).

Proof:  Since V(.a))"y(s) = 0 and V(.a))"y(s) = 0, then subtracting

. F(s ¥(s
yields
KD (),4(6) = 0.
and hence T'(§(s),7(s), X) = 0 by (1.12.38). |

1.14 Jeffrey’s Prior

The Fisher metric induces a distribution that has proved useful in
the study of universal data compression, see Clarke and Barron [28].

Let S = {pe; € € E} be a statistical model, and G(§) = det g;;(§)
denote the determinant of the Fisher information matrix. Assume the

volume
Vol(S) = /IE VG(§)dE < .
Then .
Q) = Vol(S) G(§)

defines a probability distribution on E, called the Jeffrey prior.

It is worth noting that this distribution is invariant under
reparametrizations of the parameters space, see Problem 1.26.



42

Chapter 1. Statistical Models

1.15 Problems

1.1.

1.2.

1.3.

Prove that the normalization function ¥ (§) used in the defi-
nition of an exponential family model, see formula (1.4.6), is
CONVEX.

A tangent vector field A to a statistical model S = {p¢} in
the O-representation is a mapping & — A¢, with A¢ = Ag 0;pe.
The set of all these vector fields forms the tangent space in
the O-representation to S at p¢ and is denoted by T, 5(0)8 . The
vector A¢(-) can be also considered as a function defined on the
sample space X'. However, when taking the expectation E¢[A¢],
we consider A¢(x) to be a random variable defined on X

A tangent vector field B to a statistical model S = {p¢}
in the l-representation is a mapping { — B¢, with By =

Bg 0;¢(€). The set of all these vector fields forms the tangent

space in the l-representation to S at pe and is denoted by
1

Tf( )S. Observe that {0j(Inpe(x)) }j=1,n and {0jpe(x)}j=1,n are

two distinct bases of the tangent space T¢S, corresponding to

the 1-representation and O-representation, respectively.

(a) Show that the tangent space in the O-representation is
given by

108 = {A¢: X — R,/ Ae(z) dz = 0}.
X

(b) Prove that the vector spaces Tg(o)S and T, 5(1)8 are isomor-

phic and find an isomorphism.

Let S = {p¢} be a statistical model with Fisher metric g. Con-

sider A¢, Be € Tf(l)S vectors in the 1-representation. Show the
following:

(a) g(Ae, Be) = Ee[Ae, Be;
(b) Ee[A¢] = E¢[Be| = 0;

(¢) |A¢lg = /Var(Ag), where | - |4 denotes the vector length
with respect to g;

(d) 19(Ae, Be)| < \/Var(Ae)\/Var(B).
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1.4. Do the results of the previous problem hold if the vector fields
are in the O-representation, i.e., A¢, B € Tf(O)S?

1.5. Consider the log-likelihood function ¢(§) = Inpe. Show the
following:

0;0;
(a) 9,0;(6) = % — 0,0(6)0;4();

(b) E¢[0;0;4(S)] = —E¢[0:4(€) 0:(€)];

(c¢) The random variable A; = 0;0;¢(§) + 0;£(§) 0;4(§) is a
tangent vector to S = {p¢} in the l-representation, i.e.,
A e TS,

(d) Let Bg = 8k€(§) S Tg(l)S. Using g(Ag,Bg) = Es[Ang],
show that
PG (©) = 9(060(6), 0:050(6) + 0,6(€) 9,4(6) ).

(e) Write the Fisher metric g(§) both as —E¢[0;0;£(&)] and as
E¢[0;4(€) 0;4(€)] and then prove (b).

1.6. Use the following linear approximation
OjU(E + 0€) = D;L(8) + D, 9;4(€) 6E" + O(6¢" 6¢)
to prove the following formulas:
(a) E
(b) Ee[0;0(+0€)+(5€);] = O((867)%), where (8€); = g;5(£)d€";
(c) Eel0jl(€ + 68) + 0:(8) 0;£(£)5¢"] = O(6¢" 6¢7);
(d) Let Ae = 9;4(&) + (9;0;4(€) + gi5(€))0¢". Show that A¢ €
OF
T;"S;
(e) If A¢ = AL0,£(€), show the following linear approximation
Ag =0} + ngl.)(g) 5¢¢, where 67 is the Kronecker’s symbol.

e[050(€ + 08) — 0;(€)] = —g5(£)0€" + O(5¢" 6¢7);

1 (z—p)?

1.7. Let S = {pu,g(az) = %6_ 222 EeER, o> 0} be the statis-

tical model defined by a family of normal distributions. Con-
sider two vector fields in the 1-representation

Ae = AN€)0,0 + A(€)0,¢
Bg = BY(£)8,( + B*(£)d, 4,
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1.8.

1.9.

1.10.
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where £ = (11, 0). Show that the vectors A¢ and Bg are perpen-
dicular if and only if

AY(&)B (&) +24%()B*(€) = 0.

Consider the statistical model given by the exponential distri-
bution S = {p¢(x) = €e7%%, & > 0,2 > 0}

(a) Show that 01£(§) = % — 1z, Oipe = e %(1 — &x);

(b) If A¢ € Tél)S is a vector in the 1-representation, show that

Ae = A1(§)<% ).

(c) If B¢ € TS(O)S is a vector in the O-representation, show that
Be = BL(&)e=& (1 - gg;).

(d) Let f be a smooth function on S. Find explicit formulas
for O1pe(f) and O1£(€)(f).-

(e) Solve part (d) in the cases when f(p) = Inp, f(p) = €
and f(p) = p.

(f) Let A¢, Be € Tg(l)(S). Find g(Ag¢, Be), where g is the Fisher—
Riemann metric.

(z—p)?

Consider the normal family p(x;pu,0) = \/21706_ 222 . Show

that this is an exponential family, p(x;0) = eeiFi(x)_¢(m), with
2
1
P(0) = 2”—2 + In(v270), 6! = %, 62 = Fi(x) =z, and
o o

207
Fy(z) = 22

The exponential distribution determines the Fisher—Riemann

manifold
1
R = —
< =+ g(x) IIJ‘2 >

(a) Compute the Christoffel symbols.
(b) Find the geodesics and the induced distance.
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1.11.

1.12.

1.13.

1.14.
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The two-dimensional discrete probability model determines the
Fisher-Riemann manifold (M, g(z,y)), where

M ={(z,y) eR%; z+y <1}

and

l_'_ 1 1
g(x,w:(f AR Gt )
Vi—x—y Y Vi—-z—y

Using MAPLE facilities, compute the Christoffel symbols and
find the geodesics.

The geometric probability distribution determines the Riemann
manifold
1
M =
< ,9(2) ﬂﬂ—wﬂ’
where M = {z € Ry;z < 1}.

(a) Compute the Christoffel symbols.
(b) Find the geodesics and the induced distance.
(¢) Solve the ODE Hess,(f) = 0.

Find the subset of R? on which the (0, 2)-tensor

glj($) = <$Z;j + 1— 1 —33‘2> y L= (33‘1,332,$3), L] = 17273

is a Riemannian metric.

Consider the product ¢™(z) = Hqi(:n;ﬁi) where ¢;(z) =
- i=1
e €7 € >0, 2> 0.

(a) Show that S = {¢™(z,¢),z > 0;¢ € R"} is an expo-
nential family. Specify the expressions of C'(z), F;(z) and
P(E)-

(b) Find the Fisher-Riemann metric on S.

(¢) Find the distance induced by the Fisher information
between ¢ (x,€) and ¢ (x, 6).
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1.16.

1.17.

1.18.

1.19.
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Let p(x) be a probability density function on R and consider
pM(x) = p(x1)...p(x,), x = (x1,...,2,) € R™ Consider a
nonsingular matrix A € R" x R™ and define

1 n _

with g = (p1,...,un) € R™

(a) Show that q(x; A, p) is a probability density on R™.
(b) The statistical model S = {q(x; A, p)} is a-flat for any o
real.

(c¢) Show that the Fisher metric on S = {q(x; A, p)} is the
Euclidean metric.

(d) Choose a probability density p(x) such that S={q(x; A, u) }
is neither an exponential, nor a mixture family.

Prove that the skewness tensor Ty, = E[0;£ 0j{ O(] is covari-
ant under reparametrizations, i.e., if (¢ = ¢%(,---,6") is a
reparametrization, then

B B 8Ca 8Cb agc

Tijx(0) = Tabc(C)@ 207 50F
Consider the reparametrization (¢ = ¢%(0',---,6"). Find a
formula relating Fz(jg (¢) and f((;ZZ(H) Is Fgllz (¢) covariant under
reparametrizations?

Prove that the skewness tensor T;j; is invariant under trans-
formations of the random variable, i.e., if f : X — ) is an
invertible mapping (with X, C R"), and if pe(y) = pe(x),
with y = f(z), and denote £(€) = Inpg, £(£) = Inp, then

Tijk(8) = Tijk(8),
where T, = E¢[0;€ 0;£ O¢] and Tijk = [aiéajiaki].

(a) Prove that Fg;lz is invariant under transformations of the

random variable.

(b) Use part (a) to show that the skewness tensor Tj;;, has the
same property.

(¢) Does FZ(?)R have the same invariance property?
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Consider the exponential family

plx;€) = eC(w)—I-fiFi(m)—w(f), i=1,---,n.

(a) Show that E¢[(0;0;¢)(0kl)] = 0;
(b) Prove that the skewness tensor can be written in terms of

() as T5)(€) = 0id; Ok (€).

Using Problem 1.20 (b), find the skewness tensor for the follo-
wing statistical models:

(a) Exponential distribution;

)

b) Normal distribution;
) Gamma distribution;
)

(
(c
(d) Beta distribution.

Give an example of a nontrivial statistical model with a zero
skewness tensor, Tj;(§) = 0.

Consider the exponential family

p(x;€) = €@ +E'Fi(w)— YO i=1,.--,n,

and denote the a-connection by V(®).

(a) Show that T7}(€) = (©);

(€) =0 and T, ) = 89;000(€);

(c) Show that the model is both (+1)-flat, i.e., R = 0,
RV =,

(d) Find the a-curvature tensor R();

(e) Assume the function ¢(¢) is quadratic, ¥(§) = >, ; ;€€

with (a;j) positive definite matrix. Show that F(ai = 0.

Find the geodesics.

(b) TV,

Consider the mixture model

p(z;€) = C(x) + EF(z), i=1,...,n.
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1.26.

1.27.

1.28.

1.29.
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(a) Show that the skewness tensor is
ijk

m 1
T () = S Eel0id;0n0.

(b) Verify the relation

X

ik

Let S x P be the product of two statistical models. Denote by
g, ¢P) g(8*P) and TS T(P) T(SXP) the Fisher-Riemann
metrics and the skewness tensors on the statistical models S,
P and S x P, respectively.

S
(Sxp)y _ [ 9 >
’ ( 0 g7

(b) Compute TS*P) in terms of T%) and T(P);
(¢) Assume T8) =0 and T(P) = 0. Is T(*P) = 0?

(a) Prove that

Prove that Jeffrey’s prior is invariant under reparametrizations
of the parameters space E.

Consider S = {p¢(z)}, where pe(z) = e, € > 0, z > 0, is
the exponential distribution model. Consider the submanifold
M. = {pe; € > c}. Find the Jeffrey’s prior associated with M..

Consider the statistical model S = P(X), with the sample
space X = {0,1,...,n}, and denote the Fisher-Riemann met-
ric by gi;.

(a) Let V = [ \/det g;;(€) d€ be the volume of S. Show that
(n+1)/2
T

(b) Show that the associate Jeffrey prior is the uniform distri-
bution on an n-dimensional sphere.

Consider the functions Fy(z) = sinx, F(z) = cosx on R.

(a) Show that {1, F}(x), F»(x)} are linearly independent on R;
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(b) Let (&) = In </Rex2+5ipi(m) d:z:), and consider the set

E = {£¢(§) < oo}. Show that E = 0.

1.30. Consider the statistical model given by the Multivariate Nor-
mal Distribution, see Example 1.3.8, with the notations therein.

(a) Verify that

). 2’“: AT + Aﬂ

J=1

(b) Show that
8(detA_1) o Az‘j

OAis ~det A°

(c) Use (b) to prove that
1

T — i)

1
Opaple(p, A) = EAaB — 5(@a — pa)(@s — 1)

2



Chapter 2

Explicit Examples

This chapter presents a few examples of usual statistical models
(normal, lognormal, beta, gamma, Bernoulli, and geometric) for which
we provide the Fisher metric explicitly and, if possible, the geodesics
and a-autoparallel curves. Some Fisher metrics will involve the use
of non-elementary functions, such as the digamma and trigamma
functions.

A distinguished role is dedicated to the normal distribution, which
is associated with a manifold of negative constant curvature (hyper-
bolic space) and to the multinomial geometry, which corresponds to
a space with positive constant curvature (spherical space).

2.1 The Normal Distribution

In this section we shall determine the geodesics with respect to the
Fisher information metric of a family of normal distributions. Given
two distributions of the same family, the geodesics are curves of min-
imum information joining the distributions. We shall see that such a
curve always exists between any two distributions on a normal family.
This is equivalent with the possibility of deforming one distribution
into the other by keeping the change of information to a minimum.

2.1.1 The Fisher Metric

Recall the formula for the density of a normal family

1 _ (e—m)?
p(z,§) =

e 22 rxeX =R,

oV 2
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with parameters (€1, £2) = (u,0) € Rx(0, 00). Using Proposition 1.6.3
we obtain the following components for the Fisher—Riemann metric.

Proposition 2.1.1 The Fisher information matriz for the normal

distribution is given by
1
0
9ij = (gog 2 > . (2.1.1)

o2

For the computation details see Problem 2.1. It is worth noting that
the metric does not depend on p, i.e., it is translation invariant. This
metric is also very similar to the upper-half plane metric.

2.1.2 The Geodesics

A straightforward computation shows that the nonzero Christoffel
symbols of first and second kind are:

1 1 2
IMNio=—, Tpi1=—-—=, TI'ns=-—
3 0.37 3 0.37 3 0_3

0o -1 L
1_ o 2_ g
B 9) me(E )

Consequently, the geodesics equations (1.13.43) are solutions of a
Riccati ODE system

2
ji—Zpe = 0 (2.1.2)
o
54 (2 - 16 = 0 (2.1.3)
o 20“ o = 0. 1.

Separating and integrating in the first equation yields

i 20 d d
H,:—U<:>—ln/l:2—lna<:>/l:ca2,
7 o ds ds

with ¢ constant. We solve the equation in the following two cases:

1. The case ¢ = 0. It follows that u = constant, which corresponds
1

to vertical half lines. Then o satisfies the equation & = —&2. Writing
o

the equation as

o 0
o o
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and integrating yields Ino = In(Co), with C' constant. Integrating
again, we find o(s) = Ke®*. Hence, the geodesics in this case have
the following explicit equations

po= c (2.1.4)
o(s) = Ke,
with ¢,C € R, K > 0 constants.

2. The case ¢ # 0. Substituting /i = zo? in Eq. (2.1.3), we obtain
the following equation in o

2

oF + 504 —(6)*=0. (2.1.6)
. . du
Let 6 = u. Then ¢ = ot and (2.1.6) becomes
o
du A,
U%U + EO’ —u” =0.

1
Multiplying by the integrant factor — leads to the exact equation
o

2 2
— du+ <c a—u—>dcr:0,
o2 2 o3
~~ S———
=M N
since
oM  ON
= = 9y ?
Oo ou ue

Then there is a function f(o,u) such that df = 0, with
of of
— =M — =N
ou ’ do

Integrating in the first equation yields

2

f(U,’LL) = .

272+h(0’),

with function h to be determined in the following. Differentiating
with respect to ¢ in the above equation,
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and comparing with

of c? u?
_—= = — 0 — 3
oo 2 o3
we get
2 2 2
h'(o) = %a = h(o) = CTU + co,

with ¢y constant. Hence, a first integral for the system is

2 2 2
U c‘o E
f(ffau)—@+ 1

with F positive constant. Solving for u, we obtain

2 C2O.2

= F<—=
+2

le S

C
_ 2 — 2,

V2

where C? = 2F/c?. Separating and integrating, we find

Qla

do c
/ o A SR ¥

Using the value of the integral

/ do _ 1 tanh™! 1—(2)2
IV orr- RN Vi \e)

we obtain
1 o\?2 c
———tanh 14 /1— (=) = (s+s0)—=.
Niei an (C) (s + s0) 7
Solving for o, we get
o =cy/1—tanh® (VE(s + s0)) = c .
\/ (VE( ) cosh (\/E(s + 50))

In order to find i we integrate in 1 = co? and obtain

c3 c3

1) = [ Ry = VB VB 4 K
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Since we have

o(s)” + (uls) ~ K)o = &

the geodesics will be half-ellipses, with o > 0.

In the case ¢ = 0, the unknown o satisfies
o) d
—=VE<—= —Ilnoc=VE
o ds

with solution
o(s) = J(O)e‘/ﬁs,

while p is constant, g = K. The geodesics in this case are vertical
half-lines.

Proposition 2.1.2 Consider two normal distributions with equal
means, po = p1, and distinct standard deviations og and o1. Then the
smallest information transform, which deforms the first distribution
into the second one, is a normal distribution with constant mean and
standard deviation

o(s) = Jf/Taé_S/T, s €0,7].

Proof: The geodesic in this case is a vertical half-line with constant
mean and o(s) = J(O)e‘/ES. The amount +/E can be found from the
boundary condition o(7) = 07. |

Let g = lnog, 1 = Inoy, and z(s) = lno(s). Then z(s) =
2x0+ (1— %)xl, which corresponds to a line segment. The minimal inf-
ormation loss during the deformation occurs when the log-likelihood
function describes a line segment.

2.1.3 a-Autoparallel Curves

A straightforward computation, using (1.11.34), yields the following
Christoffel coefficients of first kind

Fg??l = ng)z = Fg,)z = Fg;,)l =0

1—a« e 2(1+ 2a)
Fg?,)z = PR Fg% = Fg& - PR Féozl,)2 = T3
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The Christoffel symbols of second kind are obtained by rising indices

lej(a) _ gllrij,l(a)+glzrij,2(a) :0211“’1(«1)
0 I e 0 _ 4o
- (e )= (e )
T?j(a) = g% @ 4 g2y,

o? 1;—30‘ 0 12_—00‘ 0
= 7 0 —9 1+2« = 0 _ 1420 | -
o3 o

The Riccati equations (1.13.43) for the a-autoparallel curves are

2(1
i 25—
g
1-— 142
PR e CPE )
20 o

The first equation can be transformed as in the following

B o1+a) <=
L o
d d
—Inpg = 2(1 —1
o5 nA ( —|—a)d8 no <
Ing = 2(14+a)lno+c¢ <=
/.j/ — 00'2(1+a),

with ¢ constant. Substituting in the second equation yields
54 1—040204(1+a) B 1‘1’204(-72:07
o o
which after the new substitution u = & writes as
d 1-— 1+2
W LT 2 a0ty L2 0
do 20 o

0.

Multiplying the equation by an integral factor of the form o**!, we
obtain

1 —
k+1 2 _4(a+1)+k k 2)
g udu—l—(—2 cC o (1—‘1-204)0"& dO'—O

=N
From the closeness condition
oM _ 0N
do  Ou’
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we determine k + 1 = —(4a + 2). The exact equation we need to
solve is

uo =4+ gy, <1 2P0 — (14 20)? _(4a+3)) do =0.

We need to determine a function f that satisfies the system

of ~(dat2)

ou d

of _ l-a, 2 _—(2a+3)
5% — 3 C° (14 20)u‘o .

From the first equation, we have
_(4a+2) 8f 2 _—(4a+3) /
f— + h(o) = aaz—(l—i—Za)ua + h' (o)

and comparing with the second equation yields

_ )2
h' (o) = ! 5 0 = h(o) = %02 +C.

Hence, a first integral of motion is given by

1-— E
f= o~ (at+2) | y X252 5

with E constant. Next we shall solve for ¢. Using that v = 7, we have

2
U l—a 4 4

o2(2a+1) 2

2
o -«
<02a+1> T o’ = E <=

2
o l—a 4 4
(m) = E—TCU<:>

= F—=

/ = £s5+4 50 =
g2a+1 620'2
do 11—«
/ 020+1,/C% _ 52 = (&s+s0) 5 ¢, (2.1.7)

where
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The left side integral can be transformed using the substitutions

t =02, v=1C?—t as follows

do dt dt
/ R o R / wmnm‘/ SO —
B /—21) dv _/ dv
- ooty - (02 _ ,U2)a+1’

and hence (2.1.7) becomes

dv l-—o
- / (CF —2yott — (£ +s0)\/ —— ¢ (2.1.8)

The p-component is given by

p=-c /02(1+°‘)(8)ds. (2.1.9)

There are a few particular values of a for which this equation can
be solved explicitly.

Case o = —1

Equation (2.1.8) becomes

—v—K = (£s+ s0)

with solution

-«
2
for K constant. Equation (2.1.3) easily yields

p(s) = cs + p(0).

c+K)2,

o2(s) = C% — <(is+ 50)

Case a = 1/2
Since
/ dv B )
(02—v2)3/2 BN ok
we solve
Y — (+ ‘LK
—m = ( S + 30)5 +

and obtain
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C
=
1+ C’4<(j:s +50)S + K)
The p-component is given by the integral

u(s) = / o3 (s) ds.

o(s) =

2.2 Jeffrey’s Prior
In the following we shall compute the prior on the statistical model

S, = {pe; Elpe = pl, Varlpe] > 1} = {pu0);0 > 1}

which represents a vertical half line in the upper-half plane. The
determinant is

G(&) = det g;;(§) = det < % (2) ) = 3
o2

Then the volume is computed as

[e.e] [ee] 2
Vol(S,) = / V@@ do = / 0£d0 — V32 < .
1 1
Therefore the prior on S, is given by

_ VG(o) 1
Qo) = Vol(S,) o2

2.3 Lognormal Distribution

In the case of lognormal distribution

1 _ (lnacfu)2
e 202 z >0,

pu’o(ﬂj‘) = \/ﬂox )

the Fisher information matrix (Fisher—Riemann metric) is given by

~(z £)-(t 1)
9ou Yoo 0 ;27

The computation details are left for the reader and are the sub-
ject of Problem 2.2. It is worth noting that this coincides with the
Fisher metric of a normal distribution model. Hence, the associated
geodesics are vertical half lines or halfs of ellipses.
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2.4 Gamma Distribution

In this case the statistical model is defined by the following family of
densities

1

pg (‘T) = paﬁ(l’) = 5°‘F(a) xa_le_m/ﬁa

with (o, 8) € (0,00) x (0,00), = € (0,00). In the study of this model
we need some special functions. Let

Y(a) = 1 (a) = Y’ () (2.4.10)

be the digamma and the trigamma functions, respectively. Differen-
tiating in the Dirichlet’s integral representation (see Erdélyi [42] vol.
I, p. 17)

() = /Ooo[e—t —(1+t)™ )t dt, a>0

yields the following integral expression for the trigamma function

*© In(l+1¢)

g dt. (2.4.11)

() = v'(e) = |

Another interesting formula is the expression of the trigamma func-
tion as a Hurwitz zeta function

vile) = C2.0) =3¢ : (2.4.12)

27
= a+n)

which holds for « ¢ {0,—1,—2,—3,... }, relation obviously satisfied
in our case since a > 0.

Then the components of the Fisher—Riemann metric are obtained
from Proposition 1.6.3, using the relations

/ pe(x)dr =1, / rp, (v)dr = af
0 0
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and the derivatives of the log-likelihood function that are asked to be
computed in Problem 2.2:

Goo = - / ¥ (@)p,(x) dz = ¥/(@) = 1(a),
2
gy = ~ERLO =~ [ (5 5 e
2 o0
= —%—FE/ xpg(a;)dx:%,
9op = ~ElDaplal8 /Bpf 0de =

Proposition 2.4.1 The Fisher information matriz (Fisher-Riemann
metric) for the gamma distribution is

1
g=<¢1£a) )Z ;z:o(o‘Jr")2
5

1
It is worth noting that here « is the parameter for the gamma
distribution and it has nothing to do with a-connections.

e @l
o wl

B

2.5 Beta Distribution

The Fisher information metric for the beta distribution

21— )bt a,b> 0,z €[0,1]

will be worked in terms of trigamma functions. Since the beta function

1
B(a,b) = / :17“_1(1 — x)b_l dx
0
can be expressed in terms of gamma functions as

['(a)T'(b)

Bla.b) = Tto 15

then its partial derivatives can be written in terms of digamma func-
tions, using relation (2.11.17), see Problem 2.4, part (a).

The log-likelihood function and its partial derivatives are left for
the reader as an exercise in Problem 2.4, parts (b) and (c¢). Since the
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second partial derivatives of ¢(a,b) do not depend on z, they will
coincide with their own expected values. It follows the next compo-
nents for the Fisher—Riemann metric:

Jaa = [82 (a b)] =1 (a) - (CL + b)
g = —E[07lx(a,b)] = ¢1(b) — 1 (a +b)
Jab = Gba = —E[0,0plz(a,b)] = —1p1(a+b).

Proposition 2.5.1 The Fisher information matriz (Fisher—Riemann
metric) for the beta distribution is given by

_ < 1/11(0,)—¢1(a+b) —¢1(a+b) )
g —1p1(a +b) P1(b) — 1(a +b)

where 1 stands for the trigamma function.

2.6 Bernoulli Distribution

Consider the sample space X = {0,1,...,n} and parameter space
E = [0, 1]. The Bernoulli, or binomial distribution, is given by

plki) = () -,

where the parameter £ denotes the success probability. Then & =
{pe; & € [0,1]} becomes a one-dimensional statistical model. The
derivatives of the log-likelihood function ¢;(§) = Inp(k;&) are pro-
posed as an exercise in Problem 2.5. Then the Fisher information is
given by the function

gu() = —Ee[oz(¢ Zp (k: ©)020(6)

k=0
= Zgzp

n  n(l—¢) n
— _ + 5 — ,
¢ (1=¢* €(1-9
where we used that the mean of a Bernoulli distribution is n€. Using
that the variance is n&(1 — &), it follows that

13,

Tl2

Var(pe)’

which is a Cramér—Rao type identity corresponding to an efficient
estimator.

q11(§) =
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2.7 Geometric Probability Distribution

Let X = {1,2,3,...}, E = [0,1] and consider p(k;&) = (1 — &)F1¢,
k € X, £ € E. The formulas for the partial derivatives of the log-
likelihood function are left as an exercise for the reader in Prob-
lem 2.6. Then the Fisher information becomes

g11(§) = —Es[f‘??ﬁ(ﬁ)]
_ (k — Dp(k;€) 1.
= ;—(5_1)2 +;£2p(k‘7£)
1
Cea-¢y

where we used the expression for the mean ), -, kp(k;§) = %

2.8 Multinomial Geometry

In this section we investigate the geometry associated with the multi-
nomial probability distribution. The computation performed here is
inspired from Kass and Vos [49]. Consider m independent, identical
trials with n possible outcomes. The probability that a single trial
falls into class 7 is p;, i = 1,2, ..., n, and remains the same from trial
to trial. Since p1 + - - - 4+ p, = 1, the parameter space is given by the
(n — 1)-dimensional simplex

n—1

E={(p1, - ,pn1):0<pi < 1,5 pi =1}
i=1

It is advantageous to consider the new parameterization

2 = 2+/Di, i=1,...,n.

Then >, 22 = 4, and hence

1
2€8y7 = {2 e RY|z|* =4, 2 0}

Therefore, the statistical manifold of multinomial probability dis-
tributions can be identified with Sg’jrl, the positive portion of the
(n — 1)-dimensional sphere of radius 2. The Fisher information matrix
with respect to a local coordinate system (£°) is
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rs (g) = 4 Z Oy V Di (g)as V Di (g)
i=1

= Zarzz(é.) aszi(g)
i=1
= <87«Z,83Z>7

where d; = O¢s. Therefore, the Fisher metric is the natural metric
induced from the Euclidean metric of R" on the sphere Sg’jrl. We
note that 9,z is a tangent vector to the sphere in the direction of £".

To find the information distance between two multinomial distri-
butions p and ¢, we need to find the length of the shortest curve on
the sphere Sg;l, joining p and ¢. The curve that achieves the mini-
mum is an arc of great circle passing through p and ¢, and this curve
is unique.

Let 2, and 2, denote the points on the sphere corresponding to the
aforementioned distributions. The angle @ made by the unit vectors
zp/2 and z,/2 satisfies cos o = (2, /2, 24/2). Since the distance on the
sphere is the product between the radius and the central angle, we
have

N i i
d(p,q) = 2a = 2arccos <Z 5‘”?’)
i=1

n
= 2arccos (Z(piqi)lﬂ).
i=1
It is worthy to note that the Euclidean distance between p and ¢ can
be written as

lzp — 21 = (ZZ:;(ZIZJ - Zé)2>1/2 B 2(; (% a §>2>1/2
= oS- va) " = dnipa)

i=1
which is called the Hellinger distance between p and q. We shall dis-
cuss about this distance in more detail later.
The foregoing computation of the Fisher metric was exploiting
geometric properties. In the following we shall provide a direct com-
putation. We write the statistical model of multinomial distributions

by S = {p(k; &)}, with

n! k km—1_km
pk; &) = 1 - Py P
m!

il
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where
X ={k=(ky,...kn) eN" k1 +...kpn =n},

and £ = (&L, M H eE=[0,1]"!, with& =p;,i=1,...m—1,

and p,, =1—p1 — -+ — pm_1. Then a straightforward computation
shows
ki km
Oillksg) = i fm
Di Pm
kidij . km
0,0i(ks€) = —| 2t p_%,,]'

Using the formula for the marginal probability

> kip(k;€) = npi,
k

we have
9i5(§) = —Ee[0,0;4(k; €)] = [ _2:]
= ”Z/ﬁpks kapks
= [%J"FI%] [(sz_‘_l_gl_.l.._gm—l]'

2.9 Poisson Geometry
Consider m independent Poisson distributions with parameters \;,
i1 =1,...,m. The joint probability function is given by the product

m

;N =[] o) = QA;

i=1

with A = (A,..., Am11) € E = (0,00)™, and & = (21,...,2Tm) €
= (NU{0})™. The log-likelihood function and its derivatives with
respect to 9; = d,, are

lx; X)) = =N +xiln ) —In(z;!)
0il(z;N) = —1+ ]
Aj
Op0il(z; N) = 5kj

)\2
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Then the Fisher information is obtained as

L

o
—]5@'] = X2 ki Ely]

o) = E[53
J

1 1
= vékj ijp(:n;/\) = Tékj'
J z J

Therefore the Fisher matrix has a diagonal form with positive entries.

2.10 The Space P(X)

Let X = {x1,...,2,} and consider the statistical model P(X) of all
discrete probability densities on X'. The space P(X) can be imbedded
into the function space RY = {f;f : X — R} in several ways, as
we shall describe shortly. This study can be found in Nagaoka and
Amari [61].

For any o € R consider the function ¢, : (0,00) — R

2

ukTa, ifa#1
l-«

Palu) =
In u, ifa=1.

The imbedding

P(X) 2 p(a3€) = pa(p(z;€)) € RY

is called the a-representation of P(X). A distinguished role will be
played by the a-likelihood functions

() (2;6) = pa(p(a; ).
The coordinate tangent vectors in this representation are given by
0:0') (5 €) = Bgipa (p(w3€)).

The a-representation can be used to define the Fisher metric and
the V(®)-connection on P(X).

Proposition 2.10.1 The Fisher metric can be written in terms of
the a-likelihood functions as in the following
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) 9ij (€ ZW (k3 )05 (s €);

(i) gij (€ ZP 1 €) 5 0,00 (21 €).

Proof: Differentiating yields

80 = pE oL (2.10.13)
80 = pE o (2.10.14)
G pT( :0; i), (21015)

where /(x; &) = Inp(x;§).

(1) The previous computations and formula (1.6.16) provide

30O (@ )0, iz €) = S p 2 Oil(ar)p E Ol ()
k=1

k=1

= Zn:p(wk;f)aﬂ(fﬂk)aﬂ(fﬂk)
— B0, = 06).
(7i) Relation (2.10.15) implies
500,01 (a3 €) = plas 0,053 )+ 3 0,05 ().

Summing and using (1.6.16) and (1.6.18), we have

S b O F 00,6 (wi3€) = Eelodyl) + > Eeloit 9;0
1—
= _gij(§)+Tagij(§)
14
= - 2a9ij(5)-
[ |

The symmetry of relation (i) implies that the Fisher metric in-
duced by both a and —a-representations are the same.
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Proposition 2.10.2 The components of the a-connection are given
in terms of the a-representation as

Tijak 200 0 (2,1 €) 0l (2,5 €). (2.10.16)
Proof: Combining relations (2.10.14) and (2.10.15)

f:aiaje@ ot = Z ple,:€) (9:050 + - 2 0,00,0) 04t (2,:)

r=1

_ [(aau = 2900 e)ake}

_ ple
= Tijw
by (1.11.34). [ |
The particular values @ = —1,0,1 provide distinguished impor-

tant cases of representations of P(X).

2.10.1 —1-Representation

If « = —1, then ¢_1(u) = u, and (-1 (p(m;{)) = p(z;€) is the
identical imbedding of P(X) into R*. Thus P(X) is an open set of
the affine space A; = {f : X — R; Y ;_; f(xx) = 1}. Therefore, the
tangent space at any point pe can be identified with the following
affine variety

TVPX) = Ag={f: X 5 R D flan) =0},
k=1

The coordinate vector fields in this representation are given by
-1
(87, )5 = aipf'

We can easily check that

n

D 07 (wr) =Y Oipelar) = 0,(1) = 0,
k=1

k=1

SO (8{1)‘E € T¢(P), for any &.
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2.10.2 0-Representation

This is also called the square root representation. In this case ¢o(u) =
2\/u, and the imbedding ¢ : P(X) — RY is

p(23€) — po(p(x:€)) = 0O (2;6) = 2/p(a;€) = 0(z) € RY.

Since >°p_; 0(zk)? = 4, the image of the imbedding ¢ is an open
subset of the sphere of radius 2,

@o(P(X)) C {6;6: X — R; Z@($k)2 = 4}.
k

The induced metric from the natural Euclidean metric of R on this
sphere is

(0:0,0;0) = > 0:0(x1,)0;0(r)
k=1
= 4) 0i/p(er; )05V p(i; €)
k=1
= i (&),

i.e., the Fisher metric on the statistical model P(X).
The coordinate vector fields are given by

0y — g0 ey L oo
(0;) = 0™ (z;6) p(:mg)a,p(x,g).

The next computation deals with the tangent space generated by
(89),. We have

0 N " 1 s
<97(8z)§> - ];9( k)p(xk;f)alp( k‘ag)

= Z 2/ p(xg; f)m&p(mkv £)

k=1 !

= 20, Y plx;€) =0,
k=1

so that the vector (8?)5 is perpendicular on the vector #, and hence
belongs to the tangent plane to the sphere at 6. This can be identified

with the tangent space Tf(o)P(X ) in the O-representation.
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2.10.3 1-Representation

This is also called the ezponential (or the logarithmic) representation,
because each distribution p(x;&) € P(X) is identified with
Inp(z;€) € RY. In this case the 1-likelihood function becomes
W (2;€) = £(x;€) = Inp(x;€), ie., the usual likelihood function.
The coordinate vector fields are given by

0, = 0itW(x;¢) = Oip(x; ).

1
p(x;€)

In the virtue of the computation
Ep[(0}),] = Eplat M (;€)] = > dip(ax; §) = i(1) =0,
k=1

it follows that the tangent space in this representation is given by

T (P(X)) = {f; f € RY}, E,[f] = 0}

It is worth noting that tangent spaces are invariant objects, that
do not depend on any representation. However, when considering
different system of parameters, tangent vectors can be described by
some particular relations, like in the cases of &1 and 0 representations.

2.10.4 Fisher Metric
Let & = p(x4;€),i=1,...,n — 1, be the coordinates on P(X). Since
p(xn; &) =1— E;L:_ll &7, then the partial derivatives with respect to
& are

o b, ifk=1,...,n—1
azp(xkvg) - { —1, ifk=n.

Then the Fisher metric is given by

95(€) = Ep0:00;0) = plax; €)0 nplar; €05 n (s €)
k=1
e 0 ©)9p(a; €)
-2 p(wr; €)

k=1

_ Z Zkéjk 1
1=y g

b ;

g o=y
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2.11 Problems

2.1.

2.2,

Consider the statistical model given by the densities of a nor-
mal family

p(z,§) =

with parameters (£1,£2) = (u,0) € R x (0,00).

1 _@-w?
e 22 e X =R,

oV 2

(a) Show that the log-likelihood function and its derivatives
are given by

t(©)=lnp(x,&) = —%ln(Qw)—lng_%
050,(€) = 0, Inp(z,€) = _é n %(:E 2
ao'ao'gm(g) — 5080 lnp(gj,g) — % _ %(IE _ /1/)2

D,uu(€) = 0y Inp(z,€) = %(m — )

8}18/1161‘(6) = 8uau lnp(x7§) - T3
2
80@1&6(6) = aaau lnp(x7§) = —;(‘T - :u')
(b) Show that the Fisher-Riemann metric components are
given by
1 2
g1 = —3; 912 = g21 =0, 922 = —5.
o o
Consider the statistical model defined by the lognormal
distribution

1 _(nz-w?
e 202 x > 0.

o\Z) = )

pu, ( ) \/ﬂaaz

(a) Show that the log-likelihood function and its derivatives
are given by

lp,o0) = —11r1\/271'—11r10'—lnx—2L2(lmx—,u)2
o
1
2
a,ug(/%o-) = _ﬁ
2 L 3 2
Oot(n,0) = —5— —(nz—p)
2
8;1806(/%0’) = ——3(1D£ - :u')

g
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(b) Using the substitution y = In z — p, show that the compo-
nents of the Fisher—-Riemann metric are given by

Yoo = 52’ Jup = 52 9o = You = 0.
2.3. Let
1 1
R () =p,4@) = B°T(a) z*le m/ﬁa

with (a,8) € (0,00) x (0,00), € (0,00) be the statistical
model defined by the gamma distribution.

(a) Show that the log-likelihood function is

l:(§) =Inp, = —alnf—InT'(a) + (¢ — 1) Inz — %

(b) Verify the relations

Ipla(€) = —%—F%
Ouilel®) = =5
2
0l (&) = —Inf—9Y(a)+Inz
2la(§) = —th1(a),
where
w@—%, Y1 (a) =9 (a) (2.11.17)

are the digamma and the trigamma functions, respectively.

(¢) Prove that for a > 0, we have

Zﬁ>1.

n>0
2.4. Consider the beta distribution

21— z)b a,b> 0,z € [0,1].

Pab = B(a,b)
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(a) Using that the beta function

1
B(a,b) :/ A R L o
0

can be expressed in terms of gamma function as

T'(a)T'(b)

B(a,b) = m,

show that its partial derivatives can be written in terms of
digamma functions, as

d.In B(a,b) = v(a) —¢(a+0b) (2.11.18)
OyInB(a,b) = (b)) —(a+0b). (2.11.19)

<

(b) Show that the log-likelihood function is given by
l(a,b) =Inpep = —InB(a,b) + (a—1)Inz+ (b—1)In(1 — z).

(c) Take partial derivatives and use formulas (2.11.18) and
(2.11.19) to verify relations

= —0,InB(a,b)+Inx=1(a+b) —P(a) +Inx

(a,b)

(a,b) Pla+b) —(b) +1In(1 —z)
076(a,b) = ¢'(a+b) —¢'(a) =1(a+0b) —¢i(a)
(a,b)
(a,b)

= P'(a+b) —4'(b) = ¢1(a+b) — 1 (b)
= ¢'(a+b) =v1(a+D).
(¢) Using the expression of trigamma functions as a Hurwitz

zeta function, show that the Fisher information matrix can be
written as a series g = Z Jn, Where

n>0
11 1
(at+n)? (a+b+n)? (a+b+n)?
9n =
1 |
(a+b+n)? (b+n)? (a+b+n)?

2.5. Let S = {p¢; £ € [0,1]} be a one-dimensional statistical model,
where

plis) = ()era -
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2.6.

2.7.
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is the Bernoulli distribution, with & € {0,1,...,n} and £ € [0,1].
Show that the derivatives of the log-likelihood function ¢ (§) =
Inp(k; ) are

Ocle(§) = Z—(n—k)7—

RE) = —=—(n—Fk)

Consider the geometric probability distribution p(k;§) =
(1—&F 1 ke {1,2,3,...}, £ €[0,1]. Show that

Ieli(§) = % %
k—1 1
) =

Let f be a density function on R and define the statistical
model

Sy = {p(w;ma) = %f(%);uel&a>0}-

(a) Show that [p p(x;p,0)dr = 1.

(b) Verify the following formulas involving the log-likelihood
function £ =Inp(-;p,0):

17 1 — !

Ol = —;‘}%7 Ol = —= - (Zﬂazﬂ)f?

1 ff o le—p, Lo —p,
8u806—ﬁ[<;+3 o2 f) o o2 (f)2]'

(b) Show that for any continuous function h we have

Eu0) [h(x ; M)} = Eo,1)[h()].

(c) Assume that f is an even function (i.e., f(—x) = f(z)).
Show that the Fisher-Riemann metric, g, has a diagonal
form (i.e., gi2 = 0).

(d) Prove that the Riemannian space (Sf,g) has a negative,
constant curvature.
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(e) Consider f(z) = \/Lz—we_“"’j/ 2, Use the aforementioned points
to deduct the formula for g;; and to show that the curva-
ture K = —%.

Search the movement of the curve

1 _(@=w)?
e 202 L 4ot =1
2

with (u,0,p) € R x (0,00) x (0,00), x € R, fixed, in the direc-
tion of the binormal vector field.

(N?U) - pqu(x) = -

The graph of the normal density of probability
1 _E@=w?
[ 202
27

is called Gauss bell. Find the equation of the surface obtained
by revolving the Gauss bell about:

T = puo(x) =

(a) Oz axis;
(b) Op axis.

Inspect the movement of the trajectories of the vector field
(y, z,x) after the direction of the vector field

<1 1 1 _ (rﬂé)z >

y by =7/ F7—E¢ 20 )
o2

where pu and o are fixed.

The normal surface

1 _(e=p)?
(& 202

27

(1,0) € R x (0,00); x € R

is deformed into p, (tx), t € R. What happens with the Gauss
curvature?

(N?U) - pqu(x) = -

)

The gamma surface

1 Ct—l -z
Q, — Pagla) = e s
(e, ) € (0,00) x (0, ) z € (0,00)
is deformed into pin g(x), t € (0,00). What happens with the

mean curvature?



Chapter 3

Entropy on Statistical
Models

Entropy is a notion taken form Thermodynamics, where it describes
the uncertainty in the movement of gas particles. In this chapter the
entropy will be considered as a measure of uncertainty of a random
variable.

Maximum entropy distributions, with certain moment constraints,
will play a central role in this chapter. They are distributions with a
maximal ignorance degree towards unknown elements of the distribu-
tion. For instance, if nothing is known about a distribution defined on
the interval [a, ], it makes sense to express our ignorance by choos-
ing the distribution to be the uniform one. Sometimes the mean is
known. In this case the maximum entropy decreases and the distribu-
tion is not uniform any more. More precisely, among all distributions
p(z) defined on (0,00) with a given mean p, the one with the max-
imum entropy is the exponential distribution. Furthermore, if both
the mean and the standard variation are given for a distribution p(z)
defined on R, then the distribution with the largest entropy is the
normal distribution.

Since the concept of entropy can be applied to any point of a sta-
tistical model, the entropy becomes a function defined on the statis-
tical model. Then, likewise in Thermodynamics, we shall investigate
the entropy maxima, as they have a distinguished role in the theory.

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 77
DOI 10.1007/978-3-319-07779-6_3,
© Springer International Publishing Switzerland 2014
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3.1 Introduction to Information Entropy

The notion of entropy comes originally from Thermodynamics. It is
a quantity that describes the amount of disorder or randomness in
a system bearing energy or information. In Thermodynamics the en-
tropy is defined in terms of heat and temperature.

According to the second law of Thermodynamics, during any pro-
cess the change in the entropy of a system and its surroundings is
either zero or positive. The entropy of a free system tends to increase
in time, towards a finite or infinite maximum. Some physicists de-
fine the arrow of time in the direction in which its entropy increases,
see Hawking [43]. Most processes tend to increase their entropy in
the long run. For instance, a house starts falling apart, an apple gets
rotten, a person gets old, a car catches rust over time, etc.

Another application of entropy is in information theory, formu-
lated by C. E. Shannon [73] in 1948 to explain aspects and problems
of information and communication. In this theory a distinguished
role is played by the information source, which produces a sequence
of messages to be communicated to the receiver. The information is
a measure of the freedom of choice with which a message can be se-
lected from the set of all possible messages. The information can be
measured numerically using the logarithm in base 2. In this case the
resulting units are called binary digits, or bits. One bit measures a
choice between two equally likely choices. For instance, if a coin is
tossed but we are unable to see it as it lands, the landing information
contains 1 bit of information. If there are N equally likely choices,
the number of bits is equal to the digital logarithm of the number of
choices, logy N. In the case when the choices are not equally probable,
the situation will be described in the following.

Shannon defined a quantity that measures how much informa-
tion, and at which rate this information is produced by an informa-
tion source. Suppose there are n possible elementary outcomes of the
source, Ay, ..., A,, which occur with probabilities p; = p(41), ...,
pn = P(Ay), so the source outcomes are described by the discrete
probability distribution

event AL Ay ... A,
probability | p1 p2 ... Dp
with p; given. Assume there is an uncertainty function, H(p1, ..., pn),

which “measures” how much “choice” is involved in selecting an
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event. It is fair to ask that H satisfies the following properties (Shan-
non’s axioms):

(i) H is continuous in each p;;

1
(7i) If pp = -+ = p, = —, then H is monotonic increasing function
n

of n (i.e., for equally likely events there is more uncertainty when
there are more possible events).

(731) If a choice is broken down into two successive choices, then the
initial H is the weighted sum of the individual values of H:

H(p17p27' .- 7pn—17p;wp;/L) = H(p17p27' .- 7pn—17pn)

/ /!
+an(&, &),
Pn Pn

with p, = pl, + plr.

Shannon proved that the only function H satisfying the previous
three assumptions is of the form

H=-kY pilog,pi,
=1

where k is a positive constant, which amounts to the choice of a unit of
measure. The negative sign in front of the summation formula implies
its non-negativity. This is the definition of the information entropy
for discrete systems given by Shannon [73]. It is remarkable that
this is the same expression seen in certain formulations of statistical
mechanics.

Since the next sections involve integration and differentiation, it
is more convenient to use the natural logarithm instead of the digital
logarithm. The entropy defined by H = — """ | p; Inp; is measured
in natural units instead of bits.! Sometimes this is also denoted by
H(p1,.-.,pn)-

We make some more remarks regarding notation. We write H(X)
to denote the entropy of a random variable X, H(p) to denote the
entropy of a probability density p, and H () to denote the entropy
H (pe) on a statistical model with parameter . The joint entropy of
two random variables X and Y will be denoted by H(X,Y), while

!Since log, z = Inz/In2 = 1.441In z, a natural unit is about 1.44 bits.
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H(X|Y) will be used for the conditional entropy of X given Y. These
notations will be used interchangeably, depending on the context.

The entropy can be used to measure information in the following
way. The information can be measured as a reduction in the uncer-
tainty, i.e. entropy. If X and Y are random variables that describe
an event, the initial uncertainty about the event is H(X). After the
random variable Y is revealed, the new uncertainty is H(X|Y). The
reduction in uncertainty, H(X) — H(X|Y), is called the information
conveyed about X by Y. Its symmetry property is left as an exercise
in Problem 3.3, part (d).

In the case of a discrete random variable X, the entropy can be
interpreted as the weighted average of the numbers — In p;, where the
weights are the probabilities of the values of the associated random
variable X. Equivalently, this can be also interpreted as the expec-
tation of the random variable that assumes the value —Inp; with
probability p;

H(X)= —Zn:P(X =z;)In P(X = z;) = E[-In P(X)].
i=1

Extending the situation from the discrete case, the uncertainty of
a continuous random variable X defined on the interval (a,b) will be
defined by an integral. If p denotes the probability density function
of X, then the integral

b
HX) =~ [ pla)npo) do

defines the entropy of X, provided the integral is finite.

This chapter considers the entropy on statistical models as a func-
tion of its parameters. It provides examples of statistical manifolds
and their associated entropies and deals with the main properties of
the entropy regarding bounds, maximization and relation with the
Fisher information metric.

3.2 Definition and Examples

Let S = {p¢ = p(x;§);€ = (€1,...,€") € E} be a statistical model,
where p(-,§) : X — [0,1] is the probability density function which
depends on parameter vector £&. The entropy on the manifold S is a
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function H : E — R, which is equal to the negative of the expectation
of the log-likelihood function, H(§) = —E,, [¢+(§)]. More precisely,

—/ p(z, &) Inp(z,§) de, if X is continuous;
X

H(¢) =
- Z p(x, &) Inp(z,§), if X is discrete.
zeX

Since the entropy is associated with each distribution p(zx, ), we shall
also use the alternate notation H (p(m, §)) Sometimes, the entropy in
the continuous case is called differential entropy, while in the discrete
case is called discrete entropy.

It is worth noting that in the discrete case the entropy is always
positive, while in the continuous case might be zero or negative. Since
a simple scaling of parameters will modify a continuous distribution
with positive entropy into a distribution with a negative entropy (see
Problem 3.4.), in the continuous case there is no canonical entropy,
but just a relative entropy. In order to address this drawback, the
entropy is modified into the relative information entropy, as we shall
see in Chap. 4.

The entropy can be defined in terms of a base measure on the
space X, but for keeping the exposition elementary we shall assume
that X C R™ with the Lebesgue-measure dzx.

The entropy for a few standard distributions is computed in the
next examples.

Example 3.2.1 (Normal Distribution) In this case X = R, £ =
(u,0) € R x (0,00) and

. Lo )?
ey — o2
p(x,ﬁ) - O’\/ﬂ e 2
The entropy is
o) = = [ p(@)np(a)da
T — 1)
= —/Xp(a;)<— %111(271) —Ino — %) dx

1 1
= §ln(2ﬂ)+lna+m/x(a:—,u)2pdx
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1 2
l (27T)+1HO'+E'O'

1
= ln(27r) +Ino + 3
= n(m/ 2me).

It follows that the entropy does not depend on p, and is increasing

logarithmically as a function of o, with lim H = —oo, lim H = oc.
o\0 o,/‘o00

Furthermore, the change of coordinates ¢ : E — E under which the
entropy is invariant, i.e. H(§) = H (cp(f)), are only the translations

o(p,0) = (n+k,0), k€R.

| =] =

Example 3.2.2 (Poisson Distribution) In this case the sample
space is X = N, and the probability density
Sn
pi€) =e*2,  neEN, LR
depends only on one parameter, £. Using Inp(n,§) = = + nlné —
In(n!), we have

n>0
" &
= 7%:0< +nln§e gm—ln(n!)e 55)
n ] |
- ge—fz%_mge—fzf‘ ey S
n>0 n>0 n>0
—ef
= 5—1n§e—€§e€+e—€szz—?!)§“
n>0
_ In(n!)

, " 1n(n')
‘We note that lim H 0 and H(x)<o0o, since the series e
lim H (€)= () >

n>0
has an infinite radius of convergence, see Problem 3.21.

Example 3.2.3 (Exponential Distribution) Consider the expo-
nential distribution

plx;&) =&, 2>0,6>0
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with parameter £. The entropy is
1O = - [ amp)de =~ [ e g - o) do
— —glng/oooe_fxdx +§/Ooo§e_§xxdx

_ _mg/o p(:c,g)derg/O rp(, &) dx
=1

=1/¢

= 1—-1In¢,

which is a decreasing function of &, with H(§) > 0 for £ € (0,e).

Making the parameter change A = 3 the model becomes p(x; \) =

%e‘x/ A, X > 0. The entropy H()\) = 1+In )\ increases logarithmically
in A. We note the fact that the entropy is parametrization dependent.

Example 3.2.4 (Gamma Distribution) Consider the family of
distributions

@) = P (®) = Sy

xa—le—x/ﬁ’

with positive parameters (¢!, ¢2) = (o, 8) and = > 0. We shall start
by showing that

/000 Inwp, ,(z)dr =Inp+ (), (3.2.1)
where )
Y(a) = FF((S)) (3.2.2)

is the digamma function. Using that the integral of p, , (x) is unity,
we have

/ 2L e h do = B° I'a),
0

and differentiating with respect to «, it follows
/ Inzz® e #dr =1np B (o) + 84T (). (3.2.3)
0

Dividing by 8°T(«) yields relation (3.2.1).
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Since

Inp, ,(r) =—alng-Inl'(a) + (@ —1)Inz - %,

using / Pos(r)dr = 1, / rp, ,(x)dr = af and (3.2.1), the
0 0

entropy becomes

H(0.f) = - /0 " @) Inp, (2) d

= alnf+hl(a)—(a—1) /oolna:paﬁ(m)da:
0

5/ TPap (T

= Ing+(1-a)yY(a )—i—lnF( )+

Example 3.2.5 (Beta Distribution) The beta distribution on
X =[0,1] is defined by the density

pa,b($) =
with a,b > 0 and beta function given by
1
B(a,b) = / A R Lo 7 (3.2.4)
0
Differentiating with respect to a and b in (3.2.4) yields
1
0uB(a,b) = / Inzz® (1 —2)"tde
0
1
OpB(a,b) = / In(1 —z)z* 11— z)* L dz.
0

Using

Inp,p =—InB(a,b)+ (a—1)Inz+ (b —1)In(1 — ),
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we find
1
H(a,b) = —/ Pap(x) Inpg p(z) da
0

1
= lnB(a,b)—m/O Inzz® (1 —2)"tde

_ 1
_ ool / In(l —z)z 11 —z)" tde
0

B(a,b)
B 0,B(a,b) Oy B(a,b)
= InB(a,b) —( _1)—B(a,b) _(b_l)—B(a,b)
= InB(a,b) — (a —1)0,In B(a,b) — (b — 1)0y In B(a,b).
(3.2.5)

We shall express the entropy in terms of digamma function (3.2.2).
Using the expression of the beta function in terms of gamma functions

I'(a)l'(b)

B(a,b) = m,

we have

In B(a,b) =InT'(a) + InT'(b) —InI'(a +b).
The partial derivatives of the function B(a,b) are
9,In B(a,b) = (a) —1(a+b) (3.2.6)
OhInB(a,b) = (b)) —¢(a+0b). (3.2.7)
Substituting in (3.2.5) yields

H(a,b) =InB(a,b)+ (a+b—2)(a+b) — (a — 1)p(a) — (b—1)1(b).
(3.2.8)
For example

H(1/2,1/2) = Inv2+Inv2—(1) +¢(1/2)
In24+~v—-2n2—-vy=—-1In2 <0,

where we used
P(l) = —y = —0.5772. .., ¥(1/2) = —2In2 — ~.

It can be shown that the entropy is always non-positive, see
Problem 3.22. For a = b = 1 the entropy vanishes

H(1,1) =InT'(1) + InI'(1) — In[(2) = 0.
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Example 3.2.6 (Lognormal Distribution) The lognormal distri-
bution

1 _(nz—p)?

e 22 | (p,0) € (0,00) x (0,00)

o\T) =
Py, (z) o

defines a statistical model on the sample space X = (0, 00). First,
using the substitution y = Inx — u, we have

/ Inzp,o(z)de = / (Inz — p) ppo(z) de + p
0 0
—+o00 1 2

= e_zyoizdy+u:u.

—o V2myo

[e%] —+00 1 y2
Inz — p)? ox)dxr = / e 22y’ dy = o>.
/0 ( 1) Py () Y= Y- dy

Using

1
Inp,o=— In(v2ro) —Inz — (Inz — ,11)22—27
o

and the previous integrals, the entropy becomes

H(N7U) = _/Ooopu,a(x) lnpu,a(x) dux

= ln(\/27m)+/ Inzp,,(x)de
0

1 e 9
togz | (0w = 1) ppo(w)do
1
= In(v2m)+Ino+p+ <.

2

Example 3.2.7 (Dirac Distribution) A Dirac distribution on
(a,b) centered at xy € (a,b) represents the density of an idealized
point mass xg. This can be thought of as an infinitely high, infinitely
thin spike at z, with total area under the spike equal to 1. The Dirac
distribution centered at z is customarily denoted by p(z) = 0(z—x),
and its relation with the integral can be written informally as

(1) /abp(a;)dx = /abd(x—xo)da: =1;

b b
(44) / g(x)p(x)dx = / g(x)d(z — xo) dx = g(xg),
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for any continuous function g(z) on (a,b).

The k-th moment is given by

b
my = / a*6(x — xo) do = b,

Then the mean of the Dirac distribution is yp = xg and the variance
is Var = my — (m1)? = 0. The underlying random variable, which is
Dirac distributed, is a constant equal to xg.

In order to compute the entropy of §(z—xg), we shall approximate
the distribution by a sequence of distributions ¢, (x) for which we can
easily compute the entropy. For any ¢ > 0, consider the distribution

1
—, if x| < €/2
€
Pe(T) =
0, otherwise,

with the entropy given by

b
H, = —/ () In p () dz

:E2+E/2 1 1
= —/ —In-dx
zo—e/2 € €

= Ine.

Since li\r‘% e = 0(x—1x0), by the Dominated Convergence Theorem

the entropy of d(x — ) is given by the limit
H=limH, =limlne = —c0.
e\0 e\ 0

In conclusion, the Dirac distribution has the lowest possible entropy.
Heuristically, this is because of the lack of disorganization of the
associated random variable, which is a constant.

3.3 Entropy on Products of Statistical
Models

Consider the statistical manifolds S and U and let S x U be their
product model, see Example 1.3.9. Any density function f € § x U,
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with f(z,y) = p(z)q(y), p € S, ¢ € U, has the entropy
Hsxu(f) = //Xxy x,y)In f(x,y) dedy
[ b)) + g(y)] dody
XxY

= — /y q(y) dy /X p(z) Inp(z) dz
—/Xp(sv) dx /yQ(y)IHQ(y) dy

= Hs(p) + Hu(q),

i.e., the entropy of an element of the product model & x U is the
sum of the entropies of the projections on S and Y. This can be also
stated by saying that the joint entropy of two independent random
variables X and Y is the sum of individual entropies, i.e.

HX,)Y)+ H(X)+H(Y),

see Problem 3.5 for details.

3.4 Concavity of Entropy

Theorem 3.4.1 For any two densities p,q: X — R we have
H(ap+ Bq) > aH(p) + SH(q), (3.4.9)

Va, g € [0,1], with a + 3 = 1.

Proof: Using that f(u) = —ulnwu is concave on (0,00), we obtain

flap+ Bq) = af(p) + Bf(q).

Integrating (summing) over X leads to expression (3.4.9). |

With a similar proof we can obtain the following result.

Corollary 3.4.2 For any densities p1,...,p, on X and \; € [0,1]
with A1 +--- + A\, = 1, we have

H< Zn: Aipi) > Zn: AiH (pi)-
i=1 i—1

The previous result suggests to look for the maxima of the entropy
function on a statistical model.
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3.5 Maxima for Entropy

Let § = {pe(z);x € X,& € E} be a statistical model. We can re-
gard the entropy H as a function defined on the parameters space E.
We are interested in the value of the parameter ¢ for which the en-
tropy H (&) has a local maximum. This parameter value corresponds
to a distinguished density p¢. Sometimes, the density pg satisfies some
given constraints, which are provided by the given observations, and
has a maximum degree of ignorance with respect to the unknown ob-
servations. This type of optimization problem is solved by considering
the maximization of the entropy with constraints. In order to study
this problem we shall start with the definition and characterization
of critical points of entropy.

Let f be a function defined on the statistical manifold S = {p¢}.
If 0; = O denotes the tangent vector field on S in the direction of
&', then

Oif =: O¢i f := Oei(f o p,).
In the following the role of the function f is played by the entropy
H(E) = Hipe).
Definition 3.5.1 A point ¢ € S is a critical point for the entropy
H if
X(H)=0, VX eT,S.

Since {0;}; form a basis, choosing X = 0;, we obtain that the point
q = pe € S is a critical point for H if and only if

OH(E) =0, i=12,...,n

A computation provides
x
N 9ip(.€)
= = [ (0. w6 + 5.9 PR ) o
_ _/X(lnp(x,g)—l—l)&p(:n,ﬁ)dﬂ:

where we used that
/ p(z,§)de =1
X
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and

0=, /X p(z,€) dx = /X dipla, €) du.

The previous computation can be summarized as in the following.

Proposition 3.5.2 The probability distribution pe is a critical point
of the entropy H if and only if

/ Inp(z,§) Ogip(w,§)dr =0, Vi=1,...,m. (3.5.10)
X

In the discrete case, when X = {z', ..., 2"}, the Eq. (3.5.10) is re-
placed by the relation

> Inp@*, &) dp(ah,€) =0, Vi=1,...,m. (3.5.11)
k=1

Observe that the critical points characterized by the previous re-
sult do not belong to the boundary. The entropy, which is a concave
function, on a convex set (such as a mixture family) sometimes at-
tains the local minima along the boundary. Even if these points are
called critical by some authors, here we do not consider them as part
of our analysis.

The first derivative of the entropy can be also expressed in terms
of the log-likelihood function as in the following

oH = — /X I p(z,€) dap(, €) da
= —/Xp(a;,f)lnp(x,g)(‘)ilnp(x,g)da;

. /X p(, E)0(€) i (€) da:
A GEG) (3.5.12)

The goal of this section is to characterize the distributions pe for
which the entropy is maximum. Minima and maxima are among the
set of critical points, see Definition 3.5.1. In order to deal with this
issue we need to compute the Hessian of the entropy H.
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The second order partial derivatives of the entropy H are

0;;H = a/lnp ) Oip(z, &) dx

- -/ (%))amm +1np(e) Ddsp(a)) da

- -/ (55500 (@) + (@) y0(e))

In the discrete case this becomes

= 87, ka 0; k7
Ojill = — Z ( o pfﬂ)fk Jg(w ) + Inp(z, §) Oip(x af))
k=1 ’

(3.5.13)
We can also express the Hessian of the entropy in terms of the
log-likelihood function only. Differentiating in (3.5.12) we have

0jiH = —3]'/])(3:,{)6({)@6(5)@;
X
+p(z, €)¢(E) aiajf(f)) dx
= —E[0it0;0] — E¢[(0;¢(§)0:4(€) + 8:0;(£))E(S)]

= —gij(§) — hij(§).

We arrived at the following result that relates the entropy and the
Fisher information.

Proposition 3.5.3 The Hessian of the entropy is given by
9;0;H (&) = —gi;(§) — hij (€), (3.5.14)
where g;;(§) is the Fisher—Riemann metric and
hij(€) = Ee[(0;€(£)9:4(€) + 0:0;£(§))L(E)]-
Corollary 3.5.4 In the case of the mizture family (1.5.15)

p(a;€) = Clz) + ' Fi(w) (3.5.15)
the Fisher—Riemann metric is given by
9i5(§) = —0,0;H(§). (3.5.16)

Furthermore, any critical point of the entropy (see Definition 3.5.1)
1S a maximum point.
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Proof: ~ From Proposition 1.5.1, part (i7i) we have 0;0;¢,(&)
= —0il(&) 0j05(&) which implies h;;(§) = 0. Substituting in (3.5.14)
yields (3.5.16). Using that the Fisher-Riemann matrix g;;(£) is pos-
itive definite at any &, it follows that 0;0;H () is globally negative
definite, and hence all critical points must be maxima. We also note
that we can express the Hessian in terms of F} as in the following

0,0, H(E) = — / E@)F@)

x  p(;8)
|

A Hessian Hess(F') = (0;;F) is called positive definite if and only

if Z” 0i; F vl > 0, or, equivalently,
(Hess(F)v,v) > 0, Vv e R™.

In the following we shall deal with the relationship between the
Hessian and the second variation of the entropy H.

Consider a curve £(s) in the parameter space and let (&,(s)) ful<e
be a smooth variation of the curve with &§,(s)j,—o = §(s). Then s —

De,(s) 18 a variation of the curve s — p, , on the statistical manifold
S. Consider the variation

§u(s) = &(s) + un(s),

s0 0u&u(s) = n(s) and 92&,(s) = 0. The second variation of the
entropy along the curve s — pe, () is

d? d
WH(gu(s)) = S0, 0uku(s))
= C0H,0,6()) + (96H, BR6u)
=0
a ,~
= Lo o)

= 0;0;H(&u(s)) - 8U£Z(S)au£&(8)

Taking v = 0, we find

2
HEO) o = AHE)TOP

= (Hess H(E(S))% n)-
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Hence %H@“(s))mzo < 0(> 0) if and only if Hess(H) is negative
(positive) definite. Summarizing, we have:

Theorem 3.5.5 If £ is such that p¢ satisfies the critical point con-
dition (3.5.10) (or condition (3.5.11) in the discrete case), and the
Hessian Hess(H (£)) is negative definite at &, then pe is a local maz-
imum point for the entropy.

We shall use this result in the next section.
Corollary 3.5.6 Let & be such that

Ee,[£(€0)0:4(&0)] = 0 (3.5.17)

and h;j(&o) is positive definite. Then p(x,&y) is a distribution for
which the entropy reaches a local maximum.

Proof: In the virtue of (3.5.12) the Eq. (3.5.17) is equivalent with the
critical point condition 0; H (§)|e—¢, = 0. Since g;;(&o) is positive def-
inite, then (3.5.14) implies that 0;0;H (o) is negative definite. Then
applying Theorem 3.5.5 ends the proof. [ |

3.6 Weighted Coin

Generally, for discrete distributions we may identify the statistical
space S with the parameter space [E. We shall present next the case
of a simple example where the entropy can be maximized. Flipping a
weighted coin provides either heads with probability £, or tails with
probability €2 = 1 — ¢!, The statistical manifold obtained this way
depends on only one essential parameter ¢ := ¢!, Since X = {z; =
heads, s = tails}, the manifold is just a curve in R? parameterized
by £ € [0, 1]. The probability distribution of the weighted coin is given
by the table

outcomes | Iy T2
probability | & | 1 —¢&

We shall find the points of maximum entropy. First we write the
Eq. (3.5.11) to determine the critical points

Inp(z1,£) Oep(x1,€) + Inp(a2,§) Iep(a2,§) = 0=
Ing—In(1-¢) = 0=
£ = 1-¢
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and hence there is only one critical point, £ = 5

The Hessian has only one component, so formula (3.5.13) yields

RH = (px (9ep(21))” + Inp(21)02p(21) )
(p]' é%pxﬁ)2+inpmaﬁ%p@30
= (% 14+Ing- 0)
( 1

(01 = )" + (1 ) 21 - ©))

—
m

- (¢ 1)
£ 1-¢/
Evaluating at the critical point, we get

2 —

and hence £ = % is a maximum point for the entropy. In this case
€l =¢2 = % This can be restated by saying that the fair coin has
the highest entropy among all weighted coins.

3.7 Entropy for Finite Sample Space

Again, we underline that for discrete distributions we identify the
statistical space S with the parameter space E.

Consider a statistical model with a finite discrete sample space
X = {z',...,2""'} and associated probabilities p(z?) = &, ¢ €
[0,1],4=1,...n+1. Since "1 = 1-3"" | £ the statistical manifold
is described by n essential parameters, and hence it has n dimensions.
The manifold can be also seen as a hypersurface in R”*!. The entropy

function is
n+1

_§:gmg. (3.7.18)

The following result deals with the maximum entropy condition. Even
if it can be derived from the concavity property of H, see Theo-
rem 3.4.1, we prefer to deduct it here in a direct way. We note that
concavity is used as a tool to derive the case of continuous distribu-
tions, see Corollary 5.9.3.
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Theorem 3.7.1 The entropy (3.7.18) is maximum if and only if
51:...:5"“:#

. 7.1
n+1 (3.7.19)

Proof: The critical point condition (3.5.11) becomes

}:mp *)0eip(a®, ) + np(a,€) Jep(a"tE) = 0 =

Zlngk Ok + & enn(1—¢H = =€) = 0=
k=1

Ing —Ine"t!t = 0=

gi — Sn-i-l’

Vi =1,...,n. Hence condition (3.7.19) follows.

We shall investigate the Hessian at this critical point. Following
formula (3.5.13) yields

0;(6") _ ai(€"th) - 9;(¢")

Hess(H);; = —Z gt
_ Z In fk alaj(gk) —In £n+1 8i8j(£n+1)
k=1
ik0
- <Z e £n+1>
where we have used 9;("!) = 9;(1 — &L — - —¢") = —1, for i =

1,...,n.

At the critical point the Hessian is equal to

—(n+1) (1 +) 5z'k5jk> = =2(n+ 1)y,
ntl k=1

which shows that it is negative definite. Theorem 3.5.5 leads to the
desired conclusion. |

Hess(H)m5

Example 3.7.2 Let ¢ be the probability that a die lands with the
face ¢ up. This model depends on five essential parameters. According
to the previous result, the fair die is the one which maximizes the
entropy.
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3.8 A Continuous Distribution Example

Let p(z; &) = 26x+3(1—&)z? be a continuous probability distribution
function, with « € [0, 1]. The statistical manifold defined by the above
probability distribution is one dimensional, since & € R. There is only
one basic vector field equal to

O¢ = 2z — 322,

and which does not depend on £. In order to find the critical points,
we follow Eq. (3.5.10)

1
/Op(l’,f)agp(a:,{)dx = (<=

/1(21: — 32 (262 4+ 31— &)zt dx = 0=
0

4

2 3 9
Before investigating the Hessian, we note that
9 9 15
. _ 2 2 . _ . _ 2
SO
2 ! 2 2
8§H‘5:% = —/0 (5(8519) +1Inp agp) dx‘ i

(22 — 32%)
= —/ 5 _152dx<0,
0 3T

T
because Jz — 222 < 0 for z € (0, 1].

Hence £ = 4 is a maximum point for the entropy. The maximum
value of the entropy is

9 L9 15 9 15
(i) = -/ (zx‘zl‘z)l (e - )
52 47

= —0.807514878.
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0.6+

0.4+

0.2+

1.5

—0.4- (1/e,-1/e)

Figure 3.1: The function z — z In x has a global minimum value equal
to —1/e that is reached at =z = 1/e

3.9 Upper Bounds for Entropy

We shall start with computing a rough upper bound for the entropy
in the case when the sample space is a finite interval, X = |a,b].
Consider the convex function

' [ ulnu if we(0,1]

Since f'(u) =14 Inu, u € (0,1), the function has a global minimum
at u = 1/e, and hence ulnu > —1/e, see Fig. 3.1.

Let p : X — R be a probability density. Substituting u = p(z)
yields p(z) Inp(z) > —1/e. Integrating, we find

b—a

b
/ p(z)Inp(x)de > —

e

Using the definition of the entropy we obtain the following upper
bound.
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Proposition 3.9.1 The entropy H(p) of a probability distribution
p: la,b] — [0,00) satisfies the inequality

b—a
_—

H(p) < (3.9.20)

Corollary 3.9.2 The entropy H(p) is smaller than half the length
of the domain interval of the distribution p, i.e.,

b—a

H(p) < 5

This implies that the entropy H(p) is smaller than the mean of the
uniform distribution.

We note that the inequality (3.9.20) becomes identity for the uni-
form distribution p : [0,e] — [0,00), p(x) = 1/e, see Problem 3.20.
We shall present next another upper bound which is reached for all

uniform distributions.

Theorem 3.9.3 The entropy of a smooth probability distribution p :
[a,b] — [0,00) satisfies the inequality

H(p) <In(b—a). (3.9.21)

Proof: Since the function

' [ ulnu if we(0,1]

is convex on [0, 00), an application of Jensen integral inequality yields

f<ﬁ/abp(x)d:v> < bia/abf(p($))dx<:>

f( ! > < ! bp(a:)lnp(x)da;<:>
)

N

b—a b—a J,

b
In <bia / p(z) Inp(z)dr <
—In(b—a) < —H(p),

IN

which is equivalent to (3.9.21). The identity is reached for the uniform
distribution p(xz) = 1/(b — a). |
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34 y=x/e

o
(.e/2) yom

T
1 2.718 5

Figure 3.2: The inequality Inz < x/e is reached for x = e

The above result states that the maximum entropy is realized only
for the case of the uniform distribution. In other words, the entropy
measures the closeness of a distribution to the uniform distribution.

Since we have the inequality
T

Inz < —, Vo >0
e

with equality only for x = e, see Fig. 3.2, it follows that the inequal-
ity (3.9.21) provides a better bound than (3.9.20).

In the following we shall present the bounds of the entropy in
terms of the maxima and minima of the probability distribution. We
shall use the following inequality involving the weighted average of n
numbers.

Lemma 3.9.4 If A\,..., A\, >0 and a1,...,a, € R, then

. D i iy
min{a;} < =—— < max{a;}.
This says that if o; are the coordinates of n points of masses A;, then
the coordinate of the center of mass of the system is larger than the

smallest coordinate and smaller than the largest coordinate.
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Proposition 3.9.5 Consider the discrete probability distribution p =
{p;}, with p1 < --- < py. Then the entropy satisfies the double
inequality

—Inp, < H(p) < —Inps.

Proof: Letting A\; = p; and o;j = —Inp; in Lemma 3.9.4 and using

Yoy
ijlnpj Z X\, s

we find the desired 1nequahty. [ |

1
Remark 3.9.6 The distribution p = {p;} is uniform with p; = — if
n
and only if p; = p,. In this case the entropy is given by
1
H(p)=—Inpy=Inp, = —In— =lnn.
n

The continuous analog of Proposition 3.9.5 is given below.

Proposition 3.9.7 Consider the continuous probability distribution
p: X — [a,b] C [0,00), with p,, = mi;(lp(ﬂ:) and p,, = mag/(p(a:).
xre e

Then the entropy satisfies the inequality
_hlp]u S H(p) S _lnpm

Proof: The proof is using the following continuous analog of
Lemma 3.9.4,

a4 - K
lgélg(la( f )\( )(1.’17 g?%{a(x)’
where we choose ()[(i]f) = — hlp(ﬂf) and )\(ﬂf) = p(ﬂf). [ |

3.10 Boltzman—Gibbs Submanifolds

Let
S:{pfz[()’l]—)R-l-; /ng(l’)dl?:l}, fGE,

be a statistical model with the state space X = [0,1]. Let u € R be a
fixed constant and consider the set of elements of S with the mean pu

M, = {p¢ € S; /Xﬂcpg(:v)dwzu}-

and assume that M, is a submanifold of S.
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Definition 3.10.1 The statistical submanifold M, = {p¢} defined
above is called a Boltzman—Gibbs submanifold of S.

Example 3.10.1 In the case of beta distribution, the Boltzman—
Gibbs submanifold M,, = {pg ka;a > 0,k = (1—p)/p} is just a curve.
In particular, M; = {pg0;a > 0}, with pgo(x) = mx“_l(l—x)_l.

One of the problems arised here is to find the distribution of max-
imum entropy on a Boltzman—Gibbs submanifold. Since the maxima
are among critical points, which are introduced by Definition 3.5.1,
we shall start the study with finding the critical points of the entropy

H(€) = Hipe) = — /X p(z) Inp, (z) de

on a Boltzman-Gibbs submanifold M,,. Differentiating with respect
to & in relations

/ rp, (v) dr = p, / pe(z)dr =1 (3.10.22)
X X
yields
/ z0jp(x,§)dx =0, / 0ip(z, &) dx = 0. (3.10.23)
X X
A computation provides

—-0;H(&) = @/ng(a:)lnp&(a;)dx

8]' x
_ /X (919 (@) Ip, (@) + p, () pféfc)))da’

= /X@jp(x) lnpg(:n)dx—l—/xajpg(w)d:ﬂ-

~—_————
—0by (3.10.23)

Hence the critical points p, satisfying 9;H ({) = 0 are solutions of the
integral equation

/8jp(x,§) Inp(x,€&)dx =0, (3.10.24)

subject to the constraint

/ z0jp(z, &) dx = 0. (3.10.25)
X
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Multiplying (3.10.25) by the Lagrange multiplier A = A(§) and adding
it to (3.10.24) yields

/X 8jp(x,§)<lnp(a:,§) + )\(g)x> dr = 0.

Since / Ojp(z,&)dr = 0, it makes sense to consider those critical

points for which the term Inp(z,&) + A(§)x is a constant function in
x, i.e., depends only on &

Inp(z,€) + A(§)z = 0(5).

Then the above equation has the solution
pla,§) = PO, (3.10.26)

which is an exponential family. We still need to determine the func-
tions € and A such that the constraints (3.10.22) hold. This will be
done explicitly for the case when the sample space is X = [0, 1]. From
the second constraint we obtain a relation between 6 and A:

' 0 b 1—e MO 0
/ p(z,§)dr=1 = ¢ (5)/ e Mgy =1 = —— = 79O,
0 0 A€)
which leads to
_ A€)
M= ey
Substituting in (3.10.26) yields
A
p(x,€) _AO e, (3.10.27)

T 1

Substituting in the constraint

1
/0 rp(x,§) dx = p,
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we find

1

1— (1+A())e

NOI—ex@) T T
MO — () ~ 1
XO@@ -1 T
1 1 B
NG eo-1

Given pu, we need to solve the above equation for A(§). In order to
complete the computation, we need the following result.

Lemma 3.10.2 The function

fle) =1~ s 7 € (00,00 U (0,00),

has the following properties

1
i) lim f(@) = lim f(z) = 5.

i) lim_ f(@)=0, lm_f(x) =1,
ii1) f(x) is a strictly decreasing function of x.

Proof: i) Applying 'Héspital’s rule twice, we get

T—1-— T —1
lim f(z) = lim % gy —& 1
z\0 z\0 $(€x — 1) z\0 e* — 1+ zxe®
e’ 1 1

= 1l lim .
2\0 2+ x 2

m—
z\0 eT + re¥ 4 e*

i1) It follows easily from the properties of the exponential function.
|

Since the function f is one-to-one, the equation f(\) = u has at
most one solution, see Fig. 3.3. More precisely,

e if 1 > 1, the equation has no solution;
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0.8

1 1
Figure 3.3: The graph of the decreasing function f(r) = — — — n

xr  er—
and the solution of the equation f(\) = p with p € (0,1)

e if 4 € (0,1), the equation has a unique solution, for any &, i.e.,
A is constant, A = f~!(u). For instance, if u = 1/2, then A = 0.

It follows that 6 is also constant,

3.11 Adiabatic Flows

The entropy H (§) is a real function defined on the parameter space
E of the statistical model & = {p¢}. The critical points of H(§)
are solutions of the system 0;H(§) = 0. Suppose that the set C' of
critical points is void. Then the constant level sets Y. = {H({) =
c} are hypersurfaces in E. As usual, we accept the denomination of
hypersurface for ) . even if ) NC consists in a finite number of
points.
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Let s — £(s), £(s) € E, be a curve situated in one of the hyper-
surfaces ) .. Since H({(s)) = ¢, it follows
d

T H(E(s)) = 0;H (£(5)) ¢ (s) = 0. (3.11.28)

Since £/(s) is an arbitrary vector tangent to 3 ., the vector field 0;
is normal to ) .. Consequently, any vector field X = (X*) on E that
satisfies

O;H ()X (€) =0
is tangent to ).

Let X = (X%) be a vector field tangent to > .. The flow £(s)
defined by . '
E(s) =X"(&(s)), i=1,...,n=dim S

is called adiabatic flow on ). This means H(§) = c, since the entropy
is unchanged along the flow, i.e., H(§) is a first integral, or ) is an
invariant set with respect to this flow.

Suppose now that S = {p¢} refers to a continuous distribution
statistical model. Then

;H(E(s) = /Xlnp(x,g(s)) 9ip(x,&(s)) da
= [ Bleaitalets) de

and combining with (3.11.28) we arrive at the following result:
Proposition 3.11.1 The flow £(s) = X"(£(s)) is adiabatic if and
only if
d
[ e g talets) da =

X S
Example 3.11.1 If in the case of the normal distribution the en-
tropy along the curve s — py () is constant, i.e.,

#4(s)
H(o(s), u(s)) =In(o(s)V2me) = ¢

eC
then o(s) = Norrs constant. Hence the adiabatic flow in this case
e

corresponds to the straight lines
{o = constant, u(s)},
with p(s) arbitrary curve.

For more information regarding flows the reader is referred to Udriste
[80, 82, 83].
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3.12 Problems

3.1.

3.2.

3.3.

Use the uncertainty function axioms to show the following re-
lations:

@ (555 =153 27 5)

1111 31 3 /21 1 /11
0 i 555) =H (G 1) T (G5) 38 (3 0)
(C) H(pla"'uprwo) :H(p177pn)

Consider two events A = {a1,...,an} and B = {by,...,b,},
and let p(a;,b;) be the probability of the joint occurrence of
outcomes a; and b;. The entropy of the joint event is defined by

Zp (as, bj) logs p(ai, by).

Prove the inequality
H(A, B) < H(A) + H(B),

with identity if and only if the events A and B are independent
(i-e., plai, b;) = p(ai)p(by))-

If A= {a,...,ap,} and B = {by,...,b,} are two events,
define the conditional entropy of B given A by

H(B|A) = Zp ai, b;)10g pa, (b;),

and the information conveyed about B by A as

I(B|A) = H(B) - H(B|A),

where p,,(bj) = —————— is the conditional probability of
( ]) Z]p(alvb])

b; given a;. Prove the following:

(a) H(A,B) = H(A) + H(B|A);

(b) H(B) > H(B|A). When does the equality hold?

(¢) H(B|A) — H(A|B) = H(B) — H(A);

(d) I(B|A) = I(A|B).
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3.4. Let X be a real-valued continuous random variable on R,

3.5.

3.6.

with density function p(z). Define the entropy of X by

H(X)= —/np(x) Inp(z) dz.

(a) Show that the entropy is translation invariant, i.e., H(X) =
H(X + ¢), for any constant ¢ € R.

(b) Prove the formula H(aX) = H(X) + In|al, for any con-
stant ¢ € R. Show that by rescaling the random variable
the entropy can change from negative to positive and vice
versa.

(c) Show that in the case of a vector valued random variable
Y :R" = R" and an n X n matrix A we have

H(AY)=H(Y)+ In|det A|.

(d) Use (¢) to prove that the entropy is invariant under
orthogonal transformations of the random variable.

The joint and conditional entropies of two continuous random
variables X and Y are given by

_ / / p(z,y) logs p(x,y) dedy,

H(Y|X) = // z,y) log, p;”(“’;j)d dy,

where p(x) = / p(z,y)dy is the marginal probability of X.

Prove the following;:

(o) H(X,Y)=H(X)+HY|X)=H(®Y) + H(X|Y);
(b) HY|X) < H(Y).

Let a(z,y) be a function with a(x,y) > 0, /oz(:n,y) dr =
R

/ a(z,y)dy = 1. Consider the averaging operation
R

q(y):/ROé(w,y)p(a:) dx.

Prove that the entropy of the averaged distribution ¢(y) is
equal to or greater than the entropy of p(z), i.e., H(q) > H(p).
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3.7.

3.8.

3.9.

3.10.

3.11.

Chapter 3. Entropy on Statistical Models

Consider the two-dimensional statistical model defined by
p(z,6',6%) = 26'w + 3% +4(1 - &' —€)a®, 2 € (0,1).

(a) Compute the Fisher metric g;;(§).
(b) Compute the entropy H(p).
(¢) Find ¢ for which H is critical. Does it correspond to a

maximum or to a minimum?

Find a generic formula for the informational entropy of the
exponential family p(§,z) = eC@FTEFi(@)=0) 1 e x.

(The change of the entropy under a change of coordinates.)
Consider the vector random variables X and Y, related by
Y = ¢(X), with ¢ : R" — R™ invertible transformation.

(a) Show that
H(Y) = H(X) — E[lnJy),

where Jy-1 is the Jacobian of ¢! and E[-] is the expec-
tation with respect to the probability density of X.

(b) Consider the linear transformation ¥ = AX, with A €
R™ ™ nonsingular matrix. What is the relation expressed
by part (a) in this case?

Consider the Gaussian distribution

p(ml,...,:nn):( e ,

where A is a symmetric n X n matrix. Show that the entropy
of p is

1
H = 5111[(271’6)" det A].
Let X = (Xi,...,X,) bearandom vector in R", with E[X;] =

0 and denote by A = a;; = E[X;Xj] the associated covariance
matrix. Prove that

H(X) < %m[(m)n det A].

When is the equality reached?
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3.12.

3.13.

3.14.

3.15.

3.16.

3.17.

Problems 109

Consider the density of an exponentially distributed random
variable with parameter A > 0

p(z,\) = Xe 2, x> 0.
Find its entropy.

Consider the Cauchy’s distribution on R

¢ 1

p(z,&) = Iy g §>0.

Show that its entropy is
H(€) = In(4r¢).

Find a generic formula for the informational energy of the
mixture family p(¢,x) = C(z) + &'Fy(x), € X.

1,2
Let f(x) = %6_272, z > 0, 0 > 0, be the Rayleigh distribu-

tion. Prove that its entropy is given by

H(o)=1+1In —I—%,

Sl

where v is Euler’s constant.

Show that the entropy of the Maxwell-Boltzmann distribution

p(x,a) = <1/ —x7e 202, a>0,reR
ad \ w

is H(a) = & — v — In(av/27), where 7 is Euler’s constant.

Consider the Laplace distribution

1
flabop) = gpe =70 b0, peR.

Show that its entropy is

H(b, 1) = 1+ In(2b).
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3.18.

3.19.

3.20.

3.21.

3.22.

Chapter 3. Entropy on Statistical Models

Let p € R. Construct a statistical model
S ={pe(); € E,x € X}
such that the functional F' : § — R,
Fio() = [ an(e)do—
has at least one critical point. Is M,, = F~!(0) a submanifold
of §7

Starting from the Euclidean space (R, d;;), find the Hessian
metric produced by the Shannon entropy function

f:RY =R, f(a', 2 ):ﬁZln(kJQm ).
i=1

Show that the inequality (3.9.20) becomes identity for the uni-
form distribution p : [0,e¢] — [0,00), p(z) = 1/e, and this is
the only distribution with this property.

(a) Let ap(z) = £ - Show that lim

—.
n: n—o00

—an+1(az)‘ = 0 for
an ()
any ;

" In(n!
(b) Show that the series Z £+(n) has an infinite radius of

|
n>0 '
convergence;

(c) Deduce that the entropy for the Poisson distribution is
finite.

Show that the entropy of the beta distribution

1
B(a,b)

Pap(T) = %711 — :E)b_l, 0<z<1

is always non-positive, H(a, §) < 0, for any a,b > 0. For which
values of a and b does the entropy vanish?



Chapter 4

Kullback—Leibler Relative
Entropy

Even if the entropy of a finite, discrete density is always positive,
in the case of continuous density the entropy is not always posi-
tive. This drawback can be corrected by introducing another concept,
which measures the relative entropy between two given densities. This
chapter studies the Kullback—Leibler relative entropy (known also as
the Kullback—Leibler divergence) between two probability densities
in both discrete and continuous cases. The relations with the Fisher
information, entropy, cross entropy, V_connection are emphasized
and several worked out examples are presented. The chapter ends
with the study of some variational properties.

Let p,q : X — (0,00) be two probability densities on the same
statistical model S, in the same family (e.g., exponential, mixture,
etc.) or not.

4.1 Definition and Basic Properties

The Kullback—Leibler relative entropy is a non-commutative measure
of the difference between two probability densities p and ¢ on the
same statistical manifold, and it is defined by

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 111
DOI 10.1007/978-3-319-07779-6_4,
© Springer International Publishing Switzerland 2014
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Z p(z") In p(xi)7 if X is discrete;
= q(a")

D, (pllg) = Ep[lng] =

/ p(z) IHZL? dz, if X is continuous.
X

In information theory the density p is considered to be the true den-
sity determined from observations, while ¢ is the theoretical model
density. The Kullback—Leibler relative entropy can be used to find a
goodness of fit of these two densities given by the expected value of
the extra-information required for coding using ¢ rather than using p.

Sometimes, the Kullback—Leibler relative entropy is regarded as
a measure of inefficiency of assuming data distributed according to
q, when actually it is distributed as p.

The following inequalities will be useful.

Lemma 4.1.1 (i) Ifp={p1,...,pn,..- tandqg={q1, ..., qn,... }
are two strictly positive discrete densities on X, then

> pilnp; > pilng.

i>1 i>1
(i) If p and q are two strictly positive continuous densities on X,
then

/X p(x) Inp(x)dx > / p(z) Inq(x) d.

X

The previous inequalities become equalities when the densities
are equal.

Proof:

(1) Using the inequality Inz < x — 1, x > 0, we find

Z:piIDQi—zi:pilnpi = Ei:piln]% < Zpl<& _ 1)

= \pi

= ZQi_ZPiZO-

The equality is reached for ¢;/p; = 1, i.e., the case of equal
densities.
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(79) It is similar to (¢) since an integral mimics the properties of a
|
sum.

Proposition 4.1.2 Let S be a statistical manifold.

(i) The relative entropy D, (-||-) is positive and non-degenerate:

D,,(pllg) = 0, Vp,q € S, with D, (pllg) = 0 if and only if
p=4q.

(ii) The relative entropy is symmetric, i.e., D, (p|lq) = Dy, (ql|p)
if and only if

o) 4,
/X (p(@) +ala) 0 20 = 0

(iii) The relative entropy satisfies the triangle inequality

Dy, (pllg) + Dy, (qllr) = Dy, (pll7)

if and only if

/ (p(x) — q(x))In GO <0.
X r(x)

Proof: (i) Applying Lemma 4.1.1, we obtain

Dy, (vlle) = /X p(w)ln%dx
= [ penp)ds— [ p)ma) o,
X X

with equality for p = q.
(74) and (i4i) are obtained by direct computations.
Examples 4.2.1 and 4.2.2 provide non-symmetrical Kullback—
Leibler relative entropies, which do not satisfy the triangle inequality.
|

The previous proposition shows that the Kullback—Leibler rela-
tive entropy does not satisfy all the axioms of a metric on the man-
ifold S. It is worth noting that the non-symmetry can be removed
by defining a symmetric version of the relative entropy, D(p,q) =
(D, (pllg) + Dy, (ql|p)), called quasi-metric. However, in general,
the triangle inequality cannot be fixed.
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4.2 Explicit Computations

First, we shall compute the Kullback—Leibler relative entropy for
pairs of densities in the same class.

Example 4.2.1 (Exponential Distributions) Consider two expo-
nential densities

pi(x) = e €% polz) = 27

Since X
I glgi; = ln£—2 + (€2 — &M,
we find
DKL(lep2) = /Ooopl(x) In i;gii dx
[ee} 1 o)
jﬁ hlfgpl(m)d$'+(§2 fl)jg xp1(z) dz
¢! 1
= ln£—2 + (52 - gl)g
2 2
g_l — ll’lg—1 -1

Hence 9

Dy, (p1llp2) = f(§_1>7

with f(z) = x—Inaz—1> 0. This yields D, (p1]|p2) > 0, the equality
being reached if and only if &' = €2 i.e. if p; = po.
2 1
We also have Dy, (pillp2) = f(§) # () = Dycs (pallpr). The
condition (iii) can be written as

(50 +1(&) 21(5)

which becomes after cancelations

2 3 3
g
One can see that this relation does not hold for any &', &2, &3 > 0.
Hence Proposition 4.1.2 is verified on this particular case.
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Example 4.2.2 (Normal Distributions) Let

1 _(w*u21)2 1 _<xw22)2
) = e 20’1 ) ) = e 20’2
Pi(@) V2woq pa() V2mwog
be two normal densities. Since
_ 2 _ 2
SR N T
pa2(x) o1 207 205
then
o
p1()
D, (pillp2) = / p1(z)In dx 4.2.1
KL( || ) 0 ( ) p2($) ( )
= In—= - — - d
n p 20% (x — p1)*p1(z) do
1 e 9
+-— (x — p2)“p1(x) dx.
20'2 0

The second integral term can be computed as

1 [e'e} 9 1 1 oo 9 _(1*#21)2
— x — r)dr = ——— T — e %
7 [ G e = g [
2
1 1 /OO 9 ~im 1
= —_— (& o7 d :—’
20‘% \/27‘(‘0’1 0 Y y 2

see also formula (6.5.26). Let Ay = p1 — po. Then the third integral
term is computed as

552 (x — po)’p1(z) dx
g3 Jo
1 oo 9 1 _(I*H21)2
= T — 4+ A e 1 dzx
20_%/0 ( 21 N) /—27_‘_01
2
1 [ 1 -2
— - +A 2 e 20‘1 d$
7 |+ dwp o
1 © , -ds © iy
= e *idy+2A / e *id
Vomarol /0 Y y+28m |y Y
S
Haw? [ ey
0
1 {\/— 3 2
= —— V27107 + 04+ (A \/271'0]
2V/2ro103 ! (84) '

N S 2
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Substituting in (4.2.1), we obtain

oo 1 1/701\2 A,uQ
KL(p1||p2) n o 2 + 2\ oy + 20%
1 2 2 — 2
= (2w (Z) =)
2| \og 09 205
(p1 — M2)2

Using the inequality Inz < — 1, we find D, (p1]|p2) > 52
03
the equality being reached for o; = o5.

Example 4.2.3 (Poisson Distributions) Consider the Poisson
distributions

(715)——65—5 (nf)——e&)—zo n=20,1,2
p ) n!7p ) 0 n!7 ) ) PR
Since

P8 né
" o(ng) 0SNG

the Kullback—Leibler relative entropy is

Dicr(pellpe,) = ;01’("’5) o 5&’3

— (©-9 X pm )+ S mpn.)

n>0 n>0

= §0—§+1n—§e—€zH

We shall consider next a pair of densities in different classes and
compute their Kullback—Leibler relative entropy.

Example 4.2.4 To simplify, we consider a pair consisting in a Pois-
son distribution

n
q(n, &) = e_foiol, n=0,1,2,...
mn.

and a geometric distribution

p(n, &) =¢1 -9 n=1,2,...
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The pairing can be done for n = 1,2,.... We assume for convenience
that p(0,&) = 0. Then, we obtain

p(n,§) _ B e B
In dng) Iné+ (n—1)In(1 —¢§) — (=& + nln& — Inn!).
It follows
D 1.(pellag,) ZP n2)
0 >0 q(n 50)
—EE Y (1-9" " +&m(1 -8 (n—1(1-¢"!
n>1 n>1
+6E> (1= " —tng Y n(d -
n>1 n>1
+£) (Innl)(1 -
n>1
=In¢—In(1—-¢&)+& — 1ln&) +§Z(lnn!)(1 —ont

§

n>1

The last series is convergent for 0 < & < 1.

4.3 Cross Entropy

Consider two densities p and ¢ on the sample space X and denote
by Ep[-] the expectation with respect to p. Let ¢, = Ing be the log-
likelihood function with respect to ¢. The cross entropy of p with
respect to ¢ is defined as S(p,q) = —E,[{,]. More precisely,

—/ p(z)Ing(x)dz, if X is continuous
X

S(p.q) =
Z p(z)Ing(zx if X is discrete.

The cross entropy is an information measure that can be regarded as
an error metric between two given distributions.
Let H(p) be the entropy of p. Then we have the following result:

Proposition 4.3.1 The relative entropy Dx1.(p||q), the entropy H (p)
and the cross entropy S(p,q) are related by

S(p.q) = D (pllg) + H(p).
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Proof: From the definition of the Kullback—Leibler relative entropy
it follows that

Ditpll) = |, p<:c>1n%dm= [ poytup(e) as

— /Xp(;p) Ing(z)dz = —H(p) — Ep[l]
= —H(p)+ S(p,q).
|

The following result shows that the cross entropy is minimum
when the two distributions are identical.

Corollary 4.3.2 The entropy H(p) and the cross entropy S(p,q)
satisfy the inequality

H(p) < S(p,q),
with equality if and only if p = q.
Proof: Tt follows from Dk (p|lg) > 0 and previous proposition. We
can also state the result as mqin S(p,q) = H(p). |

It is worth noting that the Kullback—Leibler relative entropy can
be also written as a difference of two log-likelihood functions

Dk r(pllg) = Eplty] — Eplly).

4.4 Relation with Fisher Metric

We shall start with an example. The Kullback—Leibler relative en-
tropy of two exponential densities pe, and pe is

DKL(pfopr):;_o_lné%_l) 607£>07

see Example 4.2.1. The first two derivatives with respect to £ are

11 1

We note that the diagonal parts of these partial derivatives, obtained
for £ = &, are

Oe D L(peolIpe)je—eo = 0, 02 Dicr(Peo|IPe)e=er = g11(&0),

where g11 is the Fisher metric. These two relations are not a coinci-
dence, as the following results will show.
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Proposition 4.4.1 The diagonal part of the first variation of the
Kullback—Leibler relative entropy is zero,

i Drc1.(peolpe) =gy = O

Proof: Differentiating in the definition of the Kullback—Leibler rela-
tive entropy yields

9Dk (peollpe) = ai/pro(:E) In pg, (z) do — ai/ngo(ﬂf) In pe(z) d
= —/ Peo (2)0; Inpe(x) dae = —/ Peo ()05 (§) de,
X X
and hence
iDL (Pey ||pe)je=¢o = — /ngo (2)0il(§0) dz = — B¢, [0;€:(€0)] = 0,
by Proposition 1.3.2. [

Proposition 4.4.2 The diagonal part of the Hessian of the Kullback—
Leibler relative entropy is the Fisher metric

910 Drc1.(peo |1pe ) je=¢0 = 915 (60)-

Proof: Differentiating in the definition of the Kullback—Leibler rela-
tive entropy implies

0:0; Dk L(peollpe) = 00, /X Pgo Inpe, dv — 9,0 /X Pg, Inpe d

= —/ P, 0i0j Inpe dx = —/ P& 0i0(§) de.
X X

(4.4.2)
Taking the diagonal value, at £ = &y, yields
0:0;DicL(peolIpe)je=ey = — /X Pgo (2)0i05l2(§0) d
= —E¢[0:0;¢2(%0)] = 9i(%0);
by Proposition 1.6.3. [

Proposition 4.4.1 states that pg, is a critical point for the mapping
pe — Drr(pgllpe). Using Proposition 4.4.2 leads to the following
result, which is specific to distance functions:
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Proposition 4.4.3 The density pe, is a minimum point for the func-
tional pe = DrcL(pg, ||pe)-

Proof: Since g;; is positive definite everywhere, the point pg, is a min-
imum. From the non-negativity of the Kullback—Leibler divergence it
follows that pg, is in fact a global minimum. [ |

The next result deals with the quadratic approximation of the

Kullback—Leibler relative entropy in terms of the Fisher metric.

Theorem 4.4.4 Let A& = &' — &) Then
Dk r(peollpe) = ng )AL AL + o[l AL, (4.4.3)
7.]

where o(||A€||?) denotes a quantity that tends to zero faster than
|AE]I? as AE — 0.

Proof: Let f:E — R be a function given by f(&) = Dxr(pe|pe),
and consider its quadratic approximation

(&) +Z So(e Z e DAL AL ol A,

(4.4.4)
Using Propositions 4.1.2, 4.4.1, and 4.4.2, we have

f(&) = Dxr(pellpe,) =0

0

agfz'(go) = 0 D(pgllpe)ic=¢, = 0

i = 0pi0¢; D — g
geigg (&) = 00 Dlpgllpe) =g = 9is(&0).

Substituting into (4.4.4) yields (4.6.8). |

Let p,q € S be two points on the statistical model S. The Fisher
distance, dist(p, q), represents the information distance between den-
sities p and ¢. It is defined as the length of the shortest curve on
S between p and g, i.e., the length of the geodesic curve joining p
and ¢q. Next we shall investigate the relation between the Kullback—
Leibler relative entropy Dg(p||q) and the Fisher distance dist(p, q).
We shall start with an example.

From Examples 1.6.2 and 4.2.1, the Fisher distance and the
Kullback—Leibler relative entropy between two exponential densities
are
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Figure 4.1: The geodesic v(s) between densities p and ¢

- §
dist(pg,, pe) = 1In (5_0)
_ € §
Dislpallr) = & -mm(g) -1,
where 0 < &y < £. We have
£ £) _

DKL(pEOHPE) — lim o In (50) 1 — lim r—Inz—1
£\éo 5 dist(pg,, pe)? ENE 2 T N0 Lna)2
o 5 dist(pg,, pe) 0 %(ln(é)) 5(Inx)

. oet—u—1
N il{% 2u? =L

by ’'Hospital’s rule. Hence the asymptotics of D, (pe,||pe) as § — &o
is %dist(pgo, pe)?. This result will hold true in a more general frame-
work. The next result is a variant of Theorem 4.4.4.

Theorem 4.4.5 Let d = dist(p,q) denote the Fisher distance be-

tween the densities p and q and D1 (pllq) be the Kullback—Leibler
relative entropy. Then

Dk r(pllg) = %dQ(p, q) + o(d*(p,q)) (4.4.5)
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Proof: Consider a geodesic y(s) on the statistical model S joining
densities p and ¢; this satisfies v(s) = 1(§(s)) = pe(s), With v(0) =
Pe, = p and y(t) = p¢ = ¢. Since the arc length along the geodesic
is the Riemannian distance, we have ¢t = dist(p,q). The curve £(s)
belongs to the parameter space and has the endpoints £(0) = & and

£(t) =&, see Fig. 4.1.
Consider the function ¢(s) = f(&(s)), with f(&) = Drr(pe||pe)-
A second order expansion of ¢ about ¢t = 0 yields

2

o(1) = 9(0) + 16/(0) + =" (0) + of2). (4.4.6)

Using Propositions 4.1.2, 4.4.1, and 4.4.2, we have
p(0) = f(E(O)) _DKL(pS()Hp&)) =0
¢'(0) = Z 851 —0
$"(0) = Z agzagj )€ (0)&(0) + Z e (€0)E'0)

Z 9i5(£0)€'(0)€7(0).
i3

Substituting in (4.4.6) yields

2

2
=1 Zgu (€0)€1(0)¢7 (0)+0(t2) = = g(4(0), 4(0))+o(t?) =

——+o +o
2 2

2

since geodesics parameterized by the arc length are unit speed curves.
Expressing the left side as ¢(t) = f(£(t)) = Dir(p||q) leads to the
desired result. |

Corollary 4.4.6 Let d = dist(p,q) denote the Fisher distance be-
tween the densities p and q and D(p, q) be the Kullback—Leibler quasi-
metric

D(p,q) = Dkr(pllg) + Drr(qllp)-

Then
D(p,q) = d*(p,q) + o(d*(p, q)). (4.4.7)
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4.5 Relation with V(-Connection

The Kullback—Leibler relative entropy induces the linear connection

VD, Its components, FZ(.jl.’)k = g(Vg)(‘)j, 0;), are given in terms of the
Kullback—Leibler relative entropy as in the following.

Proposition 4.5.1 The diagonal part of the third mized derivatives

of the Kullback—Leibler relative entropy is the negative of the Christof-
fel symbol

—851-89 855 DKL(pfo | |p§)\£:§o = FS,)k(ﬁo)-
Proof: The second derivatives in the argument £ are given by (4.4.2)
000 Drcslrllpe) = = [ 72, (000 0es6,(6) do.
and differentiating in &% yields
_aggagiangKL(pgoHpg) = aé-é; /ngo(x)agzagjéx({) dx
= [ P (@) a(60)00 (6) da

Then considering the diagonal part

—0g 00 DL (Peo | IPe) =gy = E0:0;54(€) 01l (€)]
ng)k(g(]))

where we considered o = 1 in formula (1.11.34). |

4.6 Third Order Approximation

This section contains a refinement of the result given by Theorem 4.4.4.
This deals with the cubic approximation of the Kullback—Leibler rel-
ative entropy.

Theorem 4.6.1 Let A& = &8 — &) Then

Dict(peollpe) = 3055 (E)ACAL + hige(€0)AEATAE + o([IAE]°),
(4.6.8)
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where g;;(&o) is the Fisher—Riemann metric and
1
hiji = Okgij + TEJ-,);C,

and o(||A€||?) denotes a quantity that vanishes faster than ||AE|]? as
A€ — 0.

Proof: Following the line of the proof of Theorem 4.4.4, consider the
function f(§) = Dk r(pe,|pe) and write its cubic approximation

_ of 01
FO = f(@)+ (@) AL + 5 5eas (€0) ACAY
- =0 =9i; (o)

1 S
+5hijk(€0) AL AL AL + o AE]F).
The third coefficient can be computed as

83
hiji(&o) = W{(f%k(@):agiagjangKL(pfo||p€)|§=€o

= —85i85j8§k /Xpﬁo(x)lnpi(x)de:Eo

= —8£i8§j8§k /Xpﬁo(x)gl‘(g)d‘mg:&)
= —Po[0,0;014]) = kg1 (S0) + Feo(9:0;0)(90)]
= Ohgij(€0) + T (&),

where we used Proposition 1.7.1, part (i), and let & = 1 in for-
mula (1.11.34). |

4.7 Variational Properties

This section deals with inequalities and variational properties of the
Kullback—Leibler relative entropy.

Proposition 4.7.1 For any two continuous density functions p and
q, we have

2(13
) [ o=
J) —q(z np_(a:) x
(i) [ @) sy i iz = 0
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Proof:

(1) Using the non-negativity of the Kullback—Leibler relative en-
tropy and properties of logarithmic function we find

0<D,,(pllg) = L{p(w)ln%dwﬁ/){p(w)(lﬂ—o dx

q(x)
_ [ P@), de— [ P@)
= [ e [ pw e = [ EER a,

which implies the desired inequality.

(71) Using the properties of the Kullback—Leibler relative entropy,

we have
B P q
0 < DKL<p||q>+DKL<q||p>—/pln-dﬁ/qln—dx
X q X p
= /(p—q)lnpdw—/(p—q)lnqu:/(p—q)ln]—gdx.
X X X q
n

Example 4.7.1 We check (i) of Proposition 4.7.1 in the case of ex-
ponential densities p = £1e7¢% and q(x) = e~ %, 2 > 0. We have

0o .2 oo ¢2,—261x 2 00
p*(z) / {ie 51/ —(261-£2)
dr = = dx = = e 172) dx
/0 q() o et & Jo
g 1 >2§1§2—f§:1
Eo 26 —& T 266 — &2 ’

where we used
&> 206 — & < (& - &)* > 0.

In the following S will denote the manifold of all continuous den-
sities on X'. One way of defining the distance between two densities
p,q € S is using the Lo-norm

dp,q) =lp—dqllz2 = \//X Ip(z) — q(x)|? de,

provided the Lo-norm is finite.
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Given two densities p,r € S, we shall ask the question of finding a
density q € S such that the sum F(q) = d(p, q) + d(q,r) is minimum.

This occurs when the density ¢ realizes the equality in the triangle
inequality d(p,q) + d(q,r) > d(p,r). Since Minkowski’s integral in-
equality becomes equality for proportional integrands, it follows that
the density ¢ is a convex combination

A 1

(J(ZL"):H_—)\ r(z )+1+—/\ p(z),

with A € [0,1]. Hence, the minimum of the sum F(q) is realized for
all the densities between p and r.

We obtain a different result in the case when the distance d(p, q)
is replaced by the Kullback-Leibler relative entropy D, (p||¢), or by
the Hellinger distance

di(p.q) = 2/){ (\/M— \/@)de

In the following we deal with several similar variational problems.

Problem: Given two distinct densities p,r € S, find all densities
q € S for which the sum G(q) = D,., (p|lq) + D, (¢l|r) is minimum.

We shall employ the method of Lagrange multipliers considering
the functional with constraints

q%/ﬁ )+A</qux—1),

where the Lagrangian is
L(q) :plng + qlng + \q.

The density ¢, which realizes the minimum of G(gq) > 0, satisfies the
Euler-Lagrange equation

8—£ = 0=
dq

lnq—E = Inr—-A—-1<«<=
q

lnq—lnp—g = Inr—Inp—-A—1<=

q

mZ4+Z — 14x+ml

q g r
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Exponentiating yields

Popla _ Eel+/\7

q r
which after making the substitution u = p/q becomes the Lambert
equation

uet = Ee“’)‘,
r
with the solution »
u=Ww (_el-i-)\) 7
,

where W () is the Lambert function.! Hence the minimum for the
functional G(q) is reached for the density

p

TRy (4.7.9)

q =
with the constant A\ determined from the unitary integral constraint

Jy a(x) dz = 1. The value of X is unique since W (z) is increasing with
W (0+) =0, and W (o0) = oo and

d
im [ PO g hepdr
A—>—o0 XW(pExgeHA) W (0+)

d
i [P0 Jepde
A—300 XW(i’EgeH—)\) W (o0)

Hence there is only one density ¢ that minimizes the sum D, (p||q)
+D,., (ql|r), and it is given by formula (4.7.9).

In the case p = r, we have the following result.

Proposition 4.7.2 Let p be a fixed density. Then the symmetric rel-
ative entropy

Dgr1(pllg) + Dxr(q|p)

achieves its minimum for ¢ = p, and the minimum is equal to zero.

Proof: Since we have Dgr,(p||q) > 0 and Dk (¢||p) > 0, with identity
achieved for p = ¢, it follows that Dxr(p|lq) + Dxr(q|lp) > 0 with
identity for p = q. [ |

Curious enough, swapping the arguments of the relative entropy,
we obtain a different variational problem with a much nicer solution.

!Named after Johann Heinrich Lambert; it is also called the Omega function.
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Problem: Given two densities p,r € S, find all distributions
q € S for which the sum F(q) = D,, (pllg) + Dy, (rllg) is
minimum. Using the method of Lagrange multipliers we consider
the functional with constraints

q»—>/ L(q) dx :F(q)+)\(/ gdx — 1),
X X
with the Lagrangian

L(q) = plng + rlng + \q.

The density ¢, which realizes the minimum of F'(q) > 0, satisfies the
Euler-Lagrange equation

a—£ = (<=
dq
Pl 2 0=
q q
ptr = <=
q
= Lo+
q - )\p N

The multiplier X is determined from the integral constraint

1 2
1:/qu:—/(q+r)d$:—:>)\:2.
X Ay A

Hence, the density that minimizes the sum D, ., (p||q) + D, (r||q) is

1
o) = 5 (pla) + 7(z).
Using the same idea of proof, one can easily generalize the previous
result:

Given n distinct densities p1,...,pn € S, the density which min-
imizes the functional

qr—— ZDKL (pkHQ)
k=1

is the average of the densities
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4.8 Problems

4.1. (a) Let ¢ be a fixed density on (—o0,00). Show that for any
a € [0,1]\{1/2}, there is a unique number a such that

/a q(z)dx = «a, /aooq(a:)dle—a.

(b) Define
iq(w), ifr<a
p(z) =
_t (), ifz>a
21 — )\ BT =

Verify that p(x) is a probability density on R.
(c¢) Consider the symmetric difference of Kullback-Leibler rel-
ative entropies

A(a) = Dy, (pllg) — Dy, (qllp)-

(d) Show that
Ala) = (a+ 2>ln%+ (2 a> lnﬁ~

(e) Prove that A(a) # 0 for a # 1/2, and deduct that
Dy, (pllg) # Dy, (allp)-

4.2. Let o € R and p, p;, q,q; density functions on X. Prove the
following algebraic properties of the cross entropy function:

) S(p1+p2.q9) = S(p1,9) + S(p2,9)
b)  S(ap,q) = aS(p,q)

) S.q1q2) = S(p,q1) + S(p, q2)

) Sp.q*) = S(ap,q).

4.3. Let g be a fixed density on R, and consider the set of all den-
sities which have a constant cross entropy with respect to g,

My(k) = {p; S(p,q) = k}.

Show that the maximum of the entropy function, H(p), on the
set My(q) is realized for p = ¢, and in this case max H (p) = k.
P
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4.4.

4.5.

4.6.

4.7.

4.8.

Chapter 4. Kullback—Leibler Relative Entropy

Use the inequality Inz < z — 1, Vx > 0, to show the following
inequality satisfied by the cross entropy:

S(p,q) >1— /Xp(x)q(x) dzx.

Consider the exponential distributions p(z) = e~ and ¢(z) =
fe=% x>0, £,0 > 0. Compute the cross entropy S(p, q).

Consider the Poisson distribution p(n,§) = e_ﬁ%, with n =
0,1,2,....

(a) Show that

Dicr(pellpeo) + Dicr (e | Ipe: )~ Drcr (v ey )=(60—€) 1§—

(b) Which conditions must be satisfied by &, &y, &1 such that
the triangle inequality for the Kullback—Leibler holds?

(¢c) When does the triangle inequality for the Kullback-Leibler
become identity?

Use Proposition 4.4.2 to find the Fisher information metric
starting from the Kullback—Leibler relative entropy for the
following statistical models:

Poisson distribution.
exponential distribution.
normal distribution.

gamma distribution.

Use Proposition 4.5.1 to find the Christoffel symbol I’ (1 )k start-
ing from the Kullback—Leibler relative entropy for the follo-
wing statistical models:

(a) Poisson distribution.
(b
(c
(d

exponential distribution.

normal distribution.

)
)
)
)

gamma distribution.



4.8. Problems 131

4.9.

4.10.

4.11.

Find the dual contrast function of the Kullback—Leibler rela-
tive entropy (see Sect. 11.4) and then compute the coefficient

(=D

ij % using Proposition 4.5.1 for the following distributions:

(a) Poisson distribution.
(b)
(¢) normal distribution.
(d)

exponential distribution.

gamma distribution.

Let pop(x) and py p(z) be two gamma distributions. Show
that the Kullback—Leibler relative entropy is

Dk 1(Papspa ) =(a — a')¢(a) —InT'(a) + InT(a')
+d' In(b/V) + a(t) — b)/b,

where ¢ (x) denotes the digamma function.
Let pap(x) and py y (x) be two beta distributions.
(a) Show that the Kullback—Leibler relative entropy is

B(d', V) / /
o=t ¥)0)

+ (' —a+b —b)(a+b).

DKL(pa,bypa’,b’) =In

(b) Show that the cross entropy is given by

S(PapsPary) =l B(d', V) — (a' = 1)p(a) — (" = 1)3(b)
+ (a' +V —2)y(a +b).



Chapter 5

Informational Energy

The informational energy is a concept inspired from the kinetic en-
ergy expression of Classical Mechanics. From the information theory
point of view, the informational energy is a measure of uncertainty or
randomness of a probability system, and was introduced and studied
for the first time by Onicescu [67, 68] in the mid-1960s.

The informational energy and entropy are both measures of ran-
domness, but they describe distinct features. This chapter deals with
the informational energy in the framework of statistical models. The
chapter contains the main properties of informational energy, its first
and second variation, relation with entropy, and numerous worked-
out examples.

5.1 Definitions and Examples

Let S = {pe = p(z;€)|¢ = (¢',...,€") € E} be a statistical model.
The informational energy on S is a function I : E — R defined by

1) = /X P (2, €) da. (5.11)

Observe that the energy is convex and invariant under measure pre-
serving transformations, properties similar to those of entropy.

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 133
DOI 10.1007/978-3-319-07779-6_5,
© Springer International Publishing Switzerland 2014
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In the finite discrete case, when X = {z!,... 2"}, formula (5.1.1)
is replaced by

1(6) = > _p*(a",9). (5.1.2)
k=1

While (5.1.2) is obviously finite, we need to require the integral (5.1.1)
to be finite. However, if X = R, we have the following result.

Proposition 5.1.1 Let p(x) be a probability density on R satisfying:
(1) p(x) is continuous
(1) p(z) = 0 as z — £oo.

Then the informational energy of p is finite, i.e., the following integral

18 convergent
o

I(p) = / p*(z)dr < co.

—00

Proof: Let 0 < a < 1. Then there is number A > 0 such that p(z) < a
for |z| > A. This follows from the fact that p(x) \, 0 as |z| — oo, see
Fig. 5.1. Writing

1) = [ 7 e + / " e+ / " ) d,

—00 —A A

we note that

/_Ap2(x)d:17 < a/_Ap(:E) dx = aF(a) <a

—00 —00

/Oopz(x)dzz:<a/oop(:n)dx:a(l—F(a)) < a,
A A

where F'(z) denotes the distribution function of p(x). Since the func-
tion p(x) is continuous, it reaches its maximum on the interval [— A, A],
denoted by M. Then we have the estimation

A A
/ pA(x)dr < M/ p(z)de = M(F(A) — F(—A)) < 2M.
—A —A

It follows that I(p) < 2a 4+ 2M < oo, which ends the proof. |
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Figure 5.1: The graph of y = p(x); p(z) < a < 1 for |z| > A

We make the remark that the continuity of p(x) is essential. For
instance

1 .
=, if0<z<l1
plx) =4 2V° .

0, otherwise.
is discontinuous and has an infinite informational energy.

Observe that condition (i7) is independent of condition (7). For

instance, the following infinite mixture of Gaussians

6 1 K (z — k)2KS
=52 el )

is a continuous density which does not satisfy condition (i), since

6k
p(k) = Nl

Example 5.1.1 (Discrete Finite Distribution) Consider an ez-
periment with the following probability distribution table

event I

probability | p1 p2 ... Dn
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where the probabilities p1, ..., p, sum up to 1. The first n—1 probabil-
ities can be taken as parameters &', ..., "1, Then the informational
energy s given by

I = En:p?=(51)2+...+(§"—1)2+(1_§1_____Sn_l)z
=1
= 12 Y Er-Y e -y e (.13
J j i#j

Example 5.1.2 (Constant Discrete Finite Distribution) If an
experiment has n outcomes which are equiprobable, i.e., they have the
same probability p = 1/n, then the informational energy is I = 1/n.
This follows easily from

= 1 1 n 1
2

We note that the informational energy is bounded from below and
above by 0 and 1, respectively. The informational energy tends to
have an opposite variation to entropy, fact known in Thermodynam-
ics as the third principle. If the entropy of a system decreases, its
informational energy increases, and vice versa. We shall deal with a
more general case in the next section. We shall sketch the idea in the
case of a discrete distribution in the next example.

In the infinite discrete case, when X = {x!,... 2",...}, for-
mula (5.1.1) is replaced by

16) = > _p*(a*,9). (5.1.4)
k=1

only if the series zzozlgﬁ(xk,f) is convergent for any x € X and
ek

In the next example the concept of randomness refers to the lack
of predictability of the outcomes of a tossed coin.

Example 5.1.3 The informational energy increases when the ran-
domness decreases.

We shall give the explanation on a very particular case. A similar pro-
cedure can be carried over in the general case. Consider an experiment
with two random outcomes x; and x9. The maximum randomness is
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achieved when none of the outcomes is more likely to occur. This cor-
responds to equal probabilities P(z1) = p; = % and P(xq) = pg = %
This can be thought of as flipping a fair coin. If the coin is weighted,
then the randomness decreases, because the side with less weight will
be more likely to land up. In the case of a weighted coin consider
the new probabilities p; = p1 — z and p, = pa + = where z is a
number between 0 and % The probability distribution table in both
situations is

p 2
pls—z 5+

| H
- =

The informational energy for the fair coin is I = p} + p3 = 1. The
informational energy for the weighted coin can be written as

1 2 1 2
ro= e =(5-) +(5+e)

T
= —4+zr—z+-+2"+z
4 4

= ;MH>%:L
Therefore I’ > I, i.e., the informational energy for the weighted coin
is larger than for the fair coin.

Both informational energy and entropy are measures of random-
ness. However, it is worthy to note that the two notions of random-
ness captured by the entropy and informational energy are distinct.
Otherwise, it would suffice to study only one of the concepts. It is
easy to construct examples of distributions with the same entropy
and distinct informational energy, and vice versa. Therefore, study-
ing both energy and entropy provides a more complete picture of the
randomness of a distribution.

The following property deals with the bounds of the informational
energy in the discrete finite case.

Proposition 5.1.2 The informational energy of a system with n
elementary outcomes is bounded above by 1 and below by 1/n, i.e.,

<I<1.

SER

The minimum of the informational energy is reached in the case when
all the outcomes have the same probability. This minimum is 1/n.
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Proof: The upper bound comes from the estimation

n n
L=(pi+...+p)* =D pi+> pipj > 1.

i=1 i£]
=I
For the lower bound part, we shall assume that z!,..., 2" are the
outcomes of an experiment and p; = P(z!),...,p, = P(z") are the

associated probabilities. Since p; is not necessarily equal to 1/n, it
makes sense to consider the differences

Since >, pi = 1 we obtain

= 1 1

E =P +...+pp)—(—+...—)=1-1=0.
; ——

=1 -1 L,—/

n times

Using the definition of the informational energy yields

I = pi+...+p2

The equality in the above inequality is reached when all x; = 0. In

1
this case p; = — + x; = — and the informational energy reaches the
n n

minimum value I = % Here we also notice that while for p; = % the
informational energy reaches the minimum, the entropy H reaches
its maximum. [

In the following we shall present an alternate proof of the fact that
the minimum of the informational energy is realized for the uniform
distribution. Let the distribution ¢ = {¢;}, ¢i = pi +si, 1 =1,...,n
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be the perturbed distribution oflp = {pi}. Since > 1 8i =Y i qi—
Yo pi =0, then s, = — > "] s;, and hence the informational en-
ergies

n—1
I(p) = > p}+pi
i=1

n—1
I(q) = Z(pi +50)° + (Do + 50)°
i=1
n—1 n—1
= Z(pz +50)2 + (pn— ) si)
i=1 i=1
are functions of the n — 1 variables sq, ..., s,_1. The distribution p is

a minimum point for the informational energy if

ol
=0, Vi=1,...,n—1,
8Si $1=...=Sp—1=0
and the Hessian %Isj . is positive definite. We have
¢ 8$1=...=8Sp—1=
oI i,
9s. 2(p; + i) — (pn - Sk) ==
% k=1
ol .
a = 0{:,>p22pn, ZZl,...,TL—l.
Silsi=...=sp-1=0

Hence the uniform distribution is a critical point for the informational
energy. The Hessian is given by the following (n —1) x (n — 1) matrix

4 2 . 2 2 1 1
2 4 . 2 1 2 1
2 2 4 11 2

To compute det D,,, we add all the rows to the first row, we extract
the factor n, and then subtract the first row from all the other rows
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to obtain an upper diagonal determinant with the entries on the main
diagonal equal to 1. We have explicitly

n n ... n 1 1 ... 1
1 2 ... 1 1 2 ... 1
det D,, = det L ) = ndet
1 1 ... 2 11 ... 2
11 ... 1
01 ... 0
= ndet L . =n, Vn > 2.
00 ... 1

Consequently, the Hessian matrix H, is non-degenerate. Moreover,
the Hessian is positive definite. It follows that the uniform distribu-
tion realizes the minimum for the informational energy.

The next properties deal with bounds for the informational energy
functional in the case of continuous distributions p : [a, b] — [0, c0).

Proposition 5.1.3 The informational energy functional, defined on
continuous distributions on [a,b], satisfies the inequality

The minimum of the informational energy functional is reached in
the case of the uniform distribution p(x) =1/(b — a).

Proof: 1f we let ¢ = 1 in the following Cauchy’s integral inequality

/ab Ip(z)q(z)| dx < (/abpz(x) dw>1/2 (/ab q*(x) dx) 1/2,

we find
1= /abp(a:) dx < (/apr(x) dg;> 1/2(() —a)'/?,

which leads to the desired inequality after dividing by (b — a)l/ 2 and
taking the square. The equality is reached when the functions p(z)
and ¢(z) = 1 are proportional, i.e., when p(x) is constant. This cor-
responds to the case of a uniform distribution.
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As an alternate proof, we can apply Jensen integral inequality for

the convex function g(u) = u?:

g<ﬁ/abp(x)dx> < bia/abg(p(x))dazc)

N

1 < ’ 2(z)de <=
—— — x)dx
(b—a)2 — b-—al, b
1 b,
< dr <=
. < /a p(z)dx
1
< I(p).
7, = 1
Again, the equality is reached for a constant function p, which corre-
sponds to the uniform distribution. [ |

Among all distributions defined on [a,b], the uniform distribu-
tion is the one with the smallest informational energy. Hence the
informational energy provides a measure of closeness of an arbitrary
distribution to the uniform one.

We shall compute the informational energy for a few particular
cases.

Example 5.1.4 (Poisson Distribution) Since in the case of the
Poisson distribution the statistical manifold is one-dimensional, the
informational energy depends only on the variable &:

2n
1O =S e =¥ Y g = e ¥ ee),

n>0 n>0

2/2 2n
Io(Z) = Z ((7/10)2

n>0

where

is the modified Bessel function of order 0. We note the informational
energy decreases to zero as £ — oo, and I(§) < I(0) = 1, for any
¢ >0, see Fig. 5.2.

Example 5.1.5 (Normal Distribution) In this case the informa-
tional energy can be computed explicitly

1 _(@=w?
I(p,0) = /Rp(w;u,a)zd:c: 27702/Re = dx
1

= gee VTS

20/
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1.01
0.9
0.8
0.7
0.6
0.5

0.4

Figure 5.2: The graph of x — e *Iy(z)

The function I(p,o) does not depend on the mean p, and it is a
decreasing function of o.

Example 5.1.6 (Exponential Distribution) This is another case
when the informational energy can be worked out explicitly

19 = [ rleota= [T,

which is increasing in terms of &.
Example 5.1.7 (Gamma Distribution) The model is defined by
the family of distributions

1

pg(x) = pa,ﬁ (‘T) = Bar(a) xa—le—w/ﬁ7

with parameters ¢ = (£1,£2) = (a, B) € (0,00) x (0,00) and sample
space X = (0,00). Assuming « > 1/2, with the substitution a =
2a — 1 and b = [3/2, the informational energy becomes

o0 o0 1
I — 2 — - 202 —22/8
&) /0 P, (z)dz /0 FT(a)? x e dx
1 0 1 @
— ar a—1_—%
—B2°‘F(a)2 b (a)/o b“F(a)x e" b dx




5.1. Definitions and Examples 143

1 o)
= W b‘T(a)/O pa,b($) dx
1 6205—1

= B%C(a)? 221 (20 —1)

1 r2a) 1
B220-1 20 —1 T(a)?

The case a < 1/2 is eliminated by the divergence of the improper
integral. Using the Legendre’s duplication formula

2201—1
Nz

the computation can be continued as

I'(20) = T()T (v + 1/2), (5.1.5)

€ = 1 T(a+1/2) 1 I(a+1/2)
- BRa-1)ym  T(a)  Ba—1) T(1/2)T(a)
1 1
" B(2a—1)B(a,1/2)’
where

1
B(z,y) = / "1 — )y tat
0
is the beta function, and we used that I'(1/2) = /7. Hence

1

I(o, B) = B(20 —1)B(a, 1/2)

Example 5.1.8 (Beta Distribution) The density of a beta distri-
bution on the sample space X = [0,1] is

1

a—1 1— b—1
B(CL, b) T ( x) )

pa,b(gj) =

with a,b > 0. Let « = 2a —1 > 0 and 8 = 2b — 1 > 0. Then the
informational energy is

1

1 1
I(a, b) = /0 pib(iﬂ) dr = m/o 332a_1(1—;1;)2b—2 di
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Using the expression of beta function in terms of gamma functions
and the Legendre’s duplication formula (5.1.5), the energy can be
also written as

1 ['(2a)T(26)  T'(a+ b)?
(2a —1)(2b —1) T(2a+2b—2) I(a)2L(b)?
(a+b—1/2)(@+b—1) T'(2a)(2b) TI'(a+b)?

I(a,b) =

(a—1/2)(b—1/2) ['(2a+2b) TI'(a)2T(b)?
_ (a+b-1/2)(@a+b—1) T(a+1/2)I'(b+1/2)I'(a +b)
N (a—1/2)(b—1/2) 2yml(a+b+1/2)

Example 5.1.9 (Lognormal Distribution) Consider the distribu-
tion
1 _(nz—p)?
2

pH70($): \/%O'l‘e 20

with sample space X = (0,00) and positive parameters p and o.
Using the substitution y = Inz — p yields

<,
Hno) = [ Ao
1 60 1 (lnzf,u,)2
- 27?0’2/0 :1326 e

2
_ : 1 . /OO e—g—z—y—ﬂdy
70? J_ oo

2
_ 1 T—u

2o

where we used that

—ay? s
e~ +by—+c dy — o e4a+c
R a

Example 5.1.10 (Dirac Distribution) Consider the family of den-
sity functions

[ 1)e, ifxpg—€/2 <z <x0+€/2
pelw) = { 0, otherwise.

Since the Dirac distribution centered at xg can be written as the
limit, see Example 3.2.7

- = li € s )
0(z — xo) 61\1;1(1)90(:17) a<x<b
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1.0}
0.8
0.6
0.4]

0.27

2 4 6 8 10 12 14
Figure 5.3: The distribution with the lower centroid has the smaller

informational energy

then by the Dominated Convergence Theorem

:E0+E/2 1 1
1(6(x — =lim I(p:) =1i —dr=1lim- = .
(6(z — 20)) lim (e) Him M T=m e = oo

Hence the Dirac distribution (x—x¢) has infinite information energy.

5.2 Informational Energy and Constraints

Consider a density function p(z) defined on the interval [a,b]. The
coordinates of the center of mass, G, of the subgraph region

{(z,9);y < p(x),a <z < b}

are given by the well-known formulas

b b
1
e :/ zp(z) dz, yo = 5/ p*(z)dz.

It follows that ¢ = p and yo = 2I(p). Hence the informational
energy measures the height of the center of mass associated with the
subgraph of the density function. On the other side, the energy is
more or less insensitive to the changes of the mean.
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Since the informational energy measures the y-coordinate of the
centroid, it follows that the distribution of a statistical model S =
{p¢} with the smallest informational energy corresponds to the most
“stable” subgraph (here “stable” has a gravitational connotation).
In Fig.5.3 there are represented two densities, p; and ps. Since the
centroid Gy is lower than G, it follows that the energy of po is smaller
than the energy p;.

The next result deals with the case when we consider a constraint
on the mean. If the mean is fixed, we are looking for the distribution
with the subgraph centroid, G, having a fixed z-coordinate and the
lowest possible y-coordinate.

Proposition 5.2.1 Let p € (a,b). Among all probability densities
defined on (a,b) with given mean , there is only one distribution
with the smallest informational energy. This has the form

p(x) = Mz + Ag,

with
12(p— 2t
M= Sll)u——a)?’> (5.2.6)
12@(@ +b) — (a2 — ab+ b2)/3>
Ay = O=0E : (5.2.7)

Proof: Following a constrained optimization problem, we need to
minimize the objective functional

b
310 =5 [ P,

subject to constraints

/ab zp(z)dx = p, /abp(:zz) dr = 1. (5.2.8)

This leads to the following optimization problem with constraints

p— /abpz(:n)dzn _on (/abxp(:n)dzn _ M) — o (/abp(:n)dzn _ 1),

where \; denote the Lagrange multipliers. The associated Lagrangian
is
L(p) = p*(z) — 2\1zp — 2A9p.
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The critical point condition % = 0 provides the linear density

p(x) = )\133 + )\2.
The parameters A1, Ay are determined from the constraints (5.2.8)
and are given by formulas (5.2.6)—(5.2.7). |

5.3 Product of Statistical Models

Let § x U be a product of statistical manifolds, see Example 1.3.9,
and consider f € S x U, with f(z,y) = p(x)q(y), p € S, ¢ € U. Then

Isxu(f) = //X yp2($)q2(y)dardy

= /XPQ(:E)dw /pr(y)dy

= Is(p)Ip(q),

i.e., the informational energy of an element of S x U is the product
of the informational energies of the projections on & and U.

5.4 Omnicescu’s Correlation Coefficient

Given two distributions p, ¢ € S, the correlation coefficient introduced
by Onicescu is

R(p,q) = ;
I(p)I(q)
if the distributions are continuous, and
xr)q(x
R(p.q) = >k P(wr)g( k),
I(p)I(q)

if the distributions are discrete.

Proposition 5.4.1 The correlation coefficient has the following pro-
perties:

(1) R(p,q) = R(q,p);

(13) R(p,q) <1, with identity if p = q.
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Proof:
(1) It follows from the symmetry of the definition relations.

(74) For the continuous case we use the Cauchy’s integral inequality

(/p(z)q(x) d33>2 < /p2(az) dx /qz(x) dz,

while the discrete distributions use the inequality
n 2 n n
(D planat@)) <D p @) Y- ¢,
k=1 k=1 k=1

The identity in both inequalities is reached when the distribu-
tions are proportional, i.e., p(z) = Ag(x). This easily implies
A=1. |

5.5 First and Second Variation

The following result deals with the first variation of the informational
energy on a statistical manifold S={pe=p(x;§)[6=(&1,...,&n)€E}.

Proposition 5.5.1 A point & = (¢',...,€") is a critical point for
the integral function I if and only if

/X p(,€) Bgip(a, €) dx = 0. (5.5.9)
In the discrete case this becomes

Zp(xlm 6) 851‘])(3%, f) =0.
k

Proof: The critical points £ € E for the energy I satisfy the equation
O¢, 1(¢) = 0. Then from

Ogil(§) = O /p2(3:,£) dr = Z/p(aj,ﬁ) Ogip(z,§) dx

we obtain the desired conclusion. [ |

We note that the first variation formula (5.5.9) can be also written
as an expectation

E¢ldsip) =0, Vi=1,...,n. (5.5.10)
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Since {O¢1p, ..., 0enp} is a basis of the tangent space T),S, then any
vector X € T,S can be written as a linear combination

X =da Ogip,  a; €R.
Using (5.5.10) yields
Es [X] = Eg [aiagip] = aiEg [851'])] =0.
We arrive at the following reformulation of the above result:

Proposition 5.5.2 A critical point for the informational energy is
a point & such that

E[X]=0, VX €eT,S.

This means that at critical points of I(§) the expectation vanishes in
all directions.

The Hessian coefficients of the informational energy are given by
Ooel() = e [ ple.&)0n(.€)ds

= 2 [ (90p(e.) 0ep(0.) +p(o.€) )
which in the discrete case takes the following form

i 1(§) =2 <3gjp(fl7k) Oeip(a®) + p(a") agigjp(fﬂk))-
k

In the following we shall apply the first and second variations to
the discrete finite distribution, see Example 5.1.1. The informational
energy is given by formula (5.1.3). We have

o1 _ j i el en—132
GO = W ggl-g - e
= 260 —2(1—¢t— ... —¢h
2087 —€").
ol . o i .
Hence g(ﬁ) = 0 if and only if & = £", for all j = 1,...,n. The
Hessian ccj)efﬁcients are given by
n—1
Ogig, 1(6) = 2) | 0c;(Er)0e; (&k) + &k Ogie; (&)
> %s(&)
n—1

= 2> (Sjubix) = 21,
k=1
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which is positive definite everywhere. Hence

51:"':£n—1:£n:l
n

is a minimum point for the informational energy I(£). We thus
recovered part of Proposition 5.1.2.

5.6 Informational Energy Minimizing Curves

Given two distributions py and p; on a statistical manifold S with
finite dimensional parameter space, we are interested in finding a
smooth curve on S joining the distributions and having the smallest
cumulative informational energy along the curve. More precisely, we
are looking for a curve 7 : [0,1] — S with v(0) = py and (1) = py,
which minimizes the action integral

= e ds = / () 935 (€)) €4 (w)E3 () d

with the square of arc-element ds? = 9ij (€)detdel, where the Fisher—
Riemann metric is denoted by g¢;;(£). There are a couple of examples
where we can describe the curves of minimum information energy
explicitly.

Example 5.6.1 (Exponential Distribution) From Examples
1.6.2 and 5.1.6 the information energy and the Fisher information

metric are )
I(§) = 2 g11(§) = &

The action becomes

§—>/01I(§(u))ds = /116() 5252()
- /\s )| du,

which is half the length of the curve £(u). The minimum is reached
for the linear function {(u) = au + b, with a, b constants.

Example 5.6.2 (Normal Distribution) Partial explicit computa-
tions can be carried out in the case of normal distribution. In this
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case £ = p € R, €2 = ¢ > 0. Since the informational energy is given

by I(p,0) = Yo/

matrix is

see Example 5.1.5, and the Fisher information

1
0
w=(7 3 )
[

the action that needs to be minimized becomes

(w,0) — /202 \/ u) + 262 (u) du
/Omvﬂ2(u)+’)2(u)dua

where we substituted v = ov/2. The minimum informational curves
satisfy the Euler-Lagrange equations with the Lagrangian

S 1l 5=
L(:uﬂ/%V?V):ﬁ N2+V2'

oL L
Since — = 0, there is a constant C such that — = C, or

ou o
Cv2\/f + (2 = fu.

Using this relation, we obtain the following relations

oL _cv
o L
oL 2 ~ ; 24
= - _ = 2 2 —
ov HEt v Cvd’
L L
Hence, the Euler-Lagrange equation —<8—> = 8— becomes
ov ov

U\ 2[
C? <—) - —’; =0.
[ v
In the case C' = 0 we obtain u = constant, which corresponds to
vertical lines.
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S

Figure 5.4: The curve ¥(s) = p,,, on the statistical manifold S

5.7 The Laws of Thermodynamics

This section deals with an informational version of the second and
third law of Thermodynamics.

Thermodynamic Processes. We consider a process that is de-
scribed at each instance of time by a probability distribution. This
state is specific, for instance, to the quantum particles that are char-
acterized by a wave function, which is a probability density. The time
evolution of the state is a curve, called a Thermodynamic process. In
the case of statistical manifolds a Thermodynamic process is a regular
curve on the statistical model S = {p¢; & € E}. This is a differentiable
mapping of an interval (a,b) into S
(a,b) > s — P, €S,

where (a,b) 5 s — £(s) is a smooth curve in the parameters space
E, see Fig. 5.4.

Let v(s) = p,,, be a process. For each s € (a,b), the curve y(s) is a
probability distribution on X. The velocity along 7(s) is

i(s) = pw }:%%S (5.7.11)

We note that

. d d
/X’y(s) dx = /X Epg(s)(x) dx = %/Xp’f(s)(x) dr=0. (5.7.12)

The parameter s can be regarded as time, flowing from lower to
larger values. Let Pe, € S be fixed, and consider a curve - starting

at p, , e, () = pys V(0) =Dy = Dy, -
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The Second Law of Thermodynamics. Let H(p, ) be the en-
tropy at p, . The second law of Thermodynamics states that the en-
tropy of an isolated system tends to increase over time. In our case,
the entropy tends to increase along the curve -y if

H(p, ) < H(p.,)
for s > 0. This means the derivative to the right is positive

lim H(pg(s)) - H(pgo)

> 0.
s\0 s—0

This condition can be stated in a couple of ways.

Proposition 5.7.1 The entropy increases along the curve v(s) =
Pes) if either one of the following conditions is satisfied:

(4) Jx ¥(s)(@) Iny(s)(z) dz < 0.

(i) Dy, (v$)(s+€) = [y (v(s+e€) —(s)) Iny(s +e)(z) da,
for € > 0 sufficiently small, where D, stands for the Kullback—
Leibler relative entropy.

Proof:
(1) Differentiating in the formula of entropy, and using (5.7.12), we
have
d d
0< @H(ps@) = s ng(s)(x) lnpg, (z) dz

= — [ @) de,
which leads to the desired inequality.

(77) We have the following sequence of equivalences:

H(p§<s)) < H(pﬁ(ers))

= /pas) np,, = /ps<s+e> np...
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4 ) 0 2 4

Figure 5.5: The change in the shape of the probability density of a
normal distribution as the entropy increases

= Diey (PeioIPerey) 2 /(pé(sm _ps<s>>lnps(s+e)

= Dy, (Vs +e) > /X (7(5 + €) = 2(s))

Invy(s+ €)(x) dx.
|

Example 5.7.1 (The Normal Distribution) The entropy of a
normal distribution increases over time as the standard deviation o
increases, see Fig. 5.5. When the times gets large, then o — oo, and
hence, the probability density tends to zero.

Example 5.7.2 (The Exponential Distribution) The entropy
of an exponential distribution, 1 — In&, tends to infinity as £ \, 0,
i.e., when the mean % — 00. In this case the density function tends
to zero, see Fig. 5.6.

The Third Law of Thermodynamics. This law says that the
entropy and the kinetic energy of an isolated Thermodynamical sys-
tem have opposite variations. More precisely, this means that if the
entropy of a system increases during a Thermodynamic process, then
its kinetic energy tends to decrease during the same process. Here the
role of kinetic energy is played by the informational energy.
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0.8

0.6

04}

02 \

0 1 2 3 4 5 6

Figure 5.6: The shape of the probability density of an exponential
distribution as the entropy increases

The opposite variations of the entropy and informational energy
along the curve v(s) = D¢,y can be written in our case as

<H (Pe(ere) —H (pg(s))) (I (Peose) — 1 (pg(s))) <0,

for € > 0. The instantaneous relation

d d
EH(pg(s)) : E‘[(pg(s)) < O (5713)

can be written as

d d
/Epﬂs) (z) Inp,, (x)dx - /%pg(s)(x)pg(s)(x) dx > 0. (5.7.14)

Definition 5.7.2 A statistical manifold S = {p,;{ € E} satisfies the
third law of Thermodynamics if the inequality (5.7.14) is satisfied for
all curves on the model.

Next we shall encounter a few examples of statistical manifolds
that satisfy the third law of Thermodynamics.

Example 5.7.3 (Exponential Distribution) In this case the sta-
tistical manifold S = {p.;& € E} is given by p, = £e™8, E = (0, 00),
and X = (0,00). Using Examples 3.2.3 and 5.1.6 we have



156 Chapter 5. Informational Energy

d d d d &(s (s)”
EH(P&S)) ' El(psm) = E(l B 1n§(s))£¥ B _gé(l) <0

which is the condition (5.7.13).

Example 5.7.4 (Normal Distribution) The statistical manifold

_ (=)
is parametrized by p, = \/21706 207 , with € = (u,0) € R x (0, 00).
Using Examples 3.2.1 and 5.1.5, we have

d d d
EH(pg(s)) . %I(pé(ﬁ):E In (o(s)V2me) =— 2 <0,

which recovers condition (5.7.13).

The previous two examples show that any process curve 7(s) satisfies
the third law of Thermodynamics. In general, on an arbitrary sta-
tistical manifold, there might be some processes for which this does
not hold. The processes for which the third law of Thermodynamics
holds are some distinguished curves on the statistical model, corre-
sponding to some natural evolution processes. It is interesting to note
that in the case of exponential and normal distributions, any curve
is natural.

5.8 Uncertainty Relations

In Quantum Mechanics there is a tradeoff between the accuracy of
measuring the position and the velocity of a particle. This section
deals with a similar tradeoff between the entropy and the informa-
tional energy of a system. This will be shown by considering lower
bounds for the sum between the aforementioned measures.

Lemma 5.8.1 For any number p > 0 we have
1+Inp <p,
with equality if and only if p = 1.

Proof: Let f(p) =1+ Inp —p. Then f(0+) = —o0, f(oc0) = —o0,
and f(1) = 0. Since f'(p) = %, then f is increasing on (0, 1) and
decreasing on (1,00). Then p = 1 is a maximum point and hence
f(p) < f(1) =0, for all p > 0, which is equivalent with the desired

inequality. [ |
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2

1.5+

0.5

Figure 5.7: The inequality plnp < p?> — p for p > 0

Theorem 5.8.2 Let p be a discrete or continuous distribution. Then
H(p)+I(p) > 1. (5.8.15)

Proof: We shall do the proof in the following three distinct cases:

The discrete case: Let X = {z!,..., 2"}, with n finite or infinite, and
p; = P(z'). From Lemma 5.8.1 we have 1 + Inp; < p;, and hence
pilnp; < p? — p;, for i =1,...,n. Summing over i yields
n n n
—H(P):Zpilnpi < ZP?—ZM
i=1 i=1 i=1

which leads to (5.8.15).

The continuous case: From Lemma 5.8.1, we have 1+ Inp(z) < p(x),
for any € X. Then p(x)Inp(z) < p*(z) — p(z), see Fig. 5.7.
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Integrating yields

1) = [ )@y < [ = [ @)
which yields relation (5.8.15). |

Corollary 5.8.3 In the case of a discrete distribution, the entropy
is always non-negative.

Proof: Let p be a discrete probability distribution. From Proposi-
tion 5.1.2 we have I(p) < 1. Using (5.8.15), we get

H(p) >1—1(p) >0.
|

The next consequence states that the entropy is positive if the
informational energy is small.

Corollary 5.8.4 If p is a continuous distribution with an informa-
tional energy I(p) € (0,1), then H(p) > 0.

Next we shall verify relation (5.8.15) in two particular cases.
Example 5.8.1 Consider the case of the exponential distribution
p(z,&) = €e7 with z € X = (0,00) and £ € E = (0,00). By
Examples 3.2.3 and 5.1.6, the entropy and the informational energy
are, respectively, given by

H=1-1Ink¢ Izg.

1 1
Making use of the well-known inequality o < — for x > 0, and
x e
using e > 2, yields
r
Inz < —< —=.
e 2
This implies
H+Izl—ln§+§21.

Example 5.8.2 Consider the case of the normal distribution with
mean p and variance 0. From Examples 3.2.1 and 5.1.5 the entropy
and the informational energy are

1

H = 111(0'\/ 271'6), I = m
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Denoting by u = , we have

1
20T

In (%\@) +u

1. e 1 e
= —1 —In->14+-In->1
U nu+2n2> +2n2>,

H+1

since e >2and v > 1+ Inwu for u > 0.

The next concept is an analog of the kinetic energy. Define the
adjusted informational energy of a distribution by

1 1

T) = 3100) = /X P () da.

The next result shows that the sum between the entropy and the
adjusted informational energy has a positive lower bound.

Proposition 5.8.5 For any distribution p, we find
Hp)+J(p)>1—In2.

Proof: Using that the function f(u) =

%u — Inu has a minimum
at v = 2 and the minimum value is f(2) =

1 —In2, we have the

estimation
HE)+J0) = ~ [po)np@)do+ ;[ 9o
— [ s (Gp@) - np(a) do

> (1—1n2)/p(a:)dx:1—ln2.

Theorem 5.8.6 In the case of a discrete distribution, we have
e~ HP1pn) < I(p1,. .. pn)-

Proof: 1If in the Jensen’s inequality, with f convex,

f(Zpi$i) <> pif (),
i=1 i=1
we let f(u) = e*, x; = Inp;, then we have

et = e¥pilnpi o Zpiexi = Zplz =1.
i i
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Remark 5.8.7 Theorem 5.8.2 provides a lower bound for the en-
tropy in terms of informational energy as

H(py,...,pn) >1—1(p1,...,pn) > 0.

However, Theorem 5.8.6 provides the better lower bound

H(p1,...,pn) > —InI(p1,...,pn) >1—I(p1,...,pn) > 0.

5.9 A Functional Extremum

We end this chapter with a result regarding the minimum of an inte-
gral action depending on a probability density. The next result gen-
eralizes several inequalities regarding the entropy and informational
energy.

Proposition 5.9.1 Let F be a smooth convex function (F"” > 0) on
the interval [a,b]. Then the functional

b
pr—>/ F(p(:n)) dz

has a minimum that is reached only when p is the uniform distribution

on [a,b], and this minimum is equal to (b — a)F(m).

Proof: Since F' is convex, Jensen’s integral inequality can be writ-

ten as
P [ ) < o [ Ppw)an,

b
which after using that / p(z)dx = 1 becomes

a

) < /abF(p(:E)) dz.

The expression in the left side does not depend on the distribution
p(x). Since the Jensen inequality becomes identity only in the case
when p(x) = constant, it follows that the right side of the aforemen-
tioned inequality reaches its minimum for the uniform distribution
on [a,b].

(b—a)F(b !

—a
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Variant of proof: We can also show the above result by using the
method of Lagrange multipliers. Adding the constraint ffp(x) dr —
1 = 0, the variational problem will apply now to the functional

pl—>/abF(l‘,p(:E)) d:l?—)\(/abp(l‘)diﬂ—l) :/abﬁ(p(x)) dz,

where A is a Lagrange multiplier and

L(p(x)) = F(p(x)) - A(p@) - bi )

a

is the Lagrangian. In order to find the critical points of the aforemen-
tioned functional, we consider a smooth variation p. of the function
p, with py = p. Differentiating with respect to € and equating to 0,
yields

d [? b AL dp.
0 = a/a L(p(z)) dx o~ ). dpde () dx -
b
d
— [ @it i

dp. )
for any variation n(z) = p dix) N Hence p satisfies the Euler—
Lagrange equation -

e

b =0

b)) =0,
which becomes

F'(p) = \.

Since G(u) = F'(u) is increasing, the equation G(p) = X has the
unique solution p(x) = G~(\), which is a constant. Using the con-

1
straint / p(z)dx = 1, it follows that p(x) = o which is the

uniform’ distribution. The minimality follows from the sign of the
second derivative,

2 b b
5 | ewoeyde= [T >0
[ |

Corollary 5.9.2 The informational energy functional, on smooth
distributions over |a,b], satisfies

1
<I
g =10

with the equality reached for the uniform distribution.
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Proof: Choose F(u) = u? and apply Proposition 5.9.1. |

Corollary 5.9.3 The entropy of a smooth distribution on [a,b] sa-
tisfies
H(p) <In(b—a),

with the identity reached for the uniform distribution.

Proof: Choose F(u) = ulnu. Since F”(u) = 1/u > 0 on (0,00), the
function F' is convex. Applying Proposition 5.9.1, we have

(b—a)F(b1 ) < /abp(x)lnp(a:)dx<:>

—a
I < —H(p)
n _
b—a — P,
which is equivalent with the desired inequality. [ |

5.10 Problems

5.1. Show that the informational energy is convex, i.e., for any two
densities p,q : X — R we have

I(ap + Bq) < al(p) + BI(q),
Va, B € [0,1], with a + 5 = 1.

5.2. Find the Onicescu correlation coefficient R(pg, pg), where pe(x)
=¢e 5 and py(x) = 0%, 2 >0, £,0 > 0 are two exponential
distributions.

5.3. Consider two discrete distributions p, ¢ : {z1,z2} — [0, 1], with
p(‘rl) = p($2) = 1/27 Q(‘Tl) = 517 and Q(‘TZ) = 627 with 51 +
€2 =1, & > 0. Show that the Onicescu correlation coefficient

. B 1 '
BRE9) = e e

5.4. Show that the density

@ {%5 if0<z<1
p(x) =

2
0, otherwise.

is discontinuous and has an infinite informational energy.
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5.5.

5.6.

5.7.

5.8.

Show that the following infinite mixture of Gaussians
6 o= 1 (z — k)2kS
2 Z k2 —>
k=1

2
. . . . . Gk .
is a continuous density satisfying p(k) > Tamn?

k3

ea:p( —

Construct two distributions such that:

(a) they have the same entropy and distinct informational en-
ergies.

(b) they have the same informational energy and distinct en-
tropies.

Can you find two distinct distributions with the same entropy
and informational energy?

Show the following inequality between the cross entropy, S(p, q),
of two densities and their informational energies

Sp,q) >1— I(P)1/2I(q)1/2_



Chapter 6

Maximum Entropy
Distributions

This chapter is dedicated to the study of entropy maximization under
moment constraints. We present results of entropy maximization under
constraints of mean, variance, or any N moments. The solution of
these variational problems belongs to the exponential family. How-
ever, explicit solutions exist only in a few particular cases. A dis-
tinguished role is played by the study of the Maxwell-Boltzmann
distribution.

6.1 Moment Constraints

Sometimes just looking at data we can infer the underlying distri-
bution. This may occur in simple distributions cases, like normal,
exponential, lognormal, etc. However, if the underlying distribution
is complicated, we cannot guess it, especially if it is not one of the
usual distributions. In this case we need to approximate the distribu-
tion by one of the well-known distributions, which matches well the
data and is the most unbiased. This problem can be formalized as in
the following:

Given the data x*, 22, ...,z , which is the most natural distribution

that fits the data?

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 165
DOI 10.1007/978-3-319-07779-6_6,
© Springer International Publishing Switzerland 2014
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If M1, Mo, ..., My are the estimations of the first £ moments from
data, we shall consider the distribution that matches the first k
moments to the data

mp = mi, Mz =Ma,..., Mg =Ny,

and has a maximum ignorance for the rest of the moments. We shall
assume that the maximum ignorance distribution is the one with
the maximum entropy. The problem will be treated under its both
existence and uniqueness aspects, which usually depend on the sample
space structure.

We shall start the study with the general case of matching N
moments. The sample space X is considered to be either a finite or
an infinite interval.

6.2 Matching the First N Moments

This section deals with the general problem of finding the density
p of maximum entropy subject to the first N moment constraints.
Given the numbers mq,ms,...,my, we are interested in finding the
distribution p that maximizes the following entropy functional with
Lagrange multipliers

J(p):—/X () Inp(z dx+Z)\ (/a:jp )dx—mj),

where we choose for convenience mg = 1. Taking the functional
derivative with respect to p(x) and equating to zero yields

—Inp(x —1—1—2)\ ) = 0.

This implies that the maximum entropy distribution belongs to the
following exponential family

_ 2 N 2 N
p(f]}) —e 14+ o+A1z+Aox +...+)\Nx — Ce)\lw-i-)\g.’ﬂ +...+)\Nx , (621)

with the normalization constant given by C = e '720 and Lagrange

multipliers )\; determined from the moment constraints. However,
solving the constraint system for A; is a non-trivial job for N > 2.
The explicit computation of the Lagrange multipliers in the cases
N =0,1,2 will be covered in the next sections.
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Even if the uniqueness is a complicated problem for general IV,
the existence can be always proved for any number of constraints. We
shall deal with this problem in the following.

It suffices to show that among all distributions ¢(z) that satisfy
the moment constraints

/:qu(x)da::mj, j=0,1,..., N,
X

with mg = 1, the maximum entropy is realized for the distribu-
tion p(x) given by (6.2.1). The following computation uses the non-
negativity and non-degeneracy of the Kullback—Leibler relative en-
tropy, see Proposition 4.1.2, part (i)

Dxr(qllp) >0

with Dgr(¢q||lp) = 0 if and only if ¢ = p. Then we have

q q
H(q) = —/qlnq:—/qln(—p>=—/qln——/qlnp
X X p X p X

= —DKL(Q||p)_/qlnp§ —/qunp

= —/q(x)(—l+>\0+/\1$+-..—|—)\NxN)d:p
X

= —(=1+Xo+Aimi+...+Axvmpy)

= _/p(x)(_l+)\0+)\1$+...+ANxN)da:
X

= —/Xplnsz(p)-

Therefore, for any density ¢ satisfying the moment constraints, we
have H(q) < H(p), with equality when ¢ = p. Hence the density p
achieves the maximum entropy. This does not exclude the existence
of another maximum entropy distribution, different than p(z).

The fact that the maximizing entropy distribution is unique will
be proved in the next sections for the particular case N < 2. This
will be done by showing the uniqueness of the Lagrange multipliers
Aj satisfying the given constraints.
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6.3 Case N = 0: Constraint-Free Distribution

Consider a random variable for which we have absolutely no informa-
tion on its probability distribution. Then the best one can do in this
case is to consider the underlying distribution to be the uniform dis-
tribution. The reason for this choice is that this distribution achieves
the maximum entropy. The result in this case is given in the following:

Proposition 6.3.1 Among all distributions defined on the finite in-
terval (a,b), the one with the largest entropy is the uniform distribu-
tion.

Proof: Since in this case there is only one constraint

b
/ p(x) dr = mo(= 1), (6.3.2)

formula (6.2.1) becomes
p(z) = eT1tho = ¢

constant. Using (6.3.2) yields the unique value of the Lagrange multi-
plier A\g = 1 —1In(b—a). Hence, the uniform distribution is the unique
distribution with maximum entropy. [ |

We note that this result was proved in a different way in Chap. 4.

6.4 Case N = 1: Matching the Mean

Consider some data z!',22,..., 2", which take values in the finite

interval (a,b). One can estimate the data mean by

_:131—1—3:2+...—|—3:N
= ~ ,

m1

and look for a continuous probability distribution p : (a,b) — [0, +00)
with mean

b
L :/ ap(x) dz (6.4.3)
such that
(1) pu=mai;

(2) the probability distribution p has the maximum entropy subject
to the constraint (1).
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In order to solve the problem we set up a variational problem with
constraints like in Sect. 6.2. The maximum entropy density function
given by (6.2.1) can be written in the simple form

p(x) = eMatrol, (6.4.4)

The constants A1 and Ao can be determined from the condition
constraints

b b
/ xp(x) de = my el / 2eMT dr = my
a a
= =

b b
/ p(x)de =1 e’\o_l/ eMTdy =1
a a

N1 be)\lb _ ae)qa eb)\l _ ea)q
e X BEDY; -
1 1

A1b Ala
_1€ — e
e)\O 1— g 1

A1
Dividing the equations, we eliminate Ag,

berb — gerre 1
b ey,

Dividing by e*?, after some algebraic manipulations we obtain the

following equation satisfied by Ay

b—a 1
a + m =ma + )\—1 (645)
We shall prove that the Eq. (6.4.5) has a unique solution \;. First,
consider the functions

b—a
1 — ela—b)x

g(z) = m1—|—%, (6.4.7)

flx) = a+ (6.4.6)

and study the solutions of the equation f(x) = g(x).
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Lemma 6.4.1 The equation f(x) = g(z) has a unique solution z*.

a+b

(a) If my > , the solution is x* > 0;

b
(b) If my < %, the solution is x* < 0;

b
(c) If my = %, the solution is =* = 0.

Proof: The asymptotic behavior of f(x) as x — 0 is given by

f) = 2+ - aPat 06
— g(z) + (“;rb —ml) n 1—12(b— a)2z + O(z2).

a+b
(a) It my > %, by continuity reasons, there is an ¢ > 0 such
that

(5 m)

Hence f(x) < g(x) for 0 <z <.

b—a)’z + O(2?) <0, VO<z<e.

On the other side, since li_)rn flz) =0b> li_}rn g(x) = my, we
have f(x) > g(x), for x large. Since f(x) and g(z) are contin-

uous, by the Intermediate Value Theorem, there is an z* > 0
such that f(z*) = g(z™).

b
(b) tmy < %, in a similar way, there is an € > 0 such that

atb

1 2 2
5 —m1>+ﬁ(b—a) z+0(z%)>0, V —e<z<0.

f(@)-g(@)=(

Hence f(x) > g(z) for —e <z < 0.
Since li)r_n flz) =a< li)r_n g(x) = my, there is an z* < 0
for which f(z*) = g(z*).

c) fmy = a_—kb’ then
2

and hence f(0) = ¢(0). n
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We conclude with the following existence and uniqueness result:

Theorem 6.4.2 Given m; € (a,b), there is only one probability dis-
tribution p on [a, b] with mazimum entropy and having the mean equal
to my.

If my # “TH’, then the distribution is an exponential distribution;

If my = “TH’, then the distribution is an uniform distribution.

Proof: The proof follows from the fact that there are unique solutions
A1, Ag satisfying the constraints. The first of the Lagrange multipliers
is Ay = x*, where x* is the unique solution of the equation f(z) =
g(z). The other multiplier, Ag, depends on A; in the unique way

Ao—1 — )\1 .
eMb _ ohia

The resulting probability density p is given by expression (6.4.4)

p(x) — e)q:c—i-)\o—l.
In the case \; =0 (i.e., for m; = “T“’), the distribution becomes the
uniform distribution p(z) = %2.

Using that p'(z) = Ap(z), the following can be inferred about
the shape of the distribution:

(a) if mp < “T+b, then z* = A; > 0 and hence p(z) is increasing,
and skewed to the left.

(b) if m; > “TH’, then z* = A\; < 0 and hence p(x) is decreasing,

and skewed to the right.

(c) if my = “T+b, then x* = A\; = 0 and hence p(z) is the uniform
atb n

distribution, p(x) = %4

All probability distributions with the same mean on a statistical

manifold form a Boltzman—Gibbs submanifold, see Sect. 3.10. The

previous result states the existence and uniqueness of the maximum

entropy distribution on a Boltzman—Gibbs submanifold, where the
state space is the compact interval [a, b].

However, solving for Ay and Ag in a direct way is in general diffi-
cult, and not always possible. We shall end this section by providing
a non-constructive variant of proof for Theorem 6.4.2, which is based
on the Inverse Function Theorem. Setting
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b b
Fl(/\o,)\l) :/ :Eehxe)\o—l dl’, F2(>\0’/\1) :/ e)\lme)\o—l dl’,

a

we need to show that the system of constraints
Fi(Xo, A1) = ma, Fy(Ao, M) =1
has a unique solution (A, \1). Since

OF b
8_/\1 = / 22p(x) dx = mo,

OF;

8_/\(1) = Fi(M, Ao) = ma,
O, b

N /aa;p(x)da;—ml,
OFy

— = F(A, M) =1
8)\0 ( 1 0) )

then we can evaluate the determinant of partial derivatives as in the
following

ory, 0OF
0A1 O\ m2 my
A= = =mg — (m1)° = Var(p) > 0,
o, 0 my 1
O\ O

Applying the Inverse Function Theorem, the aforementioned system
of constraints has a unique solution for any value of m. Hence, there
are unique smooth functions Gy and Gy defined on the interval (a, b)
such that \y = G1(mq) and \g = Go(mz).

It is worth noting that A = 0 if and only if the variance of p
vanishes. This occurs when p is a Dirac distribution on (a,b), see
Example 3.2.7.

In the following we treat the case when a = 0 and b = oco.

Theorem 6.4.3 Among all distributions on (0,00), with given pos-
itive mean W, the one with the largest entropy is the exponential dis-

x

tribution p(x) = —e ».
i
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Proof: The functional with constraints which needs to be maximized
in this case is

J(p) = —/Ooop(:n)lnp(x)d$+Al[/oooxp(:n)dx—,u

+A0[/000p(:n)dx—1},

where A1, \g are Lagrange multipliers. The maximum entropy density
given by (6.2.1) in this case takes the form

p(z) = CeM?, C=eh !

with the constants C' and A\; to be determined from the constraints
o0 o0
/ p(x)dr =1, / xp(x)dx = p.
0 0

1 1
We obtain C' = —, A\ = —— and hence the distribution p(z) becomes

n

the exponential distribution. The maximum value of the entropy is
reached for the aforementioned distribution and it is equal to 1+41n p,
see Example 3.2.3. [ |

6.5 N = 2: Matching Mean and Variance

Sometimes we need to match the first two moments of a distribution
to a sample data and express maximum of ignorance for the higher
moments. Consider the data z',22,..., 2" that take values in the
interval (a, b). The estimators for the mean and variance are given by

R x1+:1:2+...—|—xN
M = N
LN
~2 i_ 2
6° = N_lz;(:n my)~.
]:

We are interested in the probability distribution p : (a,b) — [0, +00)
of maximum entropy that has the mean and variance equal to the
mean and variance of the previous sample, i.e.,

p=p, — o’=a2 (6.5.8)

This problem is equivalent with the one of finding the probability
density p(x) of maximum entropy which has prescribed values for the
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first two moments, my and mo, as described in Sect. 6.2. The maxi-
mum entropy density, which is given by (6.2.1), in this case becomes

p(x) = el thatho=1, a<x<b. (6.5.9)

The constants Ay, A1, and Ay are the solutions of the following system
of constraints

/b6A2m2+)‘1w+>‘0_1d$ =1 (6.5.10)
a

b 2
/a:e)‘” thetrolge — oy (6.5.11)
a

b 2
/:E2e)‘2x thrtdo—l gy = . (6.5.12)
a

We shall treat the problem in the following two distinct cases: (i)
(a,b) = (—00,400) and (ii) (a,b) finite.
The Case a = —o00, b = +©

In this case the integrals on the left side of the system (6.5.10)—
(6.5.12) can be computed explicitly. The computation uses the follo-
wing well-known evaluation of improper integrals

00 2
/ —ast4Br g T2 (6.5.13)
00 2
/ xe—axz—i-ﬁm der = z <2£> e%x (6514)
Vo \2a

—00

oo [ 2 52
/;OO $2€—ax2+650 d$ — 7T o < + ga)e4a (6515)

where o > 0. We note that if o < 0, the integrals diverge.

Substituting Ay = —a and Ay = § we obtain

& 2 . A
/ e}\z.’E +A1z+Mo—1 dx — CTAZCAO_I
oo )
[e'e} AZ
/ xe}\zm2+)\1x+)\0—l dflf _ 7; < ;1)\ )GT%QG)\()—I
—00 V TA2 NT a2
[e%S) 2 >\2
/ $26)\2(E2+)\1w+)\0—1 dflf — 4 < 1 ) <1 )\ >€ 4A2 e}\o—l
)
. V a2, g
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where we supposed Ao < 0. Then the system of constraints (6.5.10)—
(6.5.12) becomes

—Jo 2
1 = 2Dz el (6.5.16)
s
A —Xg 2
—j = m 215 1o (6.5.17)
9 T
1 A Ao M
—@@—2—)\2) = mgy[RePacl N (6.5.18)

Dividing (6.5.16) and (6.5.17) yields the following relationship be-
tween multipliers
)\1 = —2)\2777,1. (6519)

Dividing (6.5.18) to (6.5.17), we obtain

AL oy

1— M my)
2X2

and using (6.5.19) yields the following equation in A\;

2
)\1m1 _my

1+mi N mo’
with the solution
mi

A= ——. (6.5.20)
mo — MM

Substituting back in (6.5.19), and assuming my # 0, we find
Ay = -1 (6.5.21)
2_2(m2—m%)' e
We note that the denominator of the previous expression, being a
variance, is always positive, and hence Ay < 0.
The multiplier Ag can be found from (6.5.16). Substituting the
values of Ay and A; yields

A2 1 T
N = L 41=-In({—ov
0 D, g (_AQ)
2
_ —my _ _1 2
= ) 1 5 In (27T(m2 m1)>

We shall treat next the case m; = 0. Then (6.5.19) implies \; = 0 and

the other multipliers are given by Ay = —ﬁ and \g = 1— % In(7ms).
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We note that ms # 0, because otherwise the variance vanishes, which
is an excluded case.

Since the values of the multipliers are unique, then the exponential
distribution (6.5.9) is also unique. The following result shows that this
is actually a normal distribution.

Theorem 6.5.1 Among all distributions on R, with given mean u

and variance o2, the one with the largest entropy is the normal dis-
1 _(@=w?

= (& 202
oV 2w

tribution p(x)

Proof: 1t suffices to minimize the following action with constraints

P o—> /_OO /J(p(a:),x) dx

= - /_OO p(z) Inp(x)dr — ’y[/_oo(a; — u)?p(z) dx — 02]

(e.o]

—ﬁ[/w xp(g;)dx—u} +a[/_

—00

p(z)dr — 1] ,

o

with the Lagrange multipliers «, 3,. Collecting the Lagrangian, we
get

L=—plnp—y(x—p?’p—Ba—pp+ap+y’ —a.

oL
The Euler-Lagrange equation — = 0 can be written as

Op
p=—y@—p?—B—p)+e, c=a—1,
and hence the distribution takes the form
p(x) =€ e V@1 =Bla—p), (6.5.22)

The constants ¢, 3,7 will be determined from the constraints

[rwa=t [ aww=n [ @pee=o
(6.5.23)
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The following integral formulas will be useful in the next computa-
tion. They are obtained from (6.5.13) and (6.5.15) substituting 5 = 0:

/ e W dy = T (6.5.24)
oo a
o0 b b2
_ay2+by _ E v 4a
/_Oo ye dy \/;(4a) (6.5.25)
R P L 6.5.26
/_ooy e Y 0" (6.5.26)

Using the second constraint of (6.5.23), formula (6.5.25), and the
expression (6.5.22) yields

o0 o0

0 = / :vp(w)dfv—MZ/ (z — pp(x) dz

—00 —00

— e /oo (z — p) o~ V(@=p)?=Bx—p) 1.

—00

82
— ¢ /Oo ye VB gy = ¢, | T (__ﬁ> o
— Y\2y

so = 0 and substituting in (6.5.22) we get
p(x) = eCe @1 (6.5.27)

Then using the first constraint of (6.5.23), formula (6.5.24), and
(6.5.27), we have

1 = / p(x)dr = 66/6_7(”6—“)2 dx

—0o0
= ec/oo e’ dy = €°, /z,
—00 Y
SO
e =,/ 2. (6.5.28)
Y

The third constraint of (6.5.23), formulas (6.5.26), and (6.5.28) yield

o o
o2 = / (z — p)*p(z)dz = ec/ (x — ,u)2e_7(x_“)2 dx
—0 —o0
E /OO y2e—w2 dy = e° Tl — i7
—c0 Y2y 2y
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and hence

_ ! (6.5.29)
7= 5 5.

Substituting in (6.5.28), we find

1
e = . 6.5.30
oV2m ( )
Using the values of the constants provided by (6.5.29) and (6.5.30),
the expression (6.5.27) becomes

1 _(a—pw)?
p([]j) = e 202 s
oV 2m

which is the normal distribution. The maximum value of the entropy
in this case is In(ov/2me), see Example 3.2.1. |

The Case a < 0o, b < >

In this case the integrals on the left side of system (6.5.10)—(6.5.12)
cannot be computed in terms of elementary functions, and hence ex-
plicit formulas for the multipliers A; in terms of the momenta m;
are not available. In this case we shall approach the existence and
uniqueness of the solutions of system (6.5.10)—(6.5.12) from a quali-
tative point of view. Setting

b
Fl()\(],)\l,)\z) — / e)\2x2+)\1x+)\0_1 d$

a

b

a

b
2 _
F3()‘07 )‘17 )‘2) = / x2e)\2x +hzt+do—l d.’L',

a

the system (6.5.10)—(6.5.12) becomes

Fi(Ao, M\, N2) = 1 (6.5.31)
Fg()\(),)\l,)\g) = ma (6532)
Fg()\(),)\l,)\g) = ma. (6533)

gf\;) # 0. Then,

by the Inverse Function Theorem, the aforementioned system of con-
straints has a unique solution for any values of m; and mso, i.e., there

Assume the nonvanishing condition A = det <
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are unique smooth functions Gy, G1 and G4 defined on the interval
(a,b) such that \; = G;(m1,m2), j € {0,1,2}.

Now we go back to the nonvanishing condition. A computation
shows that

A= m3 Mo My = m% + m%m4 + m% — (m2m4 + 2m1m2m3)

m4ga M3z My
_ 3 2 2_9
= m5+m3—myo” — 2mipmoms,

b
where my, = / xkp(x) dz is the k-th moment and 02 = my — m7? is

the variance. The condition A # 0 is equivalent to
m%’ + m% # myo? + 2mimoms. (6.5.34)

Relation (6.5.34) is a necessary condition for the existence and unique-
ness of the distribution with maximum entropy on the sample space

(a,b).

6.6 The Maxwell-Boltzmann Distribution

This section deals with a distribution describing the equilibrium state
in statistical mechanics, see Rao [71]. Consider the n-dimensional
phase space described by the coordinate system z!,. .., z". Consider
the particles density function p(z!,...,2") as the limit ratio of num-
ber of particles in a small volume Av around the point (z!,...,z")
to Aw.

Assume that the particle with coordinates (x!,...,2") has the
potential energy V(z!,...,2"). One restriction, which is imposed on
the particle system, is that the average potential energy per particle
to be constant, i.e.,

/ V(@)p(z) do = k, (6.6.35)
X

where we consider dx = dz'...dz", X a subdomain of R®, V : X —
R4 a smooth function, and k& > 0 a positive constant.

The particle system is said to be in equilibrium if, given the kine-
matic constraint (6.6.35), the distribution of particles is as close as
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possible to the uniform distribution. One way of approaching this
problem is to look for the distribution p(x) with the maximum en-
tropy, which satisfies the restriction (6.6.35). The resulting probabil-
ity density is given in the following result.

Theorem 6.6.1 Among all distributions defined on X with a given
expected value k of the potential V, the one with the largest entropy
is the Mazwell-Boltzmann distribution p(z) = ce®V®). The constants
c and B are uniquely determined from the distribution constraints.

Proof: In order to maximize the entropy — / p(z) Inp(x) dz, with
X

dz = dz' ... dz", subject to the constraints

we shall consider the action
p— — / x)Inp(x d:c—l—ﬁ[/ V(I)p(:c)d:c—k}—l—”y[/p(x)dx—l].
X X

The Euler—Lagrange equation for the Lagrangian
L=—-pnp+BV(z)p+p
is Inp = BV (x) + v — 1, with the solution
p(x) = V@), c=e"1

The constants ¢ and [ are determined from the following constraints

-1
/ pr)dr =1 < c= ( /X V@ dm) (6.6.36)

k
/V r)de =k < / )e?V@ g z==. (66.37)

Relation (6.6.36) shows that ¢ depends uniquely on [. Substitut-
ing (6.6.36) into (6.6.37) yields the following equation in 3

/ BV(@) g / V()@ dy — k. (6.6.38)
X X

Consider

CID(ﬁ):/ PV (@) da:/ V(x)ePV @ de,
X X
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which is an increasing function of 3. Since

lim ®(8) = , lim ®(8) = 0,
Sim 2(5) too,  lim ©(5)

the continuity of ®(/3) implies that the equation (6.6.38) has a solu-
tion and this is unique. Hence there is a unique pair (¢, 3) satisfying
the problem constraints. Therefore, the Maxwell-Boltzmann distri-
bution is unique. ]

We shall provide in the following another proof which does not
use the variational principle. The next argument follows Rao [71].
Using the inequality between two density functions

Disell) = | pla) ln% dr >0,

we can write
—/Xp(a:)lnp(a:)dx < —/Xp(x)lnq(x)dx
_ —/Xp(x)(ﬁ‘/(x)-l-/\) da = —(Bk + )

where we choose Ing(x) = BV(x) + A, and we used the constraint
(6.6.35). Then —(ﬁkt + )\) is a fixed upper bound for the entropy
H(p), which is reached for the choice p(z) = eV @)+A = ¢efV(*) The
constant ¢ = ¢ and /3 are determined from the following constraints

= z)dr = cePV @) dy .6.

1 /X (@) d /X d (6.6.39)

k = V(m)p(m)da;:/ eV (2)ePV @ d., (6.6.40)
X X

Let
R = [« Rs) = [ Ve
X X

Then

o OR | |1,
A(Fl,FQ) _ dc 8,8 _ C
Alc, B) OF, OF, k / Vi
dc  0p ¢ Jx

= [ v ([ veneas)]
= %Var(V(x)) # 0.
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By the Inverse Function Theorem, the system (6.6.39)—(6.6.40) has a
unique solution.

Next we shall consider a few particular cases of Maxwell-
Boltzmann distributions.
Example 6.6.1 Let X = [0,00) and V(z) x. In this case we
recover the exponential distribution p(x) = % , see Theorem 6.4.3.

m |

Example 6.6.2 Let X = R and V(x) = z%. In this example k > 0
and 8 < 0. The constraints can be solved in this case as follows

1 = ceﬁw dz —c\/72>0— \/> (6.6.41)
k = /ceﬁxa: dm—c\/;( 25)
R _3\_

1 1
= == (6.6.42)

1
Substituting back into (6.6.41) yields ¢ = “ﬂ’ and we obtain
7r

2

the distribution p(x) = e~ 2% . Hence, the Maxwell-Boltzmann

1
V2rk
distribution associated with the quadratic potential V (z) = 22 is the
normal distribution with mean zero and variance k.

Example 6.6.3 Let X = R? and consider the quadratic potential
V(z1,72) = 22 + 23, and denote a = —f3. Since we have

// e_a(x%+x%)dx1d:n2 S
R2 [0

2 4 2y ,—a@i+ad) 1 d _ T
//R2(331 +a3)e T1dT) 13

substituting in the constraints yields

T 7
—=1 — =k.
‘o ’ “4a’

Solving for o and ¢ we obtain
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Hence the Maxwell-Boltzmann distribution associated with the
quadratic potential V(z) = 22 4+ 22 is the bivariate normal distri-
bution

1 7(x%+x%)

= e 2Vk
2onvk

Example 6.6.4 (Maxwell’s Distribution of Velocities) In this
example the coordinates of velocities of gas particles in three or-
thogonal directions are denoted by x1,x9,x3. The sample space is
X = R3 and the quadratic potential is V (x1, x9, z3) = 23 + 23 + 3.
The Maxwell-Boltzmann distribution is given by

p(z)

— (@i +ai+a3)

p(x) = ce ,

where the constant c¢ is obtained by integration using spherical coor-
dinates

1 = /// e_(m%+m§+x§)dx1d:n2d:p3
C R3

[e'e) 2T I ) [e'e) )
= / / / e P p2s1n¢d¢d9dp:47r/ e P p?dp
o Jo 0 0

R 3 3/2 —3/2

= 271/ e ‘t2 dt:27rf(§):7r —c=7 .
0
Hence, the Maxwell distribution of velocities is given by
p(x) = 732 (@ Hadtag) (6.6.43)

In the following we shall compute the entropy of this probability
density. We start with the integral

J = ///3 e T T3 408) (02 4 02 4 22) day dagdas
»

oo pr2m T [e'¢)
= / / / e_p2p2p2 sin ¢ dop df dp = 471/ e_p2p4 dp
o Jo Jo 0

5 5 31_/1 3
= —ty5—1 = — = —_— — = — 3/2
27?/0 et dt 27TF<2> 27122F<2> 27r .

The entropy of the distribution given by (6.6.43) becomes

Hp) = - /Xp@) lnp(z) dz = ~In(z %) /X p()do + 72

= —In(x %) + ; = g(lnﬂ +1).
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The next result deals with a variational property where the en-
tropy is replaced by the relative entropy.

Proposition 6.6.2 Let p be a given distribution on X. Among all
distributions on X, with given positive mean p, the one with the
smallest Kullback—Leibler relative entropy D, (q||p) is the distribu-
tion given by q(z) = p(x)e~*°, with the constants a,b determined
from the constraints [, q(x)de =1, [, zq(z)dx = p

Proof: Consider the following variational problem with constraints

q»—>/ ln—idm—l—h[/){:nq(m)d:p—u}+)\2[/Xq(:1:)dx—1].

The associated Lagrangian is given by
L(q) =qlng—glnp+ M\zg+ Mg,
and the solution of the Euler-Lagrange equation is

8—L = 0« q=pe T AL
dq

Making the substitutions a = A\, b = Ao +1, we get the desired result.
The uniqueness of the constants a, b follows from an application
of the Inverse Function Theorem for the functions

Fi(a,b) = / p@)e = ds,  Fy(ab) = / D)o d,
& X

and using the nonzero value of their Jacobian

% = </X:17q(x) d:z:>2 — /Xx2q(x) dx = —Var(q) #0.

6.7 Problems

6.1. (a) Prove that among all one-dimensional densities p(z) on R
with the same standard deviation, the one with the maxi-
mum entropy is the Gaussian distribution.
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(b) If p(xq,...,x,) is an n-dimensional density, define the sec-
ond order moments by

Az’j:/-~/mimjp(xl,...,xn)dazl...da;n.
R R

Find the density p(x1,...,z,) with the maximum entropy
and given second order moments A;;.

6.2. Let D = {(u,0); u? + 0? < 1}. Verify if the normal density of
probability

1 _@=w?
e 202 , (w,0) € D

p(z;p,0) =
oV 2T

is an extremal of the functional
1 2 2
I(p() = 5 D(pu + p, — 48zyp) dudo,

with a suitable ¢(u, o) satisfying the constraint

2L 0P~ pu0)

6.3. Determine the densities of probability, localized in [0, 1]?, which
are extremals of the functional

1) =5 [ G2+ ednay

constrained by z;z, — 2z = 0.

6.4. Determine the positive functions g1 (x,y) si g2o(x,y) such that
the density of probability z(z,y) = A ((z —y)® + ") to be
an extremal of the functional

1) =5 [ [ @nee +onte ) dedy,

: 9%z 9%z
constrained by 3-5 — o = 0.
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6.5.

6.6.

6.7.

6.8.

6.9.
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Let Q = [0, 1]?. Find the extremals of the functional

1

Ia() = 5 [ (02 + ) dady,

knowing that u,u, is a density of probability and u(0,0) = 0,
u(1,1) = 1.

Let Q = [0,1]?. Find the extremals of the functional

1

Iu() = 5 [ (0 =) deda,

knowing that u; +u, is a density of probability and «(0,0) = 0,
u(1,1) = 1.

Can you construct a density function for which relation (6.5.34)
does not hold?

The total entropy along the curve ~(t) = Perys t € [0,1], is
defined by

1
m:LH@@:AHmm¢%mmwmmwa

where ds? = g;; (f(t))gl(t)fj(t) is the square arc element.

Show that in the case of the exponential distribution the en-
tropy along a curve depends on its end points only. More pre-
cisely, if consider the curve v(t) = £(t)e M7, ¢ € [0,1], with
£(0) = &, £(1) = &, show that

H,Y:/yH(g)ds: ‘mg—;(@—ln\/@),

which is independent of the curve £(t).

Let p : [a,b] — [0,00) be a probability density and consider
the transformation ¢ : [a,b] — [a,b], p(z) = a + b — x. Denote
p=pog.

(a) Show that p is a probability distribution on [a, b].

(b) Prove that H(p) = H(p).
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(c) Let my, my denote the means of p and p, respectively. Show
that
ml =a+b— mi.

Note the means are symmetric with respect to the median
atb
7

(d) Let V and ‘A{ denote the variances of p and p, respectively.
Prove that V =V.
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Chapter 7

An Introduction
to Manifolds

This chapter contains a brief introduction to the classical theory of
differential geometry. The fundamental notions presented here deal
with differentiable manifolds, tangent space, vector fields, differen-
tiable maps, 1-forms, tensors, linear connections, Riemannian man-
ifolds, and the Levi-Civita connection. The material of this chapter
forms the basis for next chapters.

7.1 The Concept of Manifold

A manifold is a multidimensional geometric object that can be consid-
ered as a space which is locally similar to the Euclidean space. Since
differentiation is a locally defined property, then the differentiation
can be defined on a manifold in a similar way as it is defined on the
Euclidean space. A point on a manifold can be described by several
sets of parameters, which are regarded as local coordinate systems.
The advantage of working on a manifold is that one can con-
sider and study those geometric concepts (functions, invariants, vec-
tor fields, tensor fields, connections, etc.) that make sense globally
and can also be described quantitatively in local coordinate systems.
This property initially made sense in Physics and Relativity Theory,
where each coordinate system corresponds to a system of reference.

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 191
DOI 10.1007/978-3-319-07779-6_7,
© Springer International Publishing Switzerland 2014
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Therefore, the main objects of study in that case are velocity, accel-
eration, force, matter fields, momenta, etc., i.e., objects that remain
invariant under a change of the system of reference. This means that
while these objects make sense globally, they can be described quan-
titatively in terms of local coordinates.

The earth’s surface is one of the most suggestive examples of
manifolds. One is aware of this manifold only locally, where it resem-
bles a piece of plane. A local observer situated on earth’s surface can
measure coordinates at any point by choosing an origin and a unit
of measure, the result of this work being a local map of the region.
Even if drawn at different scales, any two maps of overlapping regions
are correlated, in the sense that one can “understand” their relation-
ship. If these maps constitute an entire cartography! of the planet,
then they form an atlas. Nowadays people are more familiar with the
googlemaps system. The maps can be transformed by translation,
contraction, or dilation, which move from one map to another, the
transformation being smooth and assuring the correlation between
maps. The local knowledge of the earth surface contained in an atlas
forms the notion of manifold.

Consider now the system of artificial satellites rotating around the
earth. Each satellite can cover a certain region of the earth surface.
All satellites are supposed to cover the entire earth surface, with some
overlap. The information retrieved from the satellites forms an atlas
and the manifold notion emerges again.

Suppose now that a certain country is monitored by a grid of
cellular phone towers, each tower servicing a specific region. This is an
example that can be considered as a manifold again, each tower region
being considered as a local chart. In general, the manifold notion
emerges when we can describe only locally an entire global object.
The word “local” in this case describes a region one can encompass
with the eye, or an area which can be covered by the local cellular
phone tower. “Global” describes either an entire country or continent
or even the whole earth surface.

There are two distinct points of view when studying a manifold.
One is the intrinsic point of view of a local observer, situated on
the manifold, whose knowledge is bound to a local chart, or system
of reference. For instance, digging a ditch or measuring the distance
between a house and a nearby tree is an intrinsic activity. The other

! Cartography is the study and practice of making maps.
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point of view is called extrinsic. The extrinsic knowledge is acquired
by an observer while elevating himself above the manifold and looking
at it from outside. The information about the earth surface obtained
by a monkey climbing an eucalypt tree that grows on the earth sur-
face, is extrinsic, while the point of view of a microorganism living
on the ground is intrinsic. The notions of intrinsic and extrinsic can
be described geometrically by considering either only the metric of
the manifold, or taking into account also the normal vector to the
manifold. There are some geometrical notions that can be described
exclusively in an extrinsic way. Since the round shape of the earth was
recently fully mapped by satellites, understanding the shape of the
earth is an extrinsic feature. However, this should not be mistaken
with curvature, which can be described intrinsically in terms of the
local metric (Gauss’ Egregium Theorem).

A useful tool used in describing some geometric objects on a man-
ifold is the concept of tensor. Many physical quantities, such as force,
velocity, acceleration, work, etc., can be described successfully as ten-
sors. Their main feature of a tensor is that it can be described quan-
titatively in a local chart, and its coordinates transform by a matrix
multiplication when changing charts. Therefore, if a tensor vanishes
in one chart, then it vanishes in all charts. Since it turns out that the
difference of two tensors is also a tensor, the last two features allow
for a very powerful method of proving relations between tensors by
checking them in a suitable local chart. The work in local coordi-
nates used to prove global relations has been proved extremely useful
and has been developed into the so-called tensorial formalism. For
instance, if one needs to show that the tensors T and P are equal,
it suffices to only show that their components are equal in a chart,
T;j = Pyj.

Many geometrical objects studied in differential geometry are ten-
sors; however, they are called by distinct names, such as metric, vector
field, 1-form, volume form, curvature, etc. All these are objects in-
dependent of the system of coordinates and can be defined globally
but may be written locally in a local system of coordinates using lo-
cal components. For example, a vector field is an object that may be

o) o) :

Oz*? 9" [iq,..n 8
a basis of the local system of coordinates chosen. This means that
its components measured in this system of reference are given by
V1 ..., V™ Similarly, a I-form is an object that can be written in
local coordinates as w = Y w;dx’, where {dz'};—1 . is a basis of

written in local coordinates as V = Y V! where
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the 1-forms of the local system of coordinates chosen. A metric is a
tensor written as g = ) g;;dx’ ® da’, where ® is an operation called
tensorial product.

7.2 Manifold Definition

This section presents the precise definition of manifolds. All manifolds
considered in this book are real, i.e., the local model is the Euclidean
space R™.

The construction of a manifold starts with a metric space (the
underlying structure of the manifold), i.e., a space on which is defined
a distance function.

Definition 7.2.1 Let M be a set of points. A distance function is a
mapping d : M x M — [0,00) with the following properties:

(1) non-degenerate: d(z,y) = 0 if and only if v = y;
(i) symmetric: d(x,y) = d(y,x), for all x,y € M;

(#31) satisfies the triangle inequality: d(x,z) < d(z,y) + d(y, z), for
all z,y,z € M.

The pair (M, d) is called a metric space.

Example 7.2.2 Let M = R” and consider z,y € M, with x =

(z',...,2"), y = (y',...,y"). Then the Euclidean distance is given

n 1/2
by dp(z,y) = [Z(mk - yk)2] . The metric space (M, dg) is called

k=1
the Euclidean space.

Example 7.2.3 The mapping dr : R" x R” — [0,00) given by
n

dr(z,y) = Z |z% — 9| is called the taxi-cab distance. It bears its
k=1
name after the distance followed by a cab in a city with perpendicular

and equidistant streets such as New York city.

Definition 7.2.4 Let (M,d) be a metric space. Consider x € M and
r > 0. The ball of radius r and centered at x is the set B.(z) = {y €
M;d(xz,y) < r}. A subset U of M is called open if for any x € U,
there is a v > 0 such that B,(x) C U.
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The equivalence of the definitions of functions continuity in the
framework of metric spaces is stated as in the following.

Proposition 7.2.5 Let f : (M,dy) — (N,dy) be a mapping be-
tween two metric spaces. The following are equivalent:

(a) For any open setV in N, the pullback f~(V) = {x € M; f(z) €
V'} is an open set in M.

(b) For any convergent sequence x, — x in M, (i.e., dpyf(xn,x) —
0,n — oo) we have f(x,) — f(z) in N, (i.e., dN(f(xn),f(a:)
— 0, n — 00).

A function f: M — N is called continuous if any of the foregoing
parts (a) or (b) holds true. If f is invertible and both f and f~! are
continuous, then f is called a homeomorphism between M and N.

Definition 7.2.6 Let U C M be an open set. Then the pair (U, ¢) is
called a chart (coordinate system) on M, if ¢ : U — ¢(U) C R™ is
a homeomorphism of the open set U in M onto an open set ¢(U) of
R"™. The coordinate functions on U are defined as 7 : U — R, and
o(p) = (2'(p),...,z"(p)), namely 2/ = v/ o ¢, where v/ : R* — R,
uw(ay,...,an) = a; s the jth projection.

The integer n is the dimension of the coordinate system. Roughly
speaking, the dimension is the number of coordinates needed to de-
scribe the position of a point in M.

Definition 7.2.7 An atlas A of dimension n associated with the
metric space M is a collection of charts {(Uy, ¢a)}a such that

1) Uy C M, Vo, U,Us =M (i.e., Uy covers M),
2) if UoNUg # @, the restriction to ¢o(Us N Ug) of the map
Fap = ¢50 65" : $a(Ua NUp) = d5(Ua NUp)

is differentiable from R™ to R™ (i.e., the systems of coordinates
overlap smoothly), see Fig. 7.1.

There might be several atlases on a given metric space M. Two atlases
A and A" are called compatible if their union is an atlas on M. The
set of compatible atlases with a given atlas A can be partially ordered
by inclusion. Its maximal element is called the complete atlas A. This
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Us

Figure 7.1: Correlated charts on a differential manifold

atlas contains all the charts that overlap smoothly with the charts of
the given atlas A. The dimension n of the space R™, which models
the manifold structure, is called the dimension of the atlas A.

Definition 7.2.8 A differentiable manifold M is a metric space en-
dowed with a complete atlas. The dimension n of the atlas is called
the dimension of the manifold.

We owe a remark about the completeness of an atlas. The com-
pleteness feature is required to assure for maximum chartographic
information, in the sense that any considered chart is already filed in
the atlas; equivalently, no new charts can be considered besides the
ones that are already part of the atlas.

However, in practice it suffices to supply an arbitrary atlas (usu-
ally not the maximal one), the maximal atlas resulting from the com-
bination of all atlases.

7.3 Examples of Manifolds

In this section we supply a few examples of useful manifolds.
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1)

2)

3)

The simplest differentiable manifold is the Euclidean space it-
self, R™. In this case the atlas has only one chart, the identity
map, Id : R" — R", Id(z) = «.

Any open set U of R" is a differential manifold, with only one
chart, (U,1d).

Any non-intersecting curve ¢ : (a,b) — R™, with ¢é(t) # 0, is a
one-dimensional manifold. In this case M = c((a, b)) and the
atlas consists of only one chart (U, ¢), with U = c((a, b)), and
¢:U — (a,b), ¢:c|_U1.

The sphere S? = {z = (z!,22,23) € R3 ; (2')2 4 (22)? 4 (23)% =
1} is a differentiable manifold of dimension 2. We shall supply
in the following two atlases. The first atlas contains six charts,
being given by A = {U;, ¢i};_13 U {Vi, ¥i};_13, where

Up={x;a' >0}, ¢1:U1 = R%, ¢1(2) = (a2, 2%),

Vi={z;a' <0}, ¢1:Vi=R% oi(z) = (2%,27),
Uy={z;2* >0}, ¢2:Uz =R, ¢s(z) = (a',2%),
Vo={z;a? <0}, ¢o:Va—=R% dy(x) = (2,27,
Us={z;2®>0}, ¢3:Us = R?, ¢3(z) = (a',27),
Vs={z;2° <0}, v3:V5—>R:L s(z) = (a',2?).

The second atlas is A" = {(U,¢n), (V, ¢s)}, where U = S?\
{(0,0,1)}, V = S%\{(0,0,—1)}, and the stereographic projec-
tions ¢y : U — R2, ¢pg : V — R?, see Fig. 7.2, are given by

22! 22
1.2 3y _
¢N($’$’$)_<1—3:3’1—x3)’

221 222
1,2 .3

% x) = (——,—= ).
¢S( ) ) ) <1+.’1’3’1+.’L’3)
It can be shown as an exercise that the atlases A and A’ are
compatible, so they can be extended to the same complete atlas,
i.e., the differential manifold structures induced by A and A’
are the same.
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N(0,0,1)

S(0,0,-1)

Figure 7.2: The stereographic projection from the north pole

5)

Let M = GL(n,R) be the set al all nonsingular n x n matrices.
M is a metric space with the metric
n ,11/2
(A, B) = [Z(aij — b)) ] . VA, BeM,
1,J

where A = (a;;) and B = (b;;). Then M becomes a differ-
ential manifold with an atlas consisting of one chart, namely
¢: M — R,

d)(A) = (an,alg,. ey Q1IN 3215+ - s A2ny o o o s Aply - - - ,ann).

We note that ¢(M) is open in R™. This follows from considering
the continuous mapping p : R™ - R given by p(ai1,...,ann) =
det A. Write ¢(M) = p~1(R\{0}) for the pre-image of p for all
nonzero real numbers. Using Proposition 7.2.5, part (a), implies
&(M) open in R".

If M, N are differentiable manifolds of dimensions m and n,
respectively, then M x N can be endowed with a structure of
differentiable manifold, called the product manifold. If Ay; and
Apn are atlases on M and N, respectively, then an atlas Ap;« n
on M x N can be constructed by considering the charts (U X
V,U), with @ : U x V — R™™™ U(z,y) = (é(z),¥(y)), where
(U, ¢) € Ay and (V,9)) € An.
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R

(&

7

Figure 7.3: By the Implicit Functions Theorem 2! = g(Z) for any
reW

The torus T? = S! x S! and the cylinder S! x (0,1) are two
usual examples of product manifolds.

7) Consider the set M = f~1(0) = {x € R*™}; f(x) = 0}, where
f: R — R is a C>™-differentiable function (i.e., a function
for which the partial derivatives exist for any order), such that

(grad f)(z) = (%(m),,%(w)) #0, VzelM.

Then M is a differentiable manifold of dimension n, called the
hypersurface defined by f.

The charts in this manifold are constructed as in the following.
Consider a point 20 € M. Since (grad f)(z°) # 0, there is an

i€ {l,...,n+ 1} such that ﬁ(:UO) # 0. By the Implicit Function

ox’
Theorem, there is an open set V around z° such that the equation
f(z',... 2" = 0 can be solved uniquely for z’ as z! = g(&), where
&= (b, 272 2" and g 0 V — R is a differentiable

function, see Fig. 7.3. Let U = VN M, and consider ¢ : I — R" given
by ¢(z) = 2. Then (U, ¢) is a chart about the point z°. The set of
all charts of this type produces an atlas on M. The compatibility
between these charts is left as an exercise to the reader.

This is an effective and practical way of constructing differentiable
manifolds. For instance, if consider f(z!,...,2"*1) =37 _ (z%)2 -1,
then S™ = f~1(0) is the n-dimensional sphere of radius 1.



200 Chapter 7. An Introduction to Manifolds

X1

$(U\(0,0,0))

Figure 7.4: The cone is not a differentiable manifold

It is worth noting that the regularity condition (grad f)(x) #
0, for all x € M, in general cannot be waived. For instance, if
flzt 22 23) = (21)? + (22)? — (2%)2, then C = f~1(0) is a cone in
R3. We have that (grad f)(z) = (22!,22?%, —223) vanishes for z = 0.
As a consequence, the cone C = {(2!)? + (22)? = (23)?} is not nec-
essarily differentiable manifold. We investigate this by considering a
chart (U, ¢) around the origin (0,0,0). Then V' = U\(0,0,0) has two
connected components, while ¢p(V) = ¢(U)\¢(0,0,0) has only one
component, fact that leads to a contradiction, see Fig. 7.4. Hence the
cone C is not a differentiable manifold.

7.4 Tangent Space

Before defining the concept of tangent vector, we need to introduce
the notion of differentiable function on a manifold. We assume well-
known from Calculus the concept of a differentiable function on R™.
Since the differentiability has a local character, in the case of differ-
entiable manifolds the function is required to be differentiable in a
local chart.

Definition 7.4.1 A function f : M — R is said to be differentiable
if for any chart (U, ¢) on M the function fo ¢! : ¢(U) — R is
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differentiable. The set of all differentiable functions on the manifold
M will be denoted by F(M).

The notion of “differentiable” is not made too precise on the degree
of smoothness. It can mean C™ or just C*-differentiable, for some
k > 1, which depends on the nature of the problem.

Since a vector on R™ at a point can serve as a directional derivative
of functions in F(R™), a similar idea can be used when defining the
tangent vector on a manifold.

Definition 7.4.2 A tangent vector of M at a point p € M 1is a
function X, : F(M) — R such that

i) X, is R-linear

X,(af +bg) = aX,(f) +bX,(g),Va,b € R,V f, g € F(M);

ii) the Leibniz rule is satisfied
Xp(f9) = Xp(Pg(p) + f(P)Xp(9), VFige F(M). (741)

Definition 7.4.3 Consider a differentiable curve v : (—€,€) — M
on the manifold M, with v(0) = p. The tangent vector

d(f o)
dt

X,(f) = (0), VfeF(M) (7.4.2)

is called the tangent vector to ~v(—e,€) at p = v(0) and is denoted
by 7(0).

We note that the derivative in formula (7.4.2) is the usual derivative
of the real-valued function f o~y : (—e,e) — R. Also, X, satisfies
the conditions from the definition of the tangent vector. Condition 7)
follows from the linearity of the derivative d/dt, while condition i)
is an application of the product rule. Sometimes, the vector 4(0) is
called the wvelocity vector of v at p.

Now consider the particular case of the ith coordinate curve .
This means there is a chart (U, ¢) around p = ~(0) in which ¢(y(¢)) =
(zd, ..., 2% .., xl), where ¢(p) = (x,...,x},...,25). Then the tan-
gent vector to

) 0
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x>

Figure 7.5: The geometric interpretation of the coordinate vector field

ozt Ip

is called a coordinate tangent vector at p, see Fig.7.5. This can be
defined equivalently as a derivation

9 food™)
. = 7 VfeF(M 7.4.3
ol =22 ew), vreFan,  (1ag)
where ¢ = (2!,...,2") is a system of coordinates around p and
ul, ..., u" are the coordinate functions on R™.

Definition 7.4.4 The set of all tangent vectors at p to M is called
the tangent space of M at p, and is denoted by T, M.

T, M is a vectorial space of dimension n with a basis given by the
0

dxlly " fan
of this fact the reader can consult, for instance, Millman and Parker
[58]. The tangent space T, M can be also visualized geometrically as
the set of velocities at p along all curves passing through this point.

coordinate tangent vectors {

}. For a detailed proof
P

Using the aforementioned basis any vector V' € T,M can be written
locally as V =3, VZ% p» Where V' = V(z") € R are called the com-
ponents of V with respect to the system of coordinates (x!,...,z").

It is worth noting that if the vector V' is written with respect to a
new system of coordinates (z!,...,2") as V. =3, V! 8% » then the
components in the two coordinates systems are related by

_i=1 oxt

(7.4.4)
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It is also worthy to note that the change of coordinates matrix
ozk
(o
of a diffeomorphism, as stated by the Inverse Function Theorem.
The tangent vector X, acts on differentiable functions f on M as

of

Ozt |p

) . is nonsingular, fact implied by the nonvanishing Jacobian?
27

Xpf =Y X'(p)
i=1

Definition 7.4.5 A vector field X on M is a smooth map X that as-
signs to each point p € M a vector X, in T,M. For any function f €
F(M) we define the real-valued function (X f), = X,f. By “smooth”
we mean the following: for each f € F(M) then X f € F(M).

Vector fields can be visualized as fields of forces on velocities for
ocean currents, air currents, or convection currents, or river flows.
They are important geometric objects used to model the dynamics
on a manifold.

The set of all vector fields on M will be denoted by X' (M). In a local
system of coordinates a vector field is given by X = Z X i%, where

the components X* € F(M) because they are given by X' = X (),
1 < i < n, where z" is the ith coordinate function of the chart.

We show next that to each vector field we can associate a family of
non-intersecting curves. Given a vector field X, consider the ordinary
differential equations system

dck k

Standard theorems of existence and uniqueness of ODEs imply that
the system (7.4.5) can be solved locally around any point 2y = ¢(0).

Theorem 7.4.6 Given o € M and a nonzero vector field X on an
open set U C M, then there is an € > 0 such that the system (7.4.5)
has a unique solution c: [0,€) — U satisfying c¢(0) = xg.

The solution ¢ — ¢(t) is called the integral curve associated with
the vector field X through the point zy. The integral curves play

If ¢(x) = (6" (2),...,¢"(x)) isa function of n variables z',...,z", the Jaco-

J
bian is the determinant of the matrix (ai) .
oxk / ik
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an important role in describing the evolution of a dynamical system
modeled on the manifold. An effective description of the evolution
of a dynamical system is usually done using conservation laws, i.e.,
relations whose value remains invariant along the integral curves of
a vector field.

Definition 7.4.7 A function f € F(M) is called a first integral of
motion for the vector field X if it remains constant along the integral
curves of X, i.e,

f(c(t)) = constant, 0<t <e,
where c(t) verifies (7.4.5).

Proposition 7.4.8 Let f € F(M), with M differentiable manifold.
Then f is a first integral of motion for the vector field X if and only

Proof: Consider a local system of coordinates (z!,...,2") in which

the vector field writes as X =), X ka%k. Then

0
Xep(f) = ZXc(t ) Dk Z ()amfk

= Ef(c(t))'

Then X, (f) = 0 if and only if % f (c(t)) = 0, which is equivalent to
f(c(t)) = constant, 0 < t < ¢, with € small enough such that ¢((0, €))
is included in the initially considered chart. [ |

7.5 Lie Bracket

This section deals with an important operation on vector fields, called
the Lie bracket, which is given by [, | : X(M) x X (M) — X (M),

(X, Ypf = Xp(Y ) =Y (Xf), VfeF(M), peM.  (7.5.6)

The Lie bracket will be used in later sections of the chapter to
define the concepts of torsion and curvature of a linear connection,
as well as the differential of a 1-form.

The vector fields X and Y commute if [X,Y] = 0. The Lie bracket
[X, Y], which at first sight looks to be a differential operator of second
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degree, turns out to be a vector field (a first order differential opera-
tor), which measures the noncommutativity between vector fields. In
local coordinates, the Lie bracket takes the form (see Problem 7.3.)

n

X.Y]=3" (g?;xj - %‘ZW’) aii' (7.5.7)

i,j=
The bracket satisfies the following properties
1) R-bilinearity:
X +bY,2] = X, 2] +]Y,Z],
[Z,aX +0Y] = a|Z,X]+b[Z,Y], Va,b € R;

2) Skew-symmetry:
[X7 Y] = _[Y7 X];

3) The cyclic sum is zero (Jacobi identity):

[X> [K ZH + [K [ZvXH + [Zv [Xv YH =0;

4) The Lie bracket is not F(M)-linear, because [fX,gY| #
fg[X,Y]. We have instead

[fX,9Y] = fglX, Y]+ f(Xg)Y —g(Y /)X, Vf.geF(M).

Example 7.5.1 Consider on R? the vector fields X = 0,1, Y =
2'0,2, called the Grushin vector fields. Then [X,Y] = 0,2 # 0, and
hence X and Y do mot commute.

7.6 Differentiable Maps

The concept of differentiability on a manifold is defined locally with
respect to charts.

Definition 7.6.1 A map F : M — N between two manifolds M and
N is differentiable about p € M if for any charts (U, ¢) on M about
p and (V,v)) € N about F(p), the map o F o ¢~ 1 is differentiable
from ¢(U) C R™ to (V) C R™, see Fig. 7.6.
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¢(U)

¥v)

Figure 7.6: The diagram of a differentiable function

Definition 7.6.2 Let F': M — N be a differentiable map. For every
p € M, the differential map dF at p is defined by
de : TpM — TF(p)N
(dE)(v)(f) =v(foF), YveTI,M, VfeF(N). (7.6.8)

The picture can be seen in Fig. 7.7. A few important properties of the
differential of a map at a point, dF},, are given in the following:

1) dF, is an R-linear application between the tangent spaces T, M
and TF(p)N

dF,(v+w) = dF,(v)+dF,(w), Yv,weT,M;
dF,(\) = MF,(v), Yve T,M, ¥\ €R.

) Let {%‘p} and {%|F(p)} be bases associated with the tan-

gent spaces T,M and Tgg,)N. Consider the function

F=(F',...,F") and denote by J; = the Jacoblan matrix
of F with respect to the charts (z?,.. x ) and (y!,...,y") on
M and N, respectively. Then dF}, can be represented locally by

( 57, ) kZka . (7.6.9)
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.
dF(p)
™
v —/de/—’ i
m Fo)
F
M N
f
R

Figure 7.7: The differential of a map

3) Assume dim M = dim N = n. Then the following conditions
are equivalent:

(i) dF, : T,M — T'r(p) N is an isomorphism of vectorial spaces;
(#i) F is a local diffeomorphism in a neighborhood of p;

(iii) There are two charts (z',...,2") and (y',...,y") on M
around p and on N around F(p), respectively, such that
the associated Jacobian is non-degenerate, i.e. det Jy;(p)
# 0.

The foregoing assertion is usually called the Inverse Func-
tion Theorem on manifolds. For a proof the reader can
consult the comprehensive book of Spivak [77].

4) Let F': M — N be a differentiable map. Then the differential
dF' commutes with the Lie bracket

dF, v, w] = [dF,(v), dF,(w)], Yo,w € T,M.

7.7 1-Forms

The differential of a function f € F(M) is defined at any point p by
(df)p: T,M — R,

(df )p(v) =v(f) Vv € T,M. (7.7.10)
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In local coordinates (z!,...,2") this takes the form df = Y, %d:pi,
where {dx'} is the dual basis of {%} of T,M, i.e.

if 9 i

4’ (57) =

where 6; denotes the Kronecker symbol. The space spanned by

{dx',... dx™} is called the cotangent space of M at p, and is denoted
by Ty M. The elements of Ty M are called covectors. The differential
df is an example of 1-form.

In general, a one form w on the manifold M is a mapping which
assigns to each point p € M an element w, € T7M. A 1-form can be
written in local coordinates as

w=)Y wdd (7.7.11)
=1

9

where w; = w(gz37) is the ith coordinate of the form with respect to
the basis {dz'}. The set of all 1-forms on the manifold M will be
denoted by X*(M).

The interested reader can find more details about differential

forms in DoCarmo [36].

7.8 Tensors

Let T, M and Ty M be the tangent and the cotangent spaces of M at
p. We adopt the following useful notations

(TyM)" =TyM x --- xTyM, (T,M)* =T,M x---xT,M.

r times s times

Definition 7.8.1 A tensor of type (r,s) at p € M is an F(M)-multi-
linear function T : (T; M)" x (T,M)* — R.

A tensor field T of type (r,s) is a differential map, which assigns to
each point p € M an (r,s)—tensor T, on M at the point p.

Since {dz’' @ -+ ® da'" }j,<..<;, and {8:?2_1 ®-® a%}i1<...<is
are bases in the vectorial spaces (T, M)" and (1,M)°, respectively,
the tensor field 7 can be written using local coordinates as (with

summation over repeated indices)

0
ox'ir’

— 1920 J . Js
T = 7?1)’2...)'3 dr’* @ - - @da!* ® pyes

® - ® (7.8.12)
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where “®” stands for the usual tensorial product. This means that
T acts on r 1-forms and s vector fields as

T(wl, e ,WT7X17’ . 7X5)
7-1122 A it (X1)®-® da’s (Xs)®

J1j2---Js

= Tiin X L XPwl W]

MRRRVES ir’

9
ax“( )

8:E( )® -

We say the tensor T is s covariant and r contravariant. It is worth
noting the following particular examples of tensors:

1. Any 1-form w is a tensor of type (0,1). For any vector field X
. Y, .

w(X) = wide*(X) = wide(ij) = w; X",

T

with summation in the repeated index. In particular, the dif-
ferential of a function, df, is a (0, 1)-tensor.

2. Any vector field X is a (1,0)-tensor on M, with

X(w) =w(X) = w X', Vw.

3. An s-differentiable form is a skew-symmetric tensor of type
(0,s). In particular, a 2-form is a 2-covariant tensor €2 whose
coordinates satisfy ;; = —€)j;

4. A volume form on an n-dimensional manifold is an n-form, i.e.,
a skew-symmetric tensor of type (0,n).

In order to show that 7 is a tensor, in practice we check the
F(M)-linearity in each argument. For instance, if 7 is 2-covariant,
then we need to show that for any fi, fo € F(M) and vector fields
X1, Xo,Y1,Ys we have

T(f1 X1, f2X2) = frfeT (X1, Xo)
T(X1+Y1,Xo) =T (X1, X2)+ T (Y1, Xo)

T (X1, Xo +Y2) =T (X1, Xo) + T(X1,Y2).

In the case of a symmetric tensor, 7(X,Y) = T (Y, X), it suffices to
show the previous relations only in the first argument.

If we like to show that a tensor, or a tensorial expression vanishes,
then in the virtue of the previous properties it suffices to show that
it vanishes in just one system of coordinates.
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7.9 Riemannian Manifolds

A Riemannian manifold is a manifold on which one is able to measure
distances between points, angles between vectors, length of curves and
volumes. Roughly speaking, it is a manifold endowed with a metric
structure. The precise definitions are stated in the following.

Definition 7.9.1 A Riemannian metric g on a differentiable mani-
fold M is a symmetric, positive definite 2-covariant tensor field.

A Riemannian manifold is a differentiable manifold M endowed with
a Riemannian metric g.

A Riemannian manifold will be denoted from now on by the pair
(M, g). The Riemannian metric g can be considered as a positive def-
inite scalar product g, : T,M x T,M — R that depends differentially
on the point p € M. In local coordinates we write

g = gij dx'da?, (7.9.13)

with g;; = gji = 9(0;,0;). The Riemannian metric g acts on a pair of
vector fields as g(X,Y) = ¢;; X ‘Y7 where we assume the summation
convention over the repeated indices.

The most obvious example of Riemannian manifold is the n-
dimensional Euclidean space E" = (R", ;;), which induces the scalar
product (X,Y) =3, XY

It can be proved that any differentiable manifold has a Rieman-
nian metric structure. The idea of this construction is that a Rieman-
nian manifold can be seen as a collection of local charts that resemble
the Euclidean space E™. Using methods of global analysis, one can
unify this local metrics into a global defined metric tensor, see, for
instance, Auslander and MacKenzie [9].

A metric g induces a natural bijective correspondence between 1-
forms and vector fields on a Riemannian manifold M. If X is a vector
field, then one may associate with it the 1-form w such that

w(Y) =g(Y,X), VY eXM). (7.9.14)

In local coordinates this becomes wy = g;p X J, where w = w;dx’ and

_ e
X=X
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7.10 Linear Connections

A linear connection allows differentiation of a function, a vector field,
or, in general, a tensor with respect to a given vector field. It can be
seen as an extension of the directional derivative from the Euclidean
case. The precise definition follows. Recall that X' (M) denotes the set
of vector fields on M.

Definition 7.10.1 A linear connection V on a differentiable man-
ifold M is a map V : X(M) x X(M) — X (M) with the following
properties:

1) VxY is F(M)-linear in X;

2) VxY is R-linear in Y ;

3) it satisfies the Leibniz rule:
Vx(fY)=(Xf)Y + fVxY, VfeFM).

For fixed vector fields X and Y, the object VxY is also a vector field
on M, which measures the vector rate change of Y in the direction
of X. In a local coordinates system (z',...,2") we can write

V9,05 =T50k,

where Ffj are the coordinates of the connection with respect to the

local base {0;}, where 9; = % If X = X'0; and Y = Y70;, then a

straightforward computation provides the formula
VxY = (VxY)*o,

where (VxY)kF = X7 (@Y’C + Yijj>, with summation over 7 and j.

An example of a linear connection on the Euclidean space R" is
given by VxY = X (Y7)e;, where e; = (0,...,0,1,0,...,0) is the jth
basis vector on R" and Y = (Y'!,...,Y") = YJe;. The coordinates

of this connection are zero, I';; = 0.

A connection can be also used to differentiate tensors. If 7" is an
r-covariant tensor field, we may differentiate it along a vector field X
with respect to the linear connection V as

(VxT)(Y1,....Y,) = XT(Y1,....Y,) = S T(¥i,...,VxYi,.... ;).
i=1

(7.10.15)
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In particular, we have the following concept:

Definition 7.10.2 Let g be the Riemannian metric tensor. A linear
connection V 1is called metric connection if g is parallel with respect
to V, i.e.,

Vzg=0, VZe&X(M). (7.10.16)

This can be stated equivalently as

Zg(X,Y)=g(VzX,Y)+g(X,VY), VXY, ZeX(M).

(7.10.17)
. i . 0 0
Let X =0;, Y =Y70; and Z = Z"0. Choosing X = —,Y = —,
Ox* Ox?
and Z = 9k 2 straightforward computation transforms (7.10.17)
x
into

Ogij = Thidpj + ThjGir- (7.10.18)

It is worth noting that given the metric coefficients g;;, there are
2

w linear equations in I}, of type (7.10.18). The total number

of unknowns I’ Zi is n3, where n is the dimension of the manifold.

3 nz(n—l—l) o nz(n—l)
2 - 2

The excess €¢(n) = n represents the number
of arbitrary functions the family of linear connections depends on.
For instance, on a curve there is only one linear connection, because
e(1) = 0, but on a surface, the family of linear connections depends
on €(2) = 2 arbitrary functions.

A linear connection is described by two other tensors, the torsion
and curvature, which are defined shortly.

Definition 7.10.3 Let V be a linear connection. The torsion is de-
fined as

T: X(M) x X(M) — X (M)
T(X,Y)=VxY —VyX — [X,Y]. (7.10.19)

The torsion measures the noncommutativity of the derivation with
respect to two vector fields. The last term, [X, Y], is necessary because
it confers tensorial properties to T'(-,-):

T(fX,hY) = fRT(X,Y), VX,Y,Z € X(M),Yf he F(M)
T(X,Y+2) = T(X,Y)+T(X,Z2).
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Since T(X,Y) = =T (Y, X), then T is a 2-covariant skew-symmetric
tensor. Since in local coordinates we have

Tij = T(@Z-,@j) = Vaiaj - Vaj&- — [aiyaj]

~ (k)

it follows that the torsion coordinates are given by TZ’; = Ffj - F;fl
A connection V is called torsion-free if T'= 0. This can be described
equivalently as Fk = Ffl, which is a symmetry relation for the con-
nection coefﬁcients. This is the reason why these type of connections
are also called symmetric. There are exactly M equations of type
Tk Tﬁ, which is exactly the excess €(n). If these are considered as
constralnts applied to the linear system of equations (7.10.18), it fol-
lows that there is only one solution to this system. This leads to a
unique linear connection, which is both symmetric and metric. We
shall get in more detail regarding this issue later, when discussing the

Levi-Civita connection.

Definition 7.10.4 The curvature of the linear connection V is
given by
R:X(M)x X(M)xX(M)— X(M)

R(X,Y,Z)=VxVyZ —-VyVxZ— Vix,y)Z- (7.10.20)
If we write the curvature as
R(X7 Y7 Z) = ([VX7 VY] - V[X,Y}>Z7

it follows that R is a measure of the noncommutativity of the con-
nections with respect to X and Y. It can be shown that R satisfies
the following properties

R(f1X, f2Y, f3Z
R(X1+ X9,Y, Z
R(X, Y1+ Y3, Z
R(X,Y,Zy + Z,

fif2f3R(X,Y,2Z)
— R(X.,Y,Z) + R(Xs,Y,Z)
= R(X,Y1,72) + R(X,Ys,7)
= R(X,Y,Z1) + R(X.,Y, Zy),

~— — — ~—

for all f; € F(M) and X;,Y},Z, € X(M), so that R becomes a 3-
covariant tensor field. The tensor R is skew-symmetric in the first
pair of arguments, ie., R(X,Y,Z) = —R(Y, X, Z). Since the first
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pair is more special, the curvature tensor is sometimes denoted by
R(X,Y)Z. In a local system of coordinates we write
( o 0 > o _p, 0
Oxt’ 0xd) Oxk — Tk G’
Definition 7.10.5 The Ricci curvature associated with the linear
connection V is given by

Ric: X(M) x X(M) — F(M),

Ric(Y, Z) = Trace (X — R(X, Y)Z).

This means that if {E,... E,} is an orthonormal set of tangent vec-
tors at p, then Ric(X,Y), = Z;L:lg(R(Ej,X,Y),Ej). In local co-
ordinates we write R;; = Ric(0;,0;). We can show that R;; = Rfkj,
with summation over k, see Problem 7.14. It is worth noting that Ric
is a 2-covariant tensor. It will play an important role in the study of

equiaffine connections in Chap. 9.

7.11 Levi—Civita Connection

One of the most remarkable facts of Riemannian geometry is the
existence and uniqueness of a metric connection that has zero torsion.
This is called the Levi—Civita connection of the Riemannian manifold
(M, g), see, for instance, O’Neill [66]. Sometimes this is also called the
Riemannian connection and will be denoted throughout the book by
V). For the purpose of this section we shall keep the notation V.

The next theorem, also known as the fundamental lemma of Rie-
mannian geometry, provides the Levi—Civita connection as an explicit
expression in terms of the Riemannian metric g. This is an useful re-
sult that allows to eliminate the connection from a formula and write
it in terms of the Riemannian metric only.

Theorem 7.11.1 On a Riemannian manifold there is a unique
torsion-free, metric connection V. Furthermore, V is given by the
following Koszul formula

20(VxY,Z) = X9V, Z)+Yyg(X,Z)—-Zg(X,Y)

—i—g([X, Y]7Z) - g([X7 Z]7Y) - g([Y7 Z]7X)
(7.11.21)
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Proof: The proof has two parts, the existence and uniqueness.

Exzxistence: We shall show that connection V defined by formula
(7.11.21) is a metric and torsion-free connection.

First we need to show that V is a linear connection. Using the
properties of vector fields and Lie brackets we can show by a direct
computation that

2g(vaY72):2fg(vXKZ)v VZGX(M)7

so VixY = fVxY, VXY € X(M), ie., V is F(M)-linear in the
first argument. Next we check the second property of connections:

29(Vx(fY),Z) = Xg(fY,Z)+ Y g(X,Z) - Zg(X, fY)

+9([X, fY], Z2) — g([X, Z], fY) — 9([fY. Z], X)

= X(Ng(Y,2)+ fXg(Y,Z)+ fYg(X, Z)
—Z(f)g(X,Y) - fZg(X,Y)
+f9([X, Y], Z) + X (f)g(Y, Z) — f9([X, Z],Y)
—f9([Y, 2], X) + Z(f)g(Y, X)

= 2fg(VxY,Z)+2X(f)g(Y,Z)

= 2(fVxY + X(f)Y,Z).

Dropping the Z-argument yields Leibniz formula. Therefore, V is a
linear connection.

The next computation verifies that the connection is torsion-free.
Using (7.11.21) yields

29(T(X,Y),2)) = 29(VxY,Z)-29(VyX,Z)—29([X,Y],Z)
= Xg(Y,Z2)+Yg(X,Z) - Zg(X,Y)
+9([X,Y],2) — g([X, Z2].Y) — g([Y, Z], X)
—Yg(X,Z) - Xg(Y,Z) + Zg(Y, X)
—9([Y, X1, 2) + 9([Y, Z], X) + g([X, Z].Y)
—29([X, Y], 2)
= g(2[X,Y]-2[X,Y],Z)=0, VZeXx(M).

Dropping the vector field Z and using that ¢(-,-) is non-degenerate
yields T(X,Y) =0, for all X,Y € X(M).
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Applying formula (7.11.21) twice and then cancelling in pairs, we
have

29(VzX.Y) +29(X,VzY)

= Zg(X,Y) +Xg(Z,Y) - Yg(Z7X) +g([Z7X]7Y)
—9([2, Y], X) = g([X, Y], 2)

+Z9(Y,X)+Y g(Z,X) - Xg(Z2.Y) +9([Z,Y], X)
-9([2,X1,Y) — g([Y. X], Z)
= 27g(X,Y).

Therefore g(VzX,Y) + g(X,VzY) = Zg(X,Y), i.e, V is a metric
connection.

Uniqueness: We need to prove that any metric and symmetric connec-
tion V is given by formula (7.11.21). It suffices to do the verification
in a local system of coordinates (z!,...,2"). Let X = 8;, Y = 0;,
Z = 0. Using Ffj = g(Vy,0;,0k) and g;; = ¢(0;,0;), then formula

(7.11.21) becomes
2F?jgpk = 0igjk + 0j9ik — OkYij- (7.11.22)

Writing that V is a metric connection in three different ways, using
cyclic permutation of indices, see formula (7.10.18), we have

Oigik = T};gpk + Tipgjr
Ojgri = Tlgpi + 150k
Ogij = Thigpi + Ukiir-

Adding the first two equations and subtracting the last, using the
symmetry Fk = Ffz, yields exactly the Eq. (7.11.22). This ends the
proof of unlqueness |

Solving for the connection coefficient in (7.11.22) we obtain

1
I = §gpk (Bigjk + 0jgik — Ohgij), (7.11.23)

where (gP*) denotes the inverse matrix of (g;;). The coordinates Ffj
of the Levi-Civita connection, see (7.11.23), are called the Christof-
fel symbols of second kind. The Christoffel symbols of first kind are
obtained lowering the indices

_ 1P
Fz’j,k = Fijgpk-
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Conversely, if the coordinates of a linear connection on a Riemannian
manifold (M, g) are given by formula (7.11.23), then the connection
has to be the Levi-Civita connection.

The curvature tensor of type (1, 3) associated with the Levi-Civita
connection by formula (7.10.20) is called the Riemann curvature ten-
sor of type (1,3). If in local coordinates we have R(0;, 0;)0 = Rfﬂﬁp,
then the coordinate Rf; 1 can be expressed in terms of Christoffel sym-

bols as
Riji, = 0l — 01 + Fi-”hf?k - F;hrglk'

In Riemannian geometry the following (0, 4)-type curvature tensor is
also useful

R: X(M) x X(M) x X(M) x X(M) — F(M),

R(X,Y,Z,W) = g(R(X,Y, Z),W).

If in local coordinates we write R(0;, 0}, O, 0;) = Rijki, then we have
Rijr = Rfjkgpl. The coordinates R;;j satisfy several relations, the
most useful being provided in the following:

1. Skew symmetry in the first and second pair:

Rijii = —Rjii = —Rijig-

2. Interchange symmetry between pairs: R;ji = Rpij-
3. First Bianchi identity: Rk + Rikij + Rigjr = 0.

Another important 2-covariant tensor is the Ricci tensor, which
is defined by the contraction

Ric(X,Y) = Trace (V ~ R(X,V, Y)) —Trace (V ~ R(V, X, Y)).
It can be shown that the Ricci tensor associated with the Levi—Civita
connection is symmetric, R(X,Y) = R(Y, X).

For more details about Calculus and Differential Geometry on
differentiable manifolds the reader may consult Spivak [77, 78], and
doCarmo [34, 35].
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7.12 Problems

7.1.

7.2.

7.3.

7.4.

7.5.

7.6.

Let p € M be a point on the differentiable manifold M, and let
V, be a neighborhood of p. Show that there is a differentiable
function f € F(M) such that f(p) =1and f(z) =0if z ¢ V.

Let p be a point on the differentiable manifold M. If f € F(M)
has a local extremum at p, then X,(f) = 0, for any tangent
vector X, at p.

(a) Let X, Y € X (M) be two vector fields on the differen-
tiable manifold M. Prove that the Lie bracket [X,Y] is
a vector field on M, which in local coordinates can be
written as

"Y' 9XP N O
XY= 3 (5% - 50 ) g

1,j=1

where X = >, X*-% and Y = 3, V.2

ox? ox®"
(b) Let M = R? and consider the vector fields X = x1x26%1
and Y = x2%. Show that [X,Y] = —3315525%1-

Let (M, g) be a Riemannian manifold. If w = w;dx is a 1-form,
define the vector filed w# = wFd,r, where w¥gp, = w,. Show
that g(w?, X) = w(X), VX € X(M).

Show that the following properties of tangent vectors, X, €
T,M, hold:

(i) Xp(c) =0, for any constant c;

(i1) Xp(f?) = 2fX,(f), Vf € F(M);
(i13) If f,g € F(M) such that f(p) = g(p) = 0, then X, (fg)=0;

Let M ~ R™ be the manifold of square n X m-matrices, and
Xo(x) =a-z, Yy(x) =a-x —x-a be two vector fields on it,
where a,z € M.

(a) Compute the flow of the field V,. Find first integrals for
this flow.

(b) Compute the commutator [X,, X3] for two vector fields X,
and Xp, defined by two matrices a,b € M.
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7.10.
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(c) The same questions relative to the vector field V,(x).

A vector field X on a manifold M is called complete, if any
of its trajectory can be infinitely continued forward and back-
ward.

(a) Prove that on a compact manifold any vector field is com-
plete.

(b) Show that on any manifold M and any vector field X on
it, there exists a positive function f € C1(M) such that
the vector field fX is complete.

Let (M, g) be a Riemannian manifold and the corresponding
volume form w € A"(M). Prove that for any 2n vector fields
X17'” 7Xn7 Yla"' 7Yn7 we have

W(X17”’ 7Xn) 'W(Yly’” 7Yn) = det[g(Xth)]’

(Hessian of Rosenbrok’s banana function) Let us consider the
Riemannian manifold (R?, g), with the metric

1 2y 1 + 4(1'1)2 —21'1
g(:E y L ) - ( —23)1 1 :
Show that the Hessian of the Rosenbrok’s banana function
f:R? = R, f(z!,2%) = 100(2? — (21)?) 4+ (1 — z1)?

is a Riemannian metric.

Let f : R® — R be a C3-function such that its Hessian Hess(f)
is positive definite. From the Euclidean space (R", d;;) we pass
to the Riemannian manifold (R?, Hess(f)). Show that the
equations of geodesics in this new manifold are

2 . 3 ' ’
2 L) #0) + 5 L a0) #() (1) =0

(a) Find the Christoffel coefficients on the Riemannian mani-

. 1 1
fold (R2, g), where g = diag <F’ F)
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(b) Compute the Hessian of the function
, 1 1
f:R-i-_)R? f(x7y):E+\/E+§+\/ga

with respect to g.

(c) Find the geodesics of the Riemannian manifold (R2,
Hessgy(f)).

7.12. Find the geodesics of the Riemannian manifold
(R, 9(,9)),

when g is a posinomial metric

aqx yﬁn a19x12 yﬁlz
a19212 yﬁlz A9 122 yﬁ22

o) =

7.13. Let (M, g) be a Riemannian manifold.

1,

(b) Assume dim M = 1. Show that M is flat, i.e., R =0.

(a) Show that Ry, = —R7,.

7.14. Let R;; = Ric(0;,0;) be the components of the Ricci tensor
in local coordinates. Show that R;; = Rfkj, with summation

over k.

7.13 Historical Remarks

Differential Geometry started with the study of curves since around
1700s. Among the first mathematicians who had investigated the the-
ory of curves were Euler, Monge, Venant, Serret, and Darboux. In
1827 Gauss published his celebrated work Disquisitiones generales
circa superficies curvas, where he introduced the first and the sec-
ond fundamental forms on surfaces in R? and had shown that they
characterize the surface up to a rigid motion. Gauss proved that the
curvature is an intrinsic invariant of the surface, result that is called
Theorema Egregium. The name emphasizes its profound philosophical
implications, since the curvature is usually perceived as an extrinsic
object.

Gauss’ ideas of intrinsic geometry of a surface influenced his pupil,
Riemann, who at only 28, presents his Ph.D. dissertation Ueber die
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Hypothesen welche der Geometrie zu Grunde liegen at Gottingen in
1954. Riemann associated a metric with each hypersurface, fact that
led to the concept of Riemannian manifold later. These results flour-
ished into an elegant theory, which generalized Gauss’ results on man-
ifolds.

However, this theory requires laborious computations, fact that
needed the construction of the tensorial formalism. Ricci developed
the tensorial calculus on manifolds and Levi-Civita introduced the
linear connection with the same name in 1900s.

Differential geometry has important consequences and applica-
tions. First, it closed the celebrated problem of the 5th postulate of
Euclid. This was accomplished by finding examples of non-FEuclidean
spaces among Riemannian manifolds.

Another application is the use of differential geometry to Gen-
eral Theory of Relativity. Einstein’s theory published in 1917 used
tensorial calculus to write the equations of space-time invariantly.
This way, the concept of inertial system from Newtonian mechanics
is generalized and the new theory was able to explain the Mercury’s
perihelion advance and the light deflection about sun.

If Lorentz geometry, which is the geometry of a manifold endowed
with a space-time type metric, is a good environment for relativ-
ity theory, then Riemannian geometry was proved to be suited for
the Classical Mechanics, see Abraham and Marsden [1] or Calin and
Chang [22]. The conservation laws of Newtonian Physics can be writ-
ten in an elegant way in terms of the Riemannian Geometry language.

Another direction where Differential Geometry has recently been
applied is the geometric theory of differential equations. Each differ-
ential operator is associated with a principal symbol, which can be
considered as a Hamiltonian. This defines a metric on an associated
manifold. The study of heat kernels and fundamental solutions can
be geometrically based on the study of geodesics on the associated
Riemannian manifold. The interested reader can consult this topic in
Calin et al. [23] and [24]. For convex functions and optimization meth-
ods on Riemannian manifolds the reader is referred to Udriste [81].

Another related branch of Riemannian Geometry has been de-
veloped over the last several decades. It is known under the names
of SubRiemannian Geometry, Non-holonomic geometry, or Carnot-
Carathéodory geometry. It is related with Quantum Mechanics be-
havior of particles and Thermodynamics, see Calin and Chang [23].
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The goal of the present book is to deal with one of the branches
of Differential Geometry which applies to Information Theory, Prob-
ability and Statistics. This is known under the name of Information
Geometry. Its main object of study is the statistical manifold, which
is a Riemannian manifold that holds a dualistic structure and studies
the relationship between dual geometric objects. All the next chap-
ters deal with notions which culminate with the study of statistical
manifolds.



Chapter 8

Dualistic Structure

Statistical manifolds are abstract generalizations of statistical models.
Even if a statistical manifold is treated as a purely geometric object,
however, the motivation for the definitions is inspired from statistical
models. In this new framework, the manifold of density functions is
replaced by an arbitrary Riemannian manifold M, and the Fisher
information matrix is replaced by the Riemannian metric g of the
manifold M. The dual connections V(=Y and V1) are replaced by
a pair of dual connections V and V*. The skewness tensor, which
measures the cummulants of the third order on a statistical model,
is replaced by a 3-covariant skewness tensor.

There are at least three equivalent ways of defining a statistical
manifold. One of them is to define a pair of dual connections V and
V* on a Riemannian manifold (M, g), so the statistical manifold is
represented by the quadruplet (M, g, V, V*). Another way is to first
define a totally symmetric skewness tensor C on a Riemannian man-
ifold (M, g), and then define the statistical manifold by the triplet
(M, g,C). In this case the dual connections are deduced from the
skewness tensor C'. A third way of introducing a statistical structure
is to deduct the Riemannian metric and the conjugate connections
from a given a contrast function, which is a non-symmetrical “prox-
imity” measure between points. We shall deal with all these different
approaches in the next few chapters of the book.

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 223
DOI 10.1007/978-3-319-07779-6_8,
© Springer International Publishing Switzerland 2014
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The main idea of this chapter is to study the relationship between
geometric objects induced by dual connections, such as dual curvature
tensors, dual Hessians, dual Laplacians, dual volume elements, dual
divergences, etc. There are interesting properties emerging from the
comparison of the aforementioned dual geometric objects, and this
constitutes our main method of approach.

8.1 Dual Connections

In this section we shall define and investigate the main properties of
dual connections. These connections were first introduced by A. P.
Norden in affine differential geometry literature under the name of
“conjugate connections,” see Simon [76]. They had also been indepen-
dently introduced by Nagaoka and Amari [61] and used by Lauritzen
[54] in the definition of statistical structure. Recall that linear con-
nections are introduced in Chap. 7, Definition 7.10.1.

Definition 8.1.1 Let (M, g) be a Riemannian manifold. Two linear
connections V and V* on M are called dual, with respect to the metric

g, if

Z9(X,Y) = g(VzX.Y) + g(X,V3Y), VX,Y,Z € X(M).

(8.1.1)

In local coordinates (x!,...,2") the duality condition can be ex-
pressed as

O+ 9i5 = ki + Tjan (8.1.2)

where I'y; ; = gjmI'}; and szi = gimfz;n are the coordinate compo-

nents of connections V and V*, respectively. We note that the PDE
system (8.1.2) must be completely integrable.

We note that dual connections are a weaker version of metrical
connections, see Definition 7.10.2, Chap. 7. In particular, a metrical
linear connection is self-dual.

It is worth noting that since g is parallel neither with respect to V
nor to V*, then raising and lowering indices with g does not commute
with the covariant derivative produced by V, respectively V*.

The triple (g, V,V*) is called a dualistic structure on M. A sta-
tistical manifold is a Riemannian manifold endowed with a dualistic
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structure, i.e., it is a quadruple (M, g, V, V*). For instance, any sta-
tistical model & with the Fisher metric g and a pair of a-connections,
(V(O‘), V(_a)), is a statistical manifold.

The next few results deal with basic properties of dual connec-
tions, such as existence, uniqueness, involutivity, torsion, and curva-
ture tensors.

Proposition 8.1.2 Given a linear connection V on the Riemannian
manifold (M, g), there is a unique connection V* dual to V.

Proof: 1t suffices to prove the property locally, in a coordinates chart.
Ewzistence: Since the connection V is given, its components, I';;;, are

known. Define I'};; = 0,:g,, — I'yj and F;-kf =T ;9™ and construct

the dual connection by

Vi 0y =T0,..

1) Y

In the virtue of relation (8.1.2), it follows that V* is dual to V.

Uniqueness: From relation (8.1.2) the connection components % of
V* are uniquely determined given the metric g;; and the connection
coefficients I'y; ; of V. [ |

Proposition 8.1.3 (i) Duality is involutive, i.e., (V*)" = V.

(i) V is a metrical connection on the Riemannian manifold (M, g)
if and only if V. = V*.

Proof:

(1) It follows from the symmetry in the indices ¢ and j of the equa-
tion (8.1.2).

(77) The fact that V is a metrical connection is written as

Zg(X,Y) = g(VzX,Y)+g(X,V,Y), VX,Y,Ze X(M),
(8.1.3)

Then subtracting (8.1.1) and (8.1.3) yields
g(XavZY):g(va}Y)v VX,Y,ZEX(M),

which is equivalent to V = V*. [ |
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Let V be a general connection. Recall the (1,2)-torsion field and
the (1, 3)—curvature tensor field, which are defined by

T(X,Y) = VxY—VyX—[X,Y],
R(X,Y,Z) = VxVyZ-VyVxZ - VixyZ.

These can be written locally as
k k k
gk = Ol — 0 + Fi-”hF?k - F;hr?ka (8.1.5)
with the tensor components given by

T(0;,0;) = ok,  R(0:,0;,0) = R};;,0,,

ijk

where we used the notation 9; = 0,:.
Recall that a connection V has the constant curvature K if for
any vector fields X, Y, Z the following relation holds

R(X,Y)Z = K{g(Y,2)X — g(X, Z)Y}. (8.1.6)

The relationship between the curvatures of two dual connections is
given by the next result.

Proposition 8.1.4 Let R and R* be the curvature tensors of V and
V*, respectively. Then

(i) g(R(X,Y)Z, W) + g(R*(X,Y)W, Z) = 0.

(ii) (M,g,V) has constant curvature if and only if (M, g,V*) has
constant curvature, and in this case the curvature tensors are
equal. In particular, R =0 if and only if R* = 0.

Proof:

(1) Since the relation is linear in the arguments X,Y, W, and Z,
it suffices to prove it only on a basis. Therefore we assume
XYW, Z € {8%1’ ey 8%}, and take computational advantage
of the following vanishing Lie brackets

X,Y] = [Y,W] = [W,Z] =--- = 0.
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From the definition of the curvature tensor and Eq. (8.1.1), we
find the following equivalences

= 9(R(X,Y)Z, W)+ g(R"(X, Y)W, 2) <=
= g(VxVyZ-VyVxZ W) +g(VxVyW = Vy VYW, Z) <
0 = g(VxVyZ,W)—g(VyVxZ,W)+g(VXVyW,Z)
—g9(Vy VW, 2)
0 = Xg(VyzZ,W)—g(VyZ VXW)-Yg(VxZ,W)
+9(Vx 2, VyW)
+Xg(VyW,2) — g(VyW,VxZ) - Yg(VXW,Z)
+9(VXW,Vy Z) <
0 = Xg(VyZ,W)-Yg(VxZ W)+ Xg(VyW,Z)
~Yg(VXW,Z) <=
0 = XYg(ZW)—-Xg(2,VyW)-YXg(ZW)—-Yg(Z VxW)
+Xg(VyW,2) = Yg(VXW, Z) <~
0 = [X,Y]g(Z,W),

which holds true, since [X,Y] = 0.

(79) Assume (M, g, V) has the constant curvature equal to K. Then
using (i), we have

(R (X, Y)W, Z) = g(R(X,Y)Z,W)
K(9(v.2)g(X, W) = g(X, 2)g (v, W)

= —K(g(v.W)g(X,2) - g(X,W)g(Y.2)).

Dropping the argument 7 yields
R*(X,Y)W = K<g(Y, W)X - g(X, W)Y),

which means that the tensor (M, g, V*) has constant curvature K.
|

Remark 8.1.5 (i) The connection V has zero curvature if and
only if the dual connection V* has zero curvature.

(74) In local coordinates we have Rijr = —R;fjlk. We note that the
antisymmetry works for the exchange in the first pair of indices,
Rijii = —Rjir, Ri; = —Rjy, but it doesn’t work for the
second pair of indices.
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8.2 Dual Flatness

A connection V is called flat in a given system of coordinates if its
components vanish, i.e., Ffj = 0. Therefore, if X = X’0; and Y =
Y/ 0; are two vector fields, then the covariant derivative with respect
to a flat connection is

VxY = X' (0,Y* + YIT)0p = X'0,Y 0, = X(Y*)0,.

Relations (8.1.4)—(8.1.5) imply that the torsion and the curvature of a
flat connection are zero. It can be shown that the converse is partially
true in the following sense: if the torsion and curvature are zero,
T =0, R =0, then for any point p, there is an open neighborhood U
of p such that V is flat on U.

A statistical manifold (S,g,V,V*) is called dually flat if both
dual connections V and V* are flat. Consequently, on a dually flat
manifold we have T'=T* =0 and R = R* = 0.

Proposition 8.2.1 Let (S,g,V,V*) be a dually flat statistical man-
ifold.

(i) Then, in any local coordinate system, the metric coefficients g;;
are constant.

(ii) If~ is either a V- or V*-autoparallel curve, then v*(s) = a¥s+
B, with o, B* constants.

Proof:

(7) Substituting Ffj = F;‘f = 0 in relation (8.1.2) yields 0rg;; = 0,
and hence the metric coefficients g;; do not depend on x.

(79) The V-autoparallel curves are characterized by the equation
Ak (s) + F%(’y(s))'}/i(s)’w(s) = 0, which becomes %*(s) = 0; this
implies the degree one in s for each component +*(s). |

8.3 Dual Connections in Strong Sense

Asking for two dual connections to be both torsion-free sounds like
a strong requirement. This section tries to relax this condition by
assuming that dual connections satisfy a dual symmetry relation that
replaces the torsion-free conditions for each connection. However, we
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shall show that all dual connections, which are also dual symmetric,
coincide with the Levi—Civita connection, and hence their study does
not bring any novelty to the theory. This is the reason why the dual
symmetry concept will be dropped in the next sections and replaced
by torsion-free dual connections.

The following definition can be seen as an extension of the defi-
nition of the Levi-Civita connection.

Definition 8.3.1 The connection V is dual to V* in strong sense,
with respect to the metric g, if

(1) Zg(X,Y)=g(VzX,Y) +g(X,V3Y)
(2) VxY = V3 X = [X,Y], for all X,Y,Z € X(M).

The second condition can be interpreted as a dual symmetry be-
tween the connections V and V*.

It follows that the relations between the connection components
of a pair of dual connections in strong sense is given by

8xkgij = ka' + FZj,i (8.3.7)
Dije = Tjig
Let T and T™ be the torsion tensors associated with the connec-

tions V and V*. From the torsion formula and the definition of dual
connections in strong sense, we have

TX,Y)+T*(X,Y) = VxY —-VyX —[X,Y]
+VyY - Vi X — [X,Y]
= (Vxy - vix - [x.Y))
- (VyX VLY Y, X])
= 0.
In the following we shall show that, in fact, each of the foregoing

torsions vanishes. This will imply that dual symmetry is a stronger
condition than torsion-freeness for both connections.

Proposition 8.3.2 If V has a dual connection V* in strong sense,
then its torsion is zero.
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Proof: Let V* be the dual connection of V in strong sense. Then
Z.g(X7Y) = g(VZX,Y) +g(X7 V*Z}/)
= g(VzX,Y)+9(X,VyZ+1[2,Y]) (83.9)
Zg(Y,X) = g(VzY,X)+g(Y,VzX)
= g(VzY, X)+g9(Y,VxZ +[Z,X]). (8.3.10)
Subtracting relations (8.3.9) and (8.3.10) yields

0 = g(VzX —VxZ—[2,X],Y)+g(X,VyZ-V,Y — [V, 2]
= g(T(Z,X),Y)+g(X,T(Y, Z)).

By cyclic permutations, we have

g(X,T(KZ))+g(Y,T(Z,X)) =
g(KT(Z,X))+g(Z,T(X,Y)) =
g(Z,T(X,Y))—I—g(X,T(Y,Z)) =

Adding the first two relations and subtracting the third one yields
20(Y,T(2,X)) =0, WY € X(M),

which implies T'(Z, X)) = 0 for any vector fields X and Z. This leads
to the desired result, T' = 0. [ |

Corollary 8.3.3 If V and V* are dual in strong sense, then T =
T =0.

The Levi-Civita connection V is strong auto-dual, i.e., V* = V in
the strong sense. The next result shows that the converse statement
also holds true.

Theorem 8.3.4 If V and V* are dual connections in strong sense,
then V = V*, and hence V is the Levi—-Civita connection.

Proof: From Proposition 8.3.2 we have T' = 0, or
VxY - VyX =[X,Y].
From the definition of dual connections in strong sense we have

VxY - VEX = [X,Y].
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Subtracting the last two relations yields Vy X = V3, X, for all vector
fields X and Y. Hence V = V*. Then V is a metrical and torsion-free
connection, i.e., it is the Levi-Civita connection. [ |

The previous proof was based on Proposition 8.3.2. In the follo-
wing we supply a direct proof using local coordinates. Substituting
(8.3.8) into (8.3.7) yields

Ouk9ij = Ukij + Uk i-

By circular permutations we have two similar relations
0rigik = LVijr + Ui,
Opigki = Ujii + Lij i

Adding the last two relations and subtracting the first, after cance-
lations we get

1
Lijr = 9 (amigjk + Origri — axkgij>7

which are the Christoffel symbols of first type associated with the

metric g. This means that I';;, = F(O) i.e., V is the Levi-Civita

15,k
connection.

Theorem 8.3.4 inferres that the concept of strong duality is too
restrictive since it always implies the connection to be Levi—Civita.
This is the reason why in the following we shall assume that the
connections are just dual, but not dual in strong sense.

8.4 Relative Torsion Tensors

Consider two connections V and V*, which are not dual in strong
sense. Then it makes sense to define the nonzero amount

UX,Y)=VxY - ViX — [X,Y].

Since U is R-linear in both variables, then for any smooth function
f € F(M) we have

U(fX,Y) = VixY =Vy(fX) - [fX,Y]
= VXY VL XY (f)X—(fXY - V()X — fYX)
- f(vXY ~VEX - [X, Y])
— FUX.Y),
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then the mapping U becomes a (1,2)-type tensor on M.
The conjugate tensor to U is defined by

US(X,Y)=V5Y - Vy X — [X,Y].

The tensors U and U* are called the relative torsion tensors of
connections V and V*.

Proposition 8.4.1 The following properties hold:
(1) UY(X,Y)=-U(Y,X).
(ii) U™ =U.

(tit) U+ U* =T+ T*, where T and T* stand for the torsions of V
and V*.

Proof:
(1) We have
U*(X,Y) = ViY - VyX —[X,Y]
- - (VyX — VLY + (X, Y])
= —U®Y,X).
(73) Using (1) yields

Ut(x,Y) = (- U(Y,X)>* — _U*(Y, X)
U

(74i) Subtracting the relations
UX,)Y) = VxY -VyX—[X,Y]
U'(X,)Y) = VXY -VyX —[X,Y],

we find
(U +U"X,Y) = (VXY ~VyX - [X, Y])
+(VhY - VX - [X,V])
— (T +TH(X,Y),

for any vector fields X and Y.
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Corollary 8.4.2 We have U 4+ U* =0 if and only if T+ T = 0.

We note that the connections V, V* are dually symmetric if
U = 0. Then Theorem 8.3.4 can be reformulated equivalently as:

Proposition 8.4.3 If V and V* are dual connections and U = 0,
then V = V*, so V is the Levi—Civita connection.

In the rest of the chapter we shall assume that connections V and
V* are both torsion-less. We have seen that two dual connections,
which are dually symmetric, have zero torsions. The next result deals
with a partial converse of this result.

Proposition 8.4.4 Let V and V* be two dual torsion-free connec-
tions, T = T* = 0. Then the following symmetry relation holds

(U (X,Y),2) = g(UX,2),Y)=g(UZ2,Y),X)
= g(U*(V,X),2).

The proof follows from the formula g(U* (X,Y), Z) =C(X,Y,2)
and the total symmetry of C, facts proved at the end of Sect. 8.8.

8.5 Dual a-Connections

Let V and V* be two dual torsion-free connections, with respect to
the metric g. Consider the one-parameter family of connections given
by the convex combination of the foregoing dual connections, i.e.,
1+« l-«

V*
2 +2

v = V, aecR (8.5.11)

V(@) will be called the a-connection, and will play a central role in
the study of statistical manifolds.

Proposition 8.5.1 V(@ and V=% are dual connections with re-
spect to the metric g.
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Proof: Using the duality of connections V and V* and the definition
(8.5.11), we find

(VSN Y) = SLRG(VEXY) + (VX Y)
= (2906, Y) - g(X, V7))
41 . LU(VX,Y)
= P 020x ) - T (x, V)
vy (8.5.12)
Similarly,
d(VEIY, X0 =1 Y Z0v, x) - L (v, v x) (v ).
(8.5.13)

Adding (8.5.12) and (8.5.13) yields
g(VEXY) +9(V5 Y. X) = Zg(X.Y),

which shows that V(@) and V(% are dual connections. [ ]

Using (8.5.11), we have the following relations among the connec-
tion coefficients:

(a) 1+« 11—«

ik = Trfj,k + 5 Lijk
1+« 11—«
= — <8xigjk sz,]> +—5Tijk
1+« 1+a 11—«
= Taxigjk I Lig; + TF,M. (8.5.14)

If V is a flat connection, i.e., I';; 1, = 0, then the coefficients of the
a-connection become

l1+a
k= g Ouiin. (8.5.15)

If V* is flat, then using (8.1.2) yields I'; ; = 0, gi; and hence, by
using (8.5.14), we have

1+« 14+« 11—«
FE;% = —amigjk - T(‘)xigkj + —amigjk

2 2
1 _
- To‘axigjk. (8.5.16)
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The following particular values of « are of distinguished impor-
tance. Making @« = —1,0,1 in (8.5.11) yields the following connec-
tions:

1
vOov, vVov, VO- vV (8517)

These connections can be used to generate any a-connection. This
can be seen from the next result.

Proposition 8.5.2 The a-connection can be written in one of the
following equivalent forms

V@ = (1-a)VO 4av® (8.5.18)
= (1+a)VO —avD (8.5.19)
_ v, %a(v“) — vy, (8.5.20)

Proof: A straightforward computation, using (8.5.11) and the afore-
mentioned connections given by (8.5.17) produces the following rela-
tions

1+« l1—«a

(@) *
Vv 5 V* + 2 \Y%
1+a_, 11—« l-—a_, l—a_,
_2v+<2v+2v)—2v

= aV 4+ (1-a)VO,

and hence (8.5.18) holds true. Also

14+« 11—«
() _ * \V4
\% 5 V* + 5
l1+a_, 14+« 1+« l—a
_<2v+2v)—2v+2v

= 1+a)VO —av,
which leads to (8.5.19). Then

1+« l—«o
() _— * =
\Y 5 V*+ 5 \%

S VO OB IE
2

(V*+ V) + %(v* v

— N

)

and hence we have shown relation (8.5.20). |
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Proposition 8.5.3 (i) If V and V* are dual connections, with re-
spect to the metric g, then V9 is a metrical connection.

(ii) If V and V* are torsion-free dual connections, then V() is the
Levi—Clivita connection.

Proof:

(i) Adding the following two relations

1 1,

gVPXY) = 79(V2X.Y) + 59(VZzX,Y)
1 1

g(X,v<ZO>y) — §g(X,VZY)—|—§g(X,V*ZY)

after using (8.1.1) yields

1 1
I(VPXY) 4+ g(X, VYY) = 529X, Y) + 5Zg(X,Y)
=Zg9(X,Y),

which means that V(©) is a metrical connection.

(43) The fact that V and V* are torsion-free implies that V(%) has
the same property. Then using that the Levi-Civita connec-
tion is the only torsion-free and metrical connection, see Theo-
rem 7.11.1, we obtain the desired result.

8.6 Difference Tensor

Let V and V* be two torsion-free dual connections. We define the
difference (1,2)-tensor by

K(X,Y) = ViY — VY. (8.6.21)

For the definition and properties of tensors the reader is referred to
Sect. 7.8, Chap. 1.
The tensor K is symmetric since

K(X,Y) - K(Y,X) = (VY - V§X)+ (VyX - VxY)
= [X,Y]+]V,X] =0
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The symmetry and the tensor properties of K can be combined as
K(fX,Y)=K(,fX)=K(X, fY)=K(fY,X) = fK(X,Y),
for any smooth function f.
The difference tensor K can be also expressed in terms of the
Levi-Civita connection V(©) = %(V + V*) as in the following
K(X,Y)=2(VQY - vxY) = 2(ViY — v{v).
Using

v-o) _yl@ — (1;av+ 1—12—av*) B (1—gav+ 1;av*)

= a(V*'=V)=aK,

it follows that the difference tensor can be written as
_Llig-o (@)
K(X,Y) = a(VX v -v{y).

Taking o — 0 yields

d
K(X.Y)=—-2—YV () =
( Y ) da | —07

which expresses the difference tensor as a derivative with respect to
parameter «.

The components of the difference tensor can be expressed in local
coordinates as K (0;,0;) = Kfjak, where

x k xk 0)F 0)k
Kl =Tk -1l =2(ry* - 1) = 2(19" - 1)

Using (8.1.2) the previous relation can be further expressed as

k Lk k Ik

8.7 Curvature Vector Field

The curvature vector field K associated with a pair of dual connec-
tions (V,V*) is defined as the trace of the difference tensor

K= Tmce((X, Y) - K(X, Y)). (8.7.22)

If K = KO, is a representation of the curvature vector field in local
coordinates, then

Kl — giniZj = gi (F;,kjé _ rfj.), (8.7.23)

The vector field K will be used later in the formula of the a-Laplacian.
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8.8 Skewness Tensor

The (0, 3)-skewness tensor on the Riemannian manifold (M, g) with
respect to the linear connection V is defined by C = Vg, i.e.,

C(X7 Y, Z) - (VQ)(Xa Y, Z) = Xg(Y7 Z) - g(vXY7 Z) - g(Y7 VXZ)
(8.8.24)
Componentwise, we have

Cijk = Oyigjk — Lijk — Lik 5 (8.8.25)

where Cjjx, = C(0y;, 0z, Ox),)-
The following result deals with the tensorial relationship between
the difference tensor K and the skewness tensor C.

Proposition 8.8.1 The skewness tensor and the difference tensor
are related by
C(X,Y,Z)=g(K(X,Y),Z2). (8.8.26)

Proof: We have on components
Ky = ot
Cij. = Oyigjk — Lijp — Digje
Contracting with the metric tensor yields
gk K5 =15 = Tiju = 0pgj — Tay — Tiju = Cigu,

which is relation (8.8.26) in local coordinates. |

Proposition 8.8.2 The skewness tensor is totally symmetric, i.e.,
Cijk = Cikj = Cjik = Cjki = Chij = Cji-

Proof: It suffices to prove only the symmetry in the first pair, Cjj;, =
Cjik, and the last pair, Cj;i = Cy;. The symmetry in the first pair is
a consequence of the torsion-freeness of the dual connections. Since
the difference tensor K is symmetric, we have

Cijk — Cijie = 9(K(8:,05),0k) — g(K(9;,0;), 0k)
= g(K(9;, a) K(0,0;),0k) = 0.
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In order to show the symmetry in the last pair, we write
Cijk — Cirj = 9(K(9;,05),0,) — g(K(0;,01), 05)
= 9(V5,05,0) = 9(V,05,0k) — 9(V5,0k, ;)
+g(v3iak7 8J')
= [Q(Vaaj’ak) + g(aj,vaiak)]
~[9(v,0;,00) + 905, V5,00)|

where we used the definitions of dual connections and difference
tensor. [

The total symmetry of the skewness tensor C' can be written
also as

CX,)Y,Z)=C(X,2,Y)=C(2,Y,X)=C(Y, X, Z),
for all tangent vector fields X,Y,Z € X(M).
Corollary 8.8.3 We have

K9pi = K gpk (8.8.27)

(2 2,

with summation over p.

Proof: The expression on the left is equal to Cj;;, while the one on
the right to Cjj;. Using the total symmetry of tensor C' yields the
desired result. [ |

Now we go back to the proof of Proposition 8.4.4. It is worthy
to make the point that the relative torsion tensor and the difference
tensor are related in the following way

UN(X,)Y)=VxY - VyX - [X,Y]=V7X —VyX = K(Y, X).
Therefore
g(U(X,Y), Z) =g(K(Y,X),Z) =C(Y,X, Z).
Since C' is totally symmetric, we obtain

g(U"(X,Y),2) = g(U(X,Z),Y)=g(U*Z,Y),X)
= g(U*(YvX)7Z)7

which is the relation claimed by Proposition 8.4.4.
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Proposition 8.8.4 Let V be a torsion-free connection. Then V* de-
fined by
9(Y, V5 Z) = Xg(Y, Z) - g(VxY, Z) (8.8.28)

s a torsion-free linear connection, dual to V. Furthermore, V* satis-

fies
(V'g)(X,Y,Z)=-C(X,Y, Z).

Proof: First we show that V* is a linear connection. For any smooth
function f we have
9(Y.VixZ) = fXg(Y,Z)—g(VixY, Z)
= f(Xg(v.2) - g(VxY, 2))
= f9(Y,VxZ) =g(Y,fVxZ),

which yields V}i xZ = fV%Z. Next we check the Leibniz property in
the second argument

g(Y,VxfZ) = Xg(Y,fZ) - g(VxY, fZ)
= X(f)gY,2)+ fXg(Y,Z) - fg(VxY,2)
= g(Y.X()Z) + fg(Y, V5 Z)
= g\ X()Z+ fVxZ).

Since V is torsion-free, I';; 1 = I'j; 1, then the symmetry of the tensor
C' in the first two arguments yields

Cijk = Cjix <
O0pigik — Uijr — Uiy = Opigik — Ujik — Ujry =
Opigix —Uiky = Opigik — Ljii =
* _ *
ik = Ljik

which shows that V* is torsion-free. The duality follows from relation

(8.8.28).
The last relation will be also shown in local coordinates. Substi-
tuting

*
Lijx = axigjk_rikd'
*
Vikj = Opigri — Uik

into
Cijk = Ozigjk — Uijk — Tik 5,
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after canceling the term 0,ig;, yields

Cijk = _(amigkj - F;'klw‘ - FZj,k) = _(V*g)ijh
and hence V*g = —C. |
Corollary 8.8.5 1 (V + V*) is a metrical connection.

Proof: We have 1(V+V*)g = $Vg+iVig=1C—-3C=0. n

The following two results presents the relation between the a-
connection and the skewness tensor.

Proposition 8.8.6 We have the following relation
gw@xzpwaxm+%axxzy (8.8.29)
Proof: From Proposition 8.5.2
v = vO 4 2V - V)

and hence o
vy =vQy + SEXY).

Then using (8.8.26) yields

9V, 2) = g(vY, Z) + %C’(X, Y, Z).

Proposition 8.8.7 We have V(®g = —aC, i.e.,
—aC(X,Y,7Z) = Xg(Y, Z) — g(V Y, 2) — (v, V() 2).

Proof: Using the definition of the a-connection (8.5.11) and Propo-
sition 8.8.4 yields

o 1+a_, 11—«
vidg = 5 Vg+TVg
I+« -«
= 5 (-C)+ 5 C
= —aC.
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8.9 Relative Curvature Tensor

In this section we define the relative curvature tensor of two connec-
tions V(@ and V) and study its main properties. This can be seen
as an extension to a-connections of the curvature tensor introduced
in Chap. 7, Definition 7.10.4.

For any «, 5 € R define

Re(x,y,2) = VO, v{1z-v[Y) 2
= vovlz _vPviz_ vf;)y} Z,
(8.9.30)
which measures the non-commutativity of connections V(@ and V).
It is easy to check that R(®#) is R-linear and F(M)-linear in each

of the arguments. For instance, we shall check the F(M)-linearity in
the first argument. Using [fX,Y] = f[X,Y] — Y (f)X, we have

a, o a B8 B « «
R (rxv,z) = vOvPz v vz —fo))c,n

= OV z -y (v z - V(2

(@) (@)
—Vixy T VypxZ
@ B B @ «@
= H{vPvPz-vQOvz - v, )
= fR@A (XY, 2).

Similar computations lead to R (X, fY,Z) = fR®P(X,Y,Z)
and RP(X,)Y,fZ) = fR“P(X,Y,Z). Hence R(P) is a (3,1)-
tensor, called the relative curvature tensor of V(@ with respect to V(4.

A relation which shows the lack of discrimination between indices
« and S is

ROD(X,Y, Z) + RO(X,Y,2) = — (V{y + ViRy)) Z.

A few familiar curvature tensors can be retrieved as particular cases:

R@® = Rl gL = p() = R*

RO0) — R(O), rCEL-D = (=D = R.

The following two relative curvature tensors will play a distin-
guished role:
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(1) The relative curvature tensor of V, with respect to its dual
connection V*, that is

RUMYW(X,Y,2) = VxVyZ — V5VyZ — Vix .y

(7i) The relative curvature tensor of V*, with respect to V, that is
ROV(X,Y, Z) = Vi VyZ =V Vi Z = Vigy.

The role of the aforementioned tensors is given by the following
result.

Proposition 8.9.1 Any relative curvature tensor can be written as
a combination of the aforementioned particular curvature tensors as

AR = (14 a)(1+B)R* + (1 —a)(1—pB)R
+(1+a)1—BRY™ + (1 —a)(1 4+ BRI,

Proof: The following computation is based on the linear algebra of
connections. We have

@o®), _ (Ltag, 1-a 148, [ 1-P
Vx'Vy'Z = ( 9 Vi + 5 VX)( 5 Vy+—2 Vy)Z
1 1 1 1—
_ Q1+ +h) +O‘L( R Gl (Gl +O‘L( vy z
1-—- 1 1— 1—
ol A g oy L2000 0,2
B, _ (1+B8, 10 l+a_, l-a
Vy'Vx'Z = (—2 Vy + 5 Vy)( 5 Vi + 5 VX)Z
1 1 1—a)(1
_ | +O‘L( vy z4 120045 O‘L( iz
1 1 1— 1—
( +O‘)4( O gyvr 74l O‘)4( O gyvyz
() _ 1ta_, l1-«
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Then

R(aﬁ)(X, Y,Z) = v_@?’v@z - V_(;?)V( ) Vf;)Y}

R A

4
W(v}vy —VyVi)Z
(1—a)(1+
4
+M#(VXVY —VyVx)Z

1 1—
S Vi

+

@™

N ) (VxVy - V3Vx)Z

Y14

Writing the expression in the parenthesis in terms of curvature ten-

sors, we obtain

ReD(X,Y,7) = W# R (XY, 2) + Vi 2]
+(1+OZ)4M RUTOXY, 2) + Vi 7|
+(1—C¥)4M:R( (XY, Z) + Vigy ]

1+avwn 1;avmﬂz

Performing all cancelations, we get

R(aﬁ)(X,Y,Z) - WR*(X,Y,Z)

which is the desired result. [ |
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Making « = 1 and then 8§ = 1, we obtain the following two
particular cases of relative curvatures:

ReDV(XY,7) = Tt CURU(X,Y, Z) +

RUAX,Y,Z) = > +5R*(X Y,Z) +

(XY, Z)
%R@—l) (X,Y,Z).
Corollary 8.9.2 In the case of dually flat connections, i.e., R =
R* =0, we have

AR — (1+a)1—=B)RY ™V +(1—-a)1+B)RTMY.

The next goal is to write the relative curvature tensor R(*#) in
terms of the difference tensor K (X,Y"). Recall the generalized differ-
ence tensor (1.12.37)

K@ (x,v)=vPy - vy, (8.9.31)

This can be written in terms of the regular difference tensor K (X,Y )=
YY — VxY as in the following:

Lemma 8.9.3 (i) We have

K@ (x,y) =0 5 CK(X,Y).

(1) The iterated difference tensor is given by

K©@P) <X, K@y, Z)> - @K(X, K(Y, Z)).

Proof:

(1) Using the linear combination (8.5.11), we obtain

K(aﬁ) (X7 Y) — V(B)Y _ V(a)Y

[ﬂvxy + —ﬁvxy}

1
_[ +aVXY+ 2a

_ﬁ

vXY}

B - _B-

(X,Y).
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(74) Using (i) twice leads to

K (@) (X, K@y, Z)) _ s 5 aK(X,K(O"B)(Y, Z))
_ Bo) _40‘)21(<X,K(Y, Z)).

Proposition 8.9.4 The following relation holds:

RY(X,Y,2)+ RP(X,Y,Z) = R“)(X,Y,Z)+RP(X,Y,Z)

+%{K(X, K(Y, Z))

—K(Y, K(X, Z)) }
Proof: From (8.9.31), we have

KO (X, kP (v, 7)) = KO (x,9( 7 - v 7)
= KUo(x,v{7) -k (x,v{7)
= Vv z vV z - vievz
e
+vPvPz.

From Lemma 8.9.3, part (ii), the previous relation becomes

_ 2
la—b)F 45) K(X,K(Y,2) = vQvWz-v{Qviz
Vv z 1 vPvPz
(8.9.32)
Swapping X and Y yields
_ 2
%K(Y,K(X, 7)) = Wz vz

Vv z 4+ vPviz.
(8.9.33)
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Subtract (8.9.32) and (8.9.33) and then use the curvature definition
to get

2
%{K(X, K(Y, Z)) - K(Y, K(X, Z)) }
= ROX,Y,2)+ RO(X,Y,2) - IV, V{12 - V[, 2}
(v vz - VY, 2}
= RY(X,Y,Z)+RY(X,Y,Z)— R*P (XY, Z)
—~RBY(X)Y, Z).
|

Making « = 1 and 8 = —1 in Proposition 8.9.4, we obtain the
following consequence that will be useful in later applications.

Corollary 8.9.5 The following relation holds
RO(XY,2)+ ROM(XY,Z2) = RY(X,Y,Z)+R(X,Y,Z)
—{K(X, K(Y, Z)>

—K(Y,K(X, Z)) }

8.10 Curvature of a-Connections

This section deals with the relationship among curvatures R@_ Rand
R* associated, respectively, with connections V(®, ¥V and V*. The
following formula for R was computed in Zhang [87]." We shall
present it here as a consequence of the relative curvature developed
in the previous section.

Proposition 8.10.1 The curvature R(®) satisfies the equation

ROX,Y,Z) = TUR(x Y, 2) + “TO‘R(X, Y. 7)
1— 2
42 (K(Y, K(X,2)) - K(X,K(Y, Z))).

Proof: Making o = 8 in Proposition 8.9.1 yields
AR = (1+a)’R* +(1-a)’R+(1—-a?)REY
+(1 — a®)R(-HY
= (1+a)’R +(1—aPR+ (1 - a®)(RE7D 4 REWD),

n our case the roles of R and R* are reversed.
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Substituting the last term from Corollary 8.9.5, we obtain
ARY(X,Y,Z) = (1+a)’R*(X,Y,Z)+ (1 —-a)*R(X,Y,2)
+(1 - ®)R*(X,Y,Z) + (1 — &*)R(X,Y, Z)
—(1- a2){K(X,K(Y, Z)) - K(Y,K(X, Z))}
= 21+ a)R*(X,Y,Z) +2(1 — a)R(X,Y, Z)
+(1-a?) (K(Y, K(X,7)) - K(X,K(Y, Z))),

which after dividing by 4 leads to the desired relation. [ |

Corollary 8.10.2 The following relation holds

RO(X,Y,X) = R=)(X,Y, X) = o R*(X,Y, X) - R(X,Y, X)).
(8.10.34)

Proof: Writing the equations for R(® and R(—®) after subtraction
we have

R@(X,Y,X) - RE(X,Y, X) = (HO‘ O‘) R*(X,Y, X)
(5" - )Rey2)

- a(R*(X, Y, X) - R(X, Y,X)).

It is worth noting that if connections V and V* have zero curva-
ture tensors, R = R* = 0, then R(® = R(—%)_ However, the curvature
tensor of the connection V(® does not necessarily vanish, its expres-
sion being given by

RY(X,Y,Z) = ! _40‘2 (K(Y,K(X, Z)) - K(X,K(Y, Z))).

It follows that a necessary condition for all a-connections to have
zero curvature tensors is that

K(Y,K(X,Z)) :K(X,K(Y,Z)). (8.10.35)
This can be written in terms of the skewness tensor as

C(K(X,2),Y,W) = C(X,K(Y.Z),W), VX,Y.Z,W € X(M).
(8.10.36)
The next result is an extension of Proposition 8.1.4 to a-connections.
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Proposition 8.10.3 We have

g (R(O‘) (X,Y, 2), W) Yy (R<—a> (X,Y, W), Z>

_ 1 _40‘2 {e(Kkx,2), v, W) + (KX, W)Y, 2)

—C(X, K(Y, 2), W) - C(X,K(Y, W), Z) }

Proof: Applying Proposition 8.10.1 for a and —«, we have, respec-

tively,
g (R@ (X, 2), W)
_ ! +ag<R*(X, Y,2),W) + - “o(RX,Y,2),W)
g Rl {(J(Y,K(X, Z),W) - O(X,K(Y, Z),W)};
g(R(_O‘) (X,Y, W), Z)
_ 1 ; ag(R*(X, Y, W),Z) 41 +ag(R(X,Y, W)7Z>
L1 _a2{C<Y,K(X,W),Z> _C<X,K(Y,W),Z>}.
Using

g(R(X, Y, 7), W) + g(R*(X, Y, W), Z) ~- 0

g(R*(X,Y,Z),W>+g(R(X,Y,W),Z) — 0,

see Proposition 8.1.4, part (i), then adding the previous two expres-
sions leads to the formula claimed by the proposition. |

8.11 Statistical Manifolds

Statistical manifolds have been introduced by several authors (see
Lauritzen [54] and Simon [76]) in a few equivalent ways at different
moments in time. In this section we show how starting from the skew-
ness tensor C' one can construct the geometry of dual connections and
the family of a-connections of a statistical manifold.
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A statistical structure is a triple (M, g, C'), where C'is a 3-covariant,
totally symmetric tensor on the Riemannian manifold (M, g), called
the skewness tensor. We shall show how to construct a statistical
manifold (M, g,V,V*) starting from the triple (M, g, C).

First, we consider the Levi-Civita connection V() associated with
the Riemannian metric g, which is the unique metrical and torsion-
free linear connection on (M, g). This is given by the Koszul formula,
see Theorem 7.11.1,

20(VOY,Z2) = X(g(Y.2)) +Y(9(Z X)) — Z(9(X.Y))
+g([X,Y],Z)—g([KZ],X)—g([X,Z],Y).

The previous formula is equivalent locally with the fact that the con-
nection components can be expressed in terms of the metric coeffi-
cients by

1
Fi’j = §gkl ((%igkj + 043 Gik — a:ckgiJ')’

which is nothing else but the formula for the Christoffel symbols.

The next result introduces a pair of dual connections.

Proposition 8.11.1 The geometric objects V, V* defined by

9(VxY,Z) = Vv, 2) - %C(X, Y, Z)

9(V5Y.2) = o(VOY,Z) + SC(X,Y, 2), ¥X, Y, Z € X(M)
are torsion-less dual connections.
Proof: We need to show first that V and V* are torsion-less linear
connections. It suffices to show this for the first connection, since a

similar argument applies to the second one. Obviously VxVY is R-
linear in both arguments. For any smooth function f on M, we have

1

9(VixY.Z) = g(ViRY.Z) - 5C(/X.Y. 2)
1

= 9(fVYY.2) - 5/C(X.Y.2)

= (VY. 2) - 50X,V 7))
= fg(VXKZ)v VZGX(M)7
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so VixY = fVxY. Next we check the Leibniz property in the second
argument,

o(Vx(fY).2) = V(). 2) - LC(X, 1Y, 2)
= VY + X())Y,2) - SFOX.Y, 2)

= oYY 2) - SCX Y. D))+ g(X ()Y, 2)

= f9(VxY,Z) + 9(X(f)Y, Z)
= g(fVXY +X(f)Y,2), VZeX(M),

which implies Vx (fY) = fVxY + X(f)Y.
The torsion-less property of V follows from the next computation:

g(VxY —VyX — [X,Y],2)
= 9(VxY,Z) —g(VyX,Z) — g([X,Y], Z)
1 1
= 9(VY'Y.2) - SO(X,Y.2) ~ {g(Vy'X.2) - 5C(V. X, 2)}
_g([Xa Y]? Z)
= gy -vPx - [x,Y],2) =0,
where the last identity uses that V(©) is torsion-less.
In the following we show that V and V* are dual connections.

Since V) is a metrical connection and C' is a totally symmetric
tensor, we have

1
9(VxY.2) +g(Y,V5Z) = g(VY'Y.Z) - ;O(X,Y.2)

1
+9(Y. VY 2) + 50(X,Y. 2)

—_

= Xg(V.2)+ 5{C(X,Z,Y) - C(X,Y, 2)}
= Xg(v,2).

Corollary 8.11.2 The dual connections V, V* and the skewness
tensor C' are related by

9(VxY,Z) = g(VxY,Z) + C(X,Y, Z).
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The skewness tensor C' can be used to introduce the a-connection
as in the following

- - 1
g(Vy, z) = g( 2O‘VXY+ ;QV}Y,Z)
l1-a 1+a N
= 5 Q(VXY,ZH‘TQ(VXKZ)
1-— 1
= VR, 2) - 5C(X.Y, 2))
1+« (0) 1

= g(vOv, 2)+ %C(X, Y, 7).
Hence the a-connection can be introduced by the formula
g(V Y, 2) = g(vOv, z) + %C’(X, Y, 7). (8.11.37)

Proposition 8.11.3 The covariant derivatives of the metric tensor
g, with respect to connections V, V*, and v, respectively, are re-
lated to the skewness tensor C' by

(1) Vg=C;
(it) Vg =—C;
(iii) V(g = —aC.
Proof: Using the definition of the covariant derivative of a tensor and
Corollary 8.11.2, we have
Vo)XY, Z) = Xg(Y,Z) - g(VxY,Z) —g(Y,VxZ)
= 9(Y,Vx2) —g(Y,VxZ)
= g(Y,VxZ2)—g(Y,VxZ)=C(X,Y, Z).
The other two relations can be proved using a similar argument.
|

8.12 Problems

8.1. Let V be a metrical connection on the Riemannian manifold
(M,g). If y(s) isa curve on M and X,Y € X(M) such that X
and Y are parallely transported along the curve v with respect
to V, show that

9 Xy )> Vi) = 9(X)50)5 Yn(0))-
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8.2.

8.3.

8.4.

8.5.

8.6.
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Let (M, g,V,V*) be a statistical manifold and v : [0,T] — M
be a differentiable curve. Consider the vector fields X,Y €
X (M) such that

VX =0, V:;Y =0. (8.12.38)
Show that

I Xy)» Yivw) = 9(Xy0)s Yv(o))- (8.12.39)

Let v : [0,7] — M be a smooth curve on a manifold, and
consider the vector field X € X'(M) such that V5X = 0. Show
that

J oy . ) 9
Xy = Xivo) t(%’Y X\»y(a)'tzo +0(t%).

Show that if relation (8.12.39) holds for any two vector fields
X,Y € X(M) that satisfy (8.12.38), then V* is the conjugate
connection of V.

Let R and R* be the Riemannian curvature tensors associated
with dual connections V and V*. Show that

(a) Rijm = R+ Ry
(0) R = Rk + Ry

Two coordinate systems (z%) and (¢;) on a Riemannian mani-
fold (M, g) are called dual if g(0,:,0,) = 5;, where 0, = %
and O, = (%_ are the coordinate vector fields associated with
the systems (') and ((;), respectively. Let (z*) and ((;) be
dual coordinate systems on (M, g).

(a) Show that we have

o 8@ axk
Ot = Gai % =9

(b) Denote by gij(x) = g(0,:,0,;) and g¥(z) = 9(0¢;, 0, )-
Show that

o¢; ox?
gij(w) = 8_:2’ 9ij(¢) = 8_2
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(c¢) Show that g;j(x) and g;;(¢) are each other matrix inverse,
Le. 32 9i(2)gjk(C) = Gk
(d) Show that there are two functions ¥ (x) and ¢(¢) such that

w' = 00(C), (= 0ui(a).

The functions ¥ (x) and ¢(¢) are called potentials.

(e) Show that ¢ and ¢ are related by the following Legendre
transform

p(¢) = 2'G — ¥(2).

(f) Verify that the Riemannian metric can be written as a
Hessian:

(g9) Give a reason why the potential functions ¥ (x) and ()
are convex functions.

(e) Prove the following maximization property

) = max (@G = ¢(Q),  #(¢) = max (2G — ¥(@)).

Let (M, g) be a Riemannian manifold. Assume there are locally
defined two convex functions ¢(x) and ¢({) such that

Show that z* = 9;,¢(¢) and (; = 0,51 (x) are dual coordinate
systems.

Let (M,g,V,V*) be a dually flat statistical manifold. Prove
that there is a pair of dual coordinate systems (z%) and ({,)
such that (2') is V-affine and ((,) is V*-affine.

Two coordinate systems (z*) and ((,) are called affine if ¢, =
ajox’ + by, where (ajo) is an n x n real matrix and b, are
constants.

Let Ff](:n) and ') 5(C) be the coefficients of the connection V
in the aforementioned affine systems of coordinates, i.e.,

Vo, 0w = Ui()0, Vo 0c, = T25(0)0, -
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(a) Verify the following change of coefficients formula
k i ik k
L050c,2" = (0g,a") (Og, 27 ) T35 + Og, Oy

(b) Show that if the connection V is flat with respect to both
coordinates systems, then (2') and ({,) are affine coordi-
nates systems.

Let (2*) and ({,) be dual coordinate systems.

(a) Show that if a connection V is flat with respect to the
coordinate system (z'), then the coefficients of the dual
connection V* are given by

;Fj,k = amlamﬂ 8ka,Z)(JE),

where () is the potential associated with (.
(b) Find the coefficients of connection V in terms of (z%), ({»)

and ¥(z).

Let (2%) and () be dual coordinate systems, such that the
connection V is flat in (2%). Show that the dual connection V*
is flat with respect to ((y).

Show that

(=)

(a)
r ij.k

ik T ik = Oaigjr — Dikg + Dijpe

If w is a 1-form on the Riemannian manifold (M, g) and V a
linear connection, define Vw by

(Vyw)(X) = Yw(X) —w(VyX), VX,Y eX(M).

Let V* be the dual connection of V. Show the following rela-
tions:

(@) (Vyw)(X) = g(Viw?, X);

(b) (Vyw)? = Viw?;

(c) wis V-parallel if and only if w# is V*-parallel.



Chapter 9

Dual Volume Elements

This chapter defines the volume elements associated with two dual
connections and investigates their relationship. First, we define the
Riemannian volume element and show that it is parallel with respect
to the Levi—Civita connection. Since the converse is also true, this pro-
vides an alternate definition for the volume element used in defining
volume elements associated with other connections. In particular, we
define and study the volume element associated with an a-connection.
The volume elements for the exponential model and mixture model
are computed, as examples of distinguished importance in the theory.

The necessary and sufficient condition for a torsion-free connec-
tion to admit a parallel volume form was found by Nomizu and
Sasaki [62]. They described this condition in terms of the symmetry
of the associated Ricci tensor. These type of connections are called
equiaffine connections. A sufficient condition was found by Takeuki
and Amari [79], who also developed an expression for the a-parallel
volume form for the exponential family. Further sufficient conditions
have been investigated by Matsuzoe et al. [55].

It is also worth noting the relation with Bayesian statistics. From
the differential geometry point of view, Jeffrey’s prior in Bayesian
statistics is the parallel volume form with respect to the Levi-Civita
connection of the Fisher metric. This explains why the Riemannian
volume form has traditionally been taken as Jeffrey’s prior. Follo-
wing this idea, Takeuki and Amari [79], and later Matsuzoe et al.
[55] advanced the idea of an a-parallel prior, which is a volume form
that is parallel with respect to the V(® connection, for general a.
The value a = 0 recovers Jeffrey’s prior from Bayesian inference.

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 257
DOI 10.1007/978-3-319-07779-6_9,
© Springer International Publishing Switzerland 2014
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9.1 Riemannian Volume Element

Let (M, g) be an oriented Riemannian manifold. For any point p € M,
let {e;,i =1,...,n}, be an orthonormal basis in T, M, with respect to
the metric g. Denote by {e}} the associated dual basis, i.e., ef(ej)zéz».
The n-form dv defined by

dvy, = €1(p) A -+ N ey (p)
is called the Riemannian volume form on M.

It is useful to write the form dv in local coordinates. Let (U, x) be
a local chart. Then {0,1(p),...,0;n(p)} is a local basis of T,M and
the coefficients of the Riemannian metric are given by

9ij(p) = 9(94i (p), 0y (p))-

Let 0,:(p) = afe} with the matrix A = (a). Using the definition of
the wedge product we have

dvp (01 (p), -, 0 (p)) = i) A A s D) (0 (B), . Dun ()
= det (¢} (0 (1)) = et gy (cF. 000 0)
= detg, (ef, aer) = det (a?gp(ef, eZ))
= det(af&};) = det(a;) = det A. (9.1.1)
On the other side

det(gi;) = detg(dz,(p),0x;(p)) = det (a?aﬁ-g(eZ&?)) = det(afa;0n)
= det(AAT) = (det A)*. (9.1.2)

From (9.1.1) and (9.1.2) we obtain

dv(@ml(p), coey Opn (p)) =/ det(gis) ,

and hence the Riemannian volume element in local coordinates is

dv = +/detg dz* A--- A dz™, (9.1.3)

where g = (gi5)-

The next result shows that the volume element form dv is parallel
with respect to the covariant derivation realized by the Levi-Civita
connection. This will provide in the sequel an alternate way of defining
volume elements associated with linear connections.
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Lemma 9.1.1 The Riemannian volume element is parallel with

respect to the Levi—-Civita connection, i.e., Vgﬁ))dv = 0 for all
Y e X(M).

Proof: Since V§9) = Yivg])i it suffices to show that

vPdv=0, Vi=1,...,n.

The following computation is based on the definition of the covariant
derivative of an n-form and a manipulation of the matrix (g;;) and
the relation between its inverse and its determinant. We have

(V) dv)(Dy1, ..., Oyn)

= 0y dv(Dy1,...,Opn) — d(VS0,1, 000, .., Dyn)
0

e = d0(1, - D1, V0,
= Oyi/detg — dv (T 0,0, , 0,2, ..., Oun)

e = dv(Dy1, ., O, r“’)k”amkn)
= 0Oiy/detg — FE?)héL;ﬁ Vdetg — - — Fgg)k”5n7k7l V/det g
= Op/detg— (T + -+ T0") Vet g

= Opy/detg — (O)j det g

O /detg - w(agw 4 % 9953 /et g
v 2 dxd ~ Oxt  OxaP

= 0Ogiy/detg— 29”’ ag]f\/detg

1 1 O(detg) ip9%p

T 2y/detg Ozt 29 ox? detg

1 1 O(detg) 1 O(detg)9gjp ,——
~ 2y/detg Ozt 2(detg) OJgjp Ox' detg =0

The next result states that the only n-form that is parallel to the
Levi—Civita connection is proportional to the Riemannian volume
element. Let A™(M) denote the space of n-forms on the manifold M.

Lemma 9.1.2 Ifw € A*(M) and VOw = 0, then there is a constant
C such that w = C dv.
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Proof: Since w and dv are both n-forms, they are proportional, i.e.,
there is a function f € F(M) such that

w = fdv.
For any vector field Y € X (M), we have
0=V =V (fdv) = f VVdv +Y(f)dv,
——
=0
where the first term vanishes in the virtue of Lemma 9.1.1. Hence

Y(f)=0,for all Y € X(M), i.e., f is a constant function. |

Theorem 9.1.3 Let w € A"(M). Then
viWw =0,  vYexm)
if and only if w = C'dv, with C' € R.

Proof: The proof is a straightforward consequence of Lemmas 9.1.1
and 9.1.2. However, for the sake of completeness we shall give next a
direct proof.

Since w € A"(M), there is a function f € F(M) such that locally
we have
w= fdz* A Adz".

A computation similar with the one done in the proof of Lemma 9.1.1
yields

0 = (V5 w)(0y1,...,00m) = 8yi f(x) — ()T

_ 9. f— %flﬁ(detg)%

1
0 gy Or Oyi f — §f8xi(ln(det 9)).

Hence, the function f satisfies the following PDE
1
Opi f — Efami (In(det g)) = 0.

Multiplying by the integrating factor ¢g—1/2, we find

@(V%E)zm Vi=1,...,n,
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so f = C,/g, with C constant. Hence
w= fdxr =Cy/detgdz* A--- ANdaz" = Cdv, C €R.

Inspired by the previous theorem, we shall introduce the following
volume concept.

Definition 9.1.4 The a-volume element is an n-form w € A"(M)
such that
V®w = 0.

We notice that w is defined up to a scaling factor.
Taking &« = 1 and @ = —1 we obtain the following two distin-

guished cases
V*w* =0, Vw = 0.

The next two sections provide explicit calculations for the a-
volume elements in the case of the following distributions

(7) the exponential model

(79) the mixture model

p(z;€) = C(z) + £'Fi(x).

9.2 «a-Volume Element for Exponential Model

Since any two m-forms are proportional, it suffices to determine a
function f € F(M) such that V(®w = 0 with w = f dv. The equation

Vgi)_w = 0 becomes the following PDE

(0, f)dv + V) dv = 0. (9.2.4)
Since Véag : A" (M) — A™(M), there are n functions h{ such that

V§)dv = he* dv, (9.2.5)
and hence (9.2.4) becomes 0, f + fh = 0 for any 1 < ¢ < n. This
can be written as

Opi(ln f) = —hs, i=1,...,n. (9.2.6)
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Before integrating the Eq. (9.2.6), we shall compute the functions A
in terms of functions h}. Using the decomposition

v = (1-a) VO 4+ av®, (9.2.7)
and applying Lemma 9.1.1, we have

Vgl) dv = avg) dv. (9.2.8)

Substituting in (9.2.5), we find
aVi dv = e do. (9.2.9)
Making o = 1 in (9.2.5), we have

Vv dv = bt dv (9.2.10)

and by comparison with (9.2.9), we get
he = ah,. (9.2.11)

Hence, it suffices to compute only hl. We shall do this by applying
both terms of Eq. (9.2.10) on the n-uple (9,1,...,0:n), i.e.,

(Vo dv) (@t 0on) = Bl dv(@s1,.., On).

The right side writes

(Rtdv)(y1,...,0um) = h}y/det g, (9.2.12)
while the left side can be computed as
(VO d0) (0,1, 0pn) = Oy dvo(Dyn, ..., 0pn)

~dv(V) 0,1,0,2, ..., Oy )
e dv (D4, D1, V) B

= 0yiy/detg — Fg\/detg

_ 1 1 _ g

= (Zdetgaﬂ(detg) Fij)\/detg

= ((‘M(ln v/ det g) — F:j) v/detg.

(9.2.13)
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Equating (9.2.12) and (9.2.13) yields
h} = 0,:(In \/det g) — ;7. (9.2.14)
Using (9.2.11) relation (9.2.6) implies
8, (In f) = —ad,, (In \/det g) + aF:j,
which can be also written as
D, In(f (det g)*/%) = afg. (9.2.15)

In the case of exponential model the right side of the above exp-
ression is zero. This follows from Example 1.12.1, part (i), which
states that exponential models are V*-flat, so F:‘j = 0. Therefore
(9.2.15) becomes the exact equation

9y In(f(detg)*?) =0, Vi=1,...,n.

with solution f = C(det g)~®/2, where C' is a nonzero constant. We
obtain the a-volume element for the exponential model

w = fdv=C(detg)"?(det g)"?dxy A--- Adzy,
= C(detg)kTadxlA---Ad$n.

When C' =1 and o = 0, we obtain the Riemannian volume element
dv = (det g)1/2d:v1 A -+ Adz"™. Replacing «* by the local coordinates
£, we conclude with the following result:

Proposition 9.2.1 The a-volume element on an exponential model
1s locally given by

w = (det g) 2 dE A -+ A dE™.

9.3 «a-Volume Element for Mixture Model

Formulas (9.2.4)—(9.2.6) developed in the previous section are still
valid in the case of the mixture model. The decomposition formula
(9.2.7) is replaced in this case by

V@ = (14 a)VO — qvD (9.3.16)
and (9.2.8) becomes

Vi do = —avi Vv, (9.3.17)
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Substituting in (9.2.5), we get

—aV5 Vv = h¢do. (9.3.18)

Tq

Let & = —1 in (9.2.5) to obtain
Vi Vdv =t dv.
Comparing with (9.3.18) yields
he = —ah;t. (9.3.19)

7

In the following we shall compute the function h; !. Relation (9.2.12)
becomes

(R (D, ..., 0pn) = by ty/det g, (9.3.20)
while (9.2.13) is reduced to

(V5. dv) @y, 0n) = (9,s(In /detg) — ) /detrg. (9.321)

zt

From (9.3.20) and (9.3.21), we have

hit = 0,:(In\/det g) — T (9.3.22)
Substituting in (9.3.19) yields
LY = —ad,i(Iny/detg) + afgj

= axi ( ln(det g) _O‘/2) + afgj

and hence (9.2.5) becomes

Opi(lnf) = —0ui(In(det g)—a/2) — O‘ng PN
OyiIn(f(detg)™*/?) = —al}. (9.3.23)

Since a mixture model is V~!-flat, see Example 1.12.2, part (ii), then
we have ng = gjkl“l(.j_’;) = 0. Hence, (9.3.23) can be written as

9, In(f(det g) /) = 0, V1 <i<n,
with the solution f=C(det g)a/ 2 C nonzero constant. Replacing 2
by &' we arrive at the following result:

Proposition 9.3.1 The a-volume element for a mixture model is
given by

w = (detg) 2 dE Ao Adem
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9.4 Dual Volume Elements

We have found that the volume elements associated with the exponen-
tial and mixture models are proportional to the form dzt A A da;

with the proportionality functions Ci(det g) 2" and Cg(det 9) za,
respectively. We note that the product of these functions is indepen-
dent of «, i.e.,

C(detg) £ - Cy(det g) =N = Cy/detg.

The goal of this section is to prove a similar relation for the general
case of two dual connections on a statistical manifold.

Theorem 9.4.1 Let V and V* be two dual connections on the Rie-
mannian manifold M. Let w and w* be volume elements that are
parallel to the above connections, i.e.,

Vw =0, V*w* = 0.

Then there is a nonzero function f and a constant C' > 0 such that

C
w = fdv, w" = —dv.
f
Proof: Since w,w* are n-forms, there are two functions f, f* € F(M)
such that w = fdv and w* = f*dv. Applying Vo, tow and Vj = to
w* yields

(0pi fldv + Vg dv 0
(Opi f*)dv + f*V5 dv = 0.
Let h;, h] be such that
Vo dv = h; dv, v;;xi dv = h; dv,
so the aforementioned equations become
Opif + fhi =0, i [*+ [T hi =0,
or, equivalently
Oyi(In f) = —h;, Oyi(In f*) = —h;.

Adding yields
8wi(hl(f ) = —(hi + hj). (9.4.24)
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1
Since VO = §(V + V*) is the Levi-Civita connection, using

Lemma 9.1.1 we have
1
0 = VY dv=3 <Vamidv v v31idv>
1
= 5(hi +hi)dv,

so hi + h} = 0. Substituting in (9.4.24) yields In(ff*) = k, ie.,
ff*=¢e¥ >0, constant. Hence f* = C/f, with C' = e*. |

9.5 Existence and Uniqueness

Let V be a given linear connection on the manifold M and w be an
n-form. We shall investigate the conditions under which the equation

Vw=20

has solutions. Using that the n-forms w and dv = /det g dz'A- - -Adz"™
are proportional, we write w = fdv, where f is a function subject to
be found out. We have

0 = Vg ,w=Vy, (fdv)=(0pf)dv+ f(Vg,dv).
Applying the above equation to the n-uple (9,1, ...,0;n) yields
0= (0, f)\/detg+ f(Vaxi)(axl, ey Ogn). (9.5.25)
By the first part of the proof of Lemma 9.1.1, we find
(Vo ,dv)(Og1; ..., Opn) = Opin/det g — \/detgfgj,

so (9.5.25) becomes
0= (0y,f)\/det g + f(@mi\/det - VdetgF%).

Dividing by f+/det g yields

Opif  Opiv/detg -
- - - T oe—
f - Vdetg i
Oyi(ln f) 4+ 0, (Iny/detg) = ng —

axi<ln(f detg)) - 14,
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Let ¢ = In(f+/det g) and p; = 3 _; Fg ;- Then the last equation becomes
Oz, = Pis i=1,...,n. (9.5.26)

Equation (9.5.26) has solutions if and only if the following exactness
conditions hold locally
Oy, i = Oz Pl

which can be written equivalently as
ak(z Fg'j> = 9, ( 3 r{m). (9.5.27)
J J
Lemma 9.5.1 We have
Rij = Ry < 0;(>_T) = 0i(D_T5,).

Proof: See Problem 9.2. [ |

From Lemma 9.5.1 and formula (9.5.27) we obtain that R;; = Rj;,
i.e., the Ricci tensor is symmetric.
©

vdet g

Solving for the function f we obtain f = and hence the

volume element is
w = fdv=ePdzi A+ ANdzx,.

We conclude the previous computation with the following exis-
tence result:

Theorem 9.5.2 The equation Vw = 0 has solutions in the space of
n-forms if and only if the Ricci tensor associated with the connection
V is symmetric.

Corollary 9.5.3 The Ricci tensor of V is symmetric if and only if
the Ricci tensor of V* is symmetric, i.e.,

Rij = Rji <~ R;k] = R;Z

Proof: “=" Assume R;; = Rj; and let w = fdv be a solution
of Vw=0. Then w* = $dv is a solution of V*w* = 0 and by
Theorem 9.5.2 we get Rj; = R7,. The converse has a similar proof.

|

The uniqueness is stated by the following proposition.
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Proposition 9.5.4 Let M be a connected manifold. Then the equa-
tion Vw = 0 has at most one solution, which is unique up to a scaling
constant.

Proof: Assume the Eq. (9.5.26) has two solutions ¢; and 2. Then
© = @2 — 1 satisfies the equation 0,,¢ = 0 and hence ¢ = C
constant. Then w; = e¥'dx and wy = e¥2dzr = eCePrdr = e“wy.
It follows that the solution is unique up to a multiplicative positive

constant. [ |

9.6 Equiaffine Connections

If there is an n-form w that is parallel with respect to the connection
V,i.e., Vw = 0, then the connection V is called equiaffine and the pair
(V(a),w) is called an equiaffine structure. The study of the equiaffine
structures is done in Nomizu and Sasaki [62].

Therefore, Theorem 9.5.2 can be equivalently stated by saying
that a necessary and sufficient condition for a connection to be
equiaffine is that its Ricci curvature tensor is symmetric. Therefore,
in order to check the equiaffinity of V(®)-connections it suffices to
verify the symmetry of the associated Ricci tensor Ric®.

We start by recalling the relation provided by Proposition 8.10.1

RO(X,Y,7) = 2 J; YR (X.Y,Z) + I_TO‘R(X, Y, Z)
1—ao?
L (K(VK(X,2)) - K(X,K(Y, 2)) ).

Zhang [87] used this formula to show that connection V(@) is equiaffine
on a dually flat statistically manifold. Applying the contractions
Tr{X - R(X,Y)Z} = TrR(.,Y)Z = Ric(Y,Z)
Tr{X - R*(X,Y)Z} = TrR*(,Y)Z = Ric*(Y,Z2),
we obtain an analogous relation in terms of Ricci curvature tensors

Ric®)(Y,7) = 1;aRic*(Y,Z)+1;

1—a?
4

Y Ric(Y, Z)

+ QY. 2), (9.6.28)

where

QY. Z)=TrK(Y,K(-,2)) - TrK(-,K(Y, 2)). (9.6.29)
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Lemma 9.6.1 The 2-covariant tensor @Q is symmetric, i.e.,
QY,Z)=Q(Z,Y), for any two vector fields Y and Z.

Proof: Since the difference tensor K is symmetric, then
TtK(,K(Y,Z))=TrK(-,K(Z,Y)).

Therefore, it remains to show only the symmetry of the first term,
ie.

T K (Y,K(-, Z)) = Tr K (Z,K(-,Y)).

By linearity, it suffices to show this relation only on a basis. In local
coordinates

K(0;, K(0;,0)) = K(0; K}iop) = KK (0;,0) = K} K50y,
with summation over k and p. Taking the contraction
TrK (0, K(0)) = > g(KhKL0,,0;) = KLKT gy
Jip

— KflKl;gpk, (9.6.30)

)

in the virtue of relation (8.8.27). Similarly, we arrive at
Tr K (0, K (-, ) = K5 K] gpk, (9.6.31)

with summation over p, k, j. The symmetry of tensors K and g show
the identity between relations (9.6.30) and (9.6.31)

k k k k k
KleZ;'gpk = Klefigpk = Klijj‘gkp = Klp}Kjigpk = KjiKlpj.gpk-

1, 3

Therefore TrK((‘)Z-, K(, 81)):TrK(81, K(, 8i)), and hence the tensor
@ is symmetric. [ |

Proposition 9.6.2 The following equivalencies hold:

) = Rid*)(Z,Y)
) = Rid(Z)Y) =
) = Ric(Z)Y) =

) = Ric*(Z,Y),

for any vector fields Y, Z.
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Proof: From relation (9.6.28) and symmetry of @, see Lemma 9.6.1,
we obtain by subtraction

Ric®(Y, Z) — Ric®(2,Y) = 2 J; % (Rie (v, 2) - Rie*(2,Y))
1—«

+— (Ric(Y, 2) - Ric(2,Y)).
Let o = 0 to obtain
RicO(Y, Z) - Ric®(2,Y) = %(Rz’c(Y, Z) — Ric(Z, Y))

b (Ric (v.2) - Ric*(2.Y)).
(9.6.32)

Since the Ricci tensor, Ric(?), associated with the Levi-Civita con-
nection V(© is symmetric, the previous relation becomes

Ric(Y,Z) — Ric(Z,Y) = Ric*(Z,Y) — Ric*(Y, Z).  (9.6.33)

This implies that Ric is symmetric if and only if Ric* is symmetric.
Denote by 8 = (Y, Z) = —B(Z,Y) the value of expression (9.6.33).
Substituting in (9.6.32) yields
1 1-—
Ric (Y, Z) — Rid®(Z,Y) = J;a g+ —2
of
5

(9.6.34)

If there is oy # 0 such that Ric(®) is symmetric, substituting in

(9.6.34) yields %ﬁ =0, and hence 8 = 0. This means that both Ricci

tensors Ric and Ric* are symmetric. Substituting back 8 = 0 into
relation (9.6.34) provides

Rid)\(Y,Z) = Ricd™(Z,Y) =0, a#0,

i.e., Ric® is symmetric. The symmetry of Ric(® for v = 0 is obvious.
|

Even if, in general, neither Ric nor Ric* are symmetric tensors,
their sum is always symmetric:

Corollary 9.6.3 For any vector fields Y, Z we have
Ric(Y,Z) + Ric* (Y, Z) = Ric(Z,Y) + Ric* (Z,Y). (9.6.35)
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Proof: 1t follows from relation (9.6.33). |

Since a necessary and sufficient condition for a connection to be
equiaffine is the symmetry of the Ricci tensor, the previous result can
be stated equivalently as in the following, see Takeuchi and Amari
[79] and Matsuzoe et al. [55]:

Theorem 9.6.4 The following conditions are equivalent:

(i) v

(ii) there is an ag # 0 such that V(®) is equiaffine;
)
)

(@) s equiaffine for any a;

(13i) V is equiaffine;

(iv) V* is equiaffine.

Corollary 9.6.5 IfV, V* are dually flat, then V(¥ is equiaffine for
any «.

Proof: If V, V* are dually flat, then the curvature tensors vanish,
and hence the Ricci tensors also vanish, Ric = Ric* = 0. Since a zero
tensor is symmetric by default, if follows that V and V* are equiaffine.
Then Theorem 9.6.4 implies that V(@) is equiaffine for any a.

A variant of proof can be done using the formula (9.6.28) in local
coordinates
l+a 11—« 1—o?

R = R+ g i Q. (9.6.36)

If the connections V,V* are dually flat, then R = Ri; = 0, so

(@) _ 1-a
then R@ is also symmetric. Then applying Theorem 9.6.4 yields that

V(@) is equiaffine for any o. [ |

i. Since the tensor @ is symmetric, see Lemma 9.6.1,

The following necessary condition for equiaffinity can be found in
Min et al. [59].

Theorem 9.6.6 If there is an o # 0 such that Ric(®) = Ric(—20),
then

(i) Ric!® = Ric=® for any o

(ii) the connection V(@) is equiaffine for any a.
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Proof:

(i) Using Qs = Qji, from (9.6.36) we obtain by subtraction
RO _ RCY — o(R: — Ry). (9.6.37)

Therefore, if there is an ag # 0 for which the left side vanishes,
then R}, = R;;, and hence the left side has to be zero for any

a#0,ie.,
o <o,

ij

(@)
R — R

The identity for o = 0 follows from the symmetry of the Ricci
tensor associated with the Levi-Civita connection V(9.

(i4) Substituting R;; = R}; back into formula (9.6.36) leads to

« 1- 2
R = Ry + TO‘QU, Va. (9.6.38)

Then making o = 0 and solving for R;; we obtain

0 1
R = RZ(]-) — ZQ”

Since Rg-)) and Q;; are symmetric, then so will be R;;. Looking

back to formula (9.6.38), it follows that RE;‘) is symmetric, for

any «. Hence the connection V() is equiaffine for all c.

The next notion was introduced by Lauritzen [54]:

Definition 9.6.7 A statistical manifold (M, g,V,V*) is said to be
conjugate symmetric if the curvatures of the pair of conjugate con-
nections are equal, i.e.

R(X,Y,Z) = R*(X,Y, Z),
for any vector fields X,Y, Z.

Proposition 9.6.8 Let M be a conjugate symmetric manifold. Then
R s an even function of a, i.e.

R9(X,Y)Z = REY(X,Y)Z,

for any vector fields X,Y,Z on M.
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Proof: Writing the relation provided by Proposition 8.10.1 for «
and —a, we have

RO(X,Y,7) = » ; TRY(X,Y,Z) + FTQR(X, Y, 7)
Mo (K(¥.K(X,2)) - K(X,K(Y,2)))

REO(X,Y,7) = 2 . CRHX,Y, Z) + “E Y R(X, Y, 2)
.- _4a2 (K(Y, K(X,Z)) - K(X,K(Y, Z))),

and then subtracting yields
RO(X,Y,Z) - RE9(X.,Y,Z) = a(R*(X, Y,Z) — R(X.Y, Z)).
(9.6.39)

If the manifold is conjugate symmetric, the right side is equal to zero,
and hence R(® = R(-a), [ |

The following more restrictive concept was introduced in Min
et al. [59].

Definition 9.6.9 A statistical manifold (M, g,V ,V*) is called con-
jugate Ricci-symmetric if

Ric(Y,Z) = Ric*(Y, Z)
for all Y, Z wvector fields on M.

The above condition can be written in local coordinates as R;; = R} -
It is worth noting that if M is conjugate symmetric, then it is conju-
gate Ricci-symmetric.

Theorem 9.6.10 Let (M, g,V,V*) be a conjugate Ricci-symmetric
statistical manifold. Then the connection V¥ is equiaffine for any c.

Proof: If M is conjugate Ricci-symmetric manifold, then formula
(9.6.37) implies

Rz(;'l) - Rz(j_a) = a(Rj; — Rij) =0 (9.6.40)
for any o # 0, and hence RE?) = RE; ®), Applying Theorem 9.6.6

yields that V(% is equiaffine for any a # 0. The case a = 0 is covered
by the fact that the Levi-Civita connection V() is equiaffine (the
Riemannian volume element is parallel with respect to V(O)). [ |
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Corollary 9.6.11 Let (M,g,V,V*) be a conjugate symmetric
statistical manifold. Then the connection V(¥ is equiaffine for any c.

The next section deals with a distinguished particular type of
conjugate symmetric manifolds.

9.7 Manifolds with Constant Curvature

Recall that a connection V on the manifold (M, g) has the constant
curvature K if relation (8.1.6) holds, i.e.,
RX,Y)Z =K{9(Y,Z2)X —g(X,2)Y}, VXY, Z e X(M).
(9.7.41)

Let (M, g,V,V*) be a statistical manifold. As it had been shown in
Proposition 8.1.4, part (i7), if the connection V has constant curva-
ture, then its dual connection, V*, also has constant curvature, and
the curvatures of V and V* are equal. On this basis we consider the
following concept.

Definition 9.7.1 (M, g,V,V*) is a statistical manifold of constant
curvature if the dual connections V and V* have equal constant cur-
vatures.

The main properties of these type of manifolds are contained in
the following result.

Theorem 9.7.2 Let (M,g,V,V*) be a statistical manifold of con-
stant curvature. Then

(1) M is a conjugate symmetric manifold;
(i) M is a conjugate Ricci-symmetric manifold;
(i3i) Ric®) = Ric=), for any o;
(iv) Ric*® = Ric*=®), for any a;
(v) V@ is equiaffine for any a.
Proof:
(1) Writing relation (9.7.41) for both tensors R and R* and using
that K = K*, see Proposition 8.1.4, part (i), we have
R(X,Y)Z = K{9YV,2)X —g(X,Z2)Y}
K{g(Y,2)X — g(X,2)Y'}
= R'(X,Y)Z, VX,Y,ZeX(M).
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(79) It follows by contracting the relation R(X,Y)Z = R*(X,Y)Z
over X to obtain Ric(Y,Z) = Ric*(Y, Z).

(797) It is an obvious application of Proposition 9.6.8.
(tv) Tt is implied by (i7i) and formula (9.6.39).
(v) Apply Theorem 9.6.6.

The following result was previously noticed by Takeuki and
Amari [79]. We obtain it here as a consequence of the previous
analysis.

Corollary 9.7.3 Let (M,g,V,V*) be a dually flat statistical mani-
fold. Then V'Y is equiaffine for any a € R.

Proof: A dually flat statistical manifold has the constant curvature
equal to zero. Then apply Theorem 9.7.2, part (v). |

In the end of this topic we make a few concluding remarks. The
subject of equiaffine connections is of outgrowing interest and several
other authors have brought their contributions to this topic.

Uohashi [84] introduced in 2002 the notion of a-transitive flat
connections. A connection V(@ is called a-transitive flat if V = V(=1
is curvature-free (we also note that V* = V() is curvature-free). Then
Uohashi result can be restated as “all a-transitive flat connections are
equiaffine.”

Zhang [87] proves that if two torsion-free connections V, V are
equiaffine, with corresponding parallel volume forms w, @, then the
connection given by their convex combination aV + bV, a + b = 1,
is equiaffine for all a € R, with parallel volume form given by (up to
a scaling constant) w?@’. Tt is worth noting that the result follows
from the formula Fél = 0;(Inw) and the logarithm properties. As an
application, Zhang shows that the a-volume form of V(® satisfies

11—« 14+«
3

where V* = VU, vV = V(=1 An alternative expression is provided
by Matsuzoe et al. [55] in terms of the Levi-Civita connection V)
via formula

w@® = =59,
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w*
where ¢ = log —. From here one can easily infer that
w

@0 = g — ()2

which is a result first stated in Simon [76], p.913.

Another issue investigated in [87] is the relation between the
a-scalar curvature and the difference tensor Kj;;. More precisely, if
the scalar curvature is defined as the contraction of the Ricci ten-
sor, 0 = ¢’ lle, then the scalar curvature of V(@) is related to V via

formula )

o . k k
gU( irl?ij - Kznlekm)

o =05+

Last, but not least, dual connections support several generaliza-
tions, see Calin et al. [25]. For instance, connections V and V' are
called generalized conjugate if there is a 1-form 7 such that

Xg(Y,Z2) = g(VxY, Z) + g(Y,Vx Z) — 7(X)g(Y, Z)

for all vector fields X, Y, Z. It is shown in [25] that if V and V" are
torsion-free, then V is equiaffine (or equivalently AT equiaffine)
if and only if 7 is an exact 1-form. If 7 = dp, let w, W* be the
parallel volume elements with respect to the generalized conjugate
connections V and V. Then there is a constant C' > 0 such that

ww* = Ce™?,

where n is the dimension of the statistical manifold.

9.8 Divergence of a Vector Field

The concept of divergence of a vector field helps with modeling the
evolution of the volume element along the integral curves of the vector
field. In other words, the divergence of a vector field defines the speed
of contraction—dilation of volumes by the corresponding local flow.
This section is concerned with the divergence taken with respect to a
pair of dual connections and the relations between them. The relation
between the divergence and the volume element is also emphasized.

Definition 9.8.1 Let V be a linear connection on the Riemannian
manifold (M,g) and let X € X(M) be a C'-vector field. The diver-
gence of X is defined as the trace of the covariant derivative VX,
i.e.,

divX = Trace (Y — g(Vy X, Y)> (9.8.42)
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This can be expressed in local coordinates as

i

divX = 0X

T, (9.8.43)

where X () = X*(2)0,, .
Let Fg-])
with the Levi-Civita connection V(9. The divergence with respect to
V) is called the Riemannian divergence and is denoted by div(©).
The following equivalent formulas hold for Riemannian diver-
gences, see Calin and Chang [22], p.19.

* denote the Christoffel symbols of second kind associated

Lemma 9.8.2 The Riemannian divergence can be expressed in the
following equivalent ways

1 9 »
i) - - = X
div'™ X Tos 000 (v/det gX7)

0X' 1
= — + ——— X (+/det

or? * Vdet g (Vdetg)
0X'’

_ (0)i x5
= WJFFU X7,

The next result holds for any divergence.

Lemma 9.8.3 For any C'-vector field X and any C-function f, we
have

div(fX) = fdiv(X)+g(X,gradf)
= fdiv(X)+ X(f).
Proof: Since Vy (fX) = fVyX +Y(f)X, we find

o(Vy(FX).Y) = fg(Vy X, ¥) + ¥ ()g(X.Y).
Taking the trace yields
div(fX) = Trace(Y — g(Vy(fX),Y))
= Trace(Y — fg(VyX,Y)) + Trace(Y — Y (f)g(X,Y))
= fTrace(Y — g(VyX,Y)) + g(X7 Trace(Y — Y(f)Y))
= fdiv(X)+g(X,grad f).
|

Denote by divX and div*X the divergence of the vector field X
with respect to the dual connections V and V*. The following result
will be useful shortly.
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Lemma 9.8.4 We have

1. ny
§glja’fgij - Fl(gi)l‘

Proof: Since

©Oi _ 1 a(99i  Ogr  Ogjk
Lje = 29 <8:17k oxi  Ox )’

using the symmetry in the lower indices, yields

(0)i 1 is ag]s 8923 agji 1 isagis

e — = _ _ —gisZdis
29 <ag;z oz axs) 27 oz

[ |

Proposition 9.8.5 The Riemannian divergence is the average of
dual divergences

div® X = %(dwx) + %(dw*X).

Proof: Taking the trace in the formula V(©) = %V + %V* and using
(9.8.42) yields the desired result.

For the sake of completeness, we shall perform in the following
a computation in local coordinates using formula (9.8.43). Since V
and V* are dual connections, the relation between the connection
components is
amkgij =T+ FZj,i'

1 ..
Contracting by 5 g* and applying Lemma 9.8.4 we obtain

i 1., 1.
= 3Tk + 5T
and hence for any vector field X we have
. 1. 1.
P X" = JTX" 4 Ty XE,

Addlng on both sides yields
0X? ik 1 0X?
+IxE = 2 ( + Z I, )

ot ox?
%@Xﬂzf ),
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which, in the virtue of (9.8.43), becomes

1 1
div0 X = 5 (divX) + 2 (div* X).

Corollary 9.8.6 Let (V,V*) and (V', V") be two pairs of dual con-
nections, with respect to the metric g. Then

divX — div'X = div* X — div" X, VX € X(M),

i.e., the variation in the divergence of two connections is the same as
the variation in the divergence of the dual connections.

In the following we shall assume that there is a volume element w
associated with the connection V, i.e., an n-form which satisfies the
equation Vw = 0. Necessary and sufficient conditions for the existence
of w are given by the Theorem 9.5.2.

The following result states the relationship between the diver-
gences associated with V and V().

Proposition 9.8.7 Ifw = fdv is the volume element associated with
V and X is a Ct-vector field, then we have

divX = %X( )+ div VX, (9.8.44)

Proof: The parallelism of the volume element w, given by Vxw = 0,
becomes

X(Inf) = —X(n\/detg)+TI7 X’
(- X(Vdetg) axi> . <3Xi +ri.Xi>
-+ T,

Vdetg oz’ oz’
= —div'VX + divX, (9.8.45)

X
by Lemma 9.8.2 and formula (9.8.43). Substituting X (In f) = %

in (9.8.45) yields the desired result. |

In the following we shall recover Theorem 9.4.1, and also a result
proved in Zhang [87].



280 Chapter 9. Dual Volume Elements

Proposition 9.8.8 Let w = fdv and w* = f*dv be the volume
elements parallel with respect to the conmections V,V*, respectively.
Then ff* = C, constant.

Proof: Equation (9.8.44) applied to w and w* provides

divX = %X(f)erz’v(o)X

div'X = %X(f*)—i—dz‘v(O)X.

Adding the previous relations and using Proposition 9.8.5 yields
1

1 o
?X(f)JrFX(f ) =0.

Multiplying by ff* and using that X satisfies Leibniz rule, we obtain
X(ff) =0, VX eX(M),
which is equivalent to ff* = C, constant. [ |
Corollary 9.8.9 For any C'-vector field X and any functions f, f*
in the relation ff* = C, we have
1
divX = ?dw@( X)
1
div'X = i*dw@)( FX) = fdin' (2 X).
f f
Proof: Lemma 9.8.3 provides
div O (fX) = fdiv 9 X + X (f).

Dividing by f yields
%dw@( £X) = div® X + %X( f) = divX.

The second part results from f*=C/f

X = L ain® (7 x) = Lai® (Cx) = fain® (L
de—f*dzv (fX)—Cdzv (fX)—fdw (fX).

The a-divergence is the divergence taken with respect to the V-
connection. This can be computed as in the following.
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Lemma 9.8.10 For any C'-vector field X, we find

1 1
div®X = ~ Y gi X + 2~ Y divX.

Proof: Using (8.5.11), we obtain

o 1+a
Q(VYX7Y) =

l-«a «
gVy X, Y)+ TQ(VYX,Y)-

Taking the trace with respect to Y yields the desired result. [ |

The relation between the a-divergence and the dual volume ele-
ments is given below. The functions f, f* are the ones defined by the
volume elements w = f dv and w* = f* dv.

Proposition 9.8.11 For any C'-vector field X, the a-divergence
can be expressed as

div®(X) = —aX(Inf)+din@X (9.8.46)
= aX(Inf*) +div VX, (9.8.47)

Proof: Combining Lemma 9.8.10 and Proposition 9.8.7, we write

div (X)) = L J; @ divt X + L Y divx
l4+al l—al
= —X(f* -X 00 X
5 f* (f") + > 7 (f) + div

— X(nf* z) X(In f72%) + div® X
= X(In(f* Fe ) —I-dw(o

= X(In(Cf77f3%) +div®X

= —aX(lnf) + div® X.

The second relation is a consequence of the formula f* = C/f, with
C' constant. ]

The reason that makes divergence worthy to be studied is its
geometric significance. It is used to describe the evolution (expansion
or contraction) of the volume element along the integral curves of a
vector field. This approach involves the study of the Lie derivative
and is the subject of the next section.
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9.9 Lie Derivative of a Volume Element

The Lie derivative is a useful tool in studying the behavior of some
geometric objects evolving under the one-parameter group of diffeo-
morphisms generated by a vector field X on a manifold M. If T is
a covariant tensor of order p on M, the pull-back of T under the
diffeomorphism ¢ : M — M is defined by

((P*T)J?(uh s 7up) = Tap(m)(dgp(ul)7 s 7d90(up))
where u; € T,M and dp denotes the differential map of ¢, see
Sect. 7.6.

The Lie derivative of the tensor T, with respect to a vector field X,
is the derivative along the integral curves of X, i.e.,

(ExT)Vh, ., V) =l (D), ¥) = T, %),
(9.9.48)

where () is the one-parameter group of diffeomorphisms of X.
The Lie derivative of the tensor 17" of order p can be expressed
invariantly by the following formula

(LxT)(Y1,....Y,) = X(T(Yl,...,Yp))—ZT(Yh...,[X,YZ-],...,)@,).
i=1

(9.9.49)
In particular, if T = w is a 1-form, then

(Lxw)(Y) = Xw(Y) —w([X,Y]).
If T is a vector field Y, then LxY = [X,Y], the Lie bracket of X
and Y. If p =0, then T becomes a function f and hence
Lxf=X(f)
Among other properties of the Lie derivative we quote the following;:
L[X,Y} = LxLy —LyLx = [Lx,Ly],
Lx(fw) = (Lxf)w+ fLxw,
Lox+pyy = aLx +bLy, Va,beR XY € X(M).

The evolution of the volume element along the integral curves of X
is described by the Lie derivative with respect to X. In the case of
Riemannian geometry we have the following result.
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Proposition 9.9.1 Let dv be the Riemannian volume element and
X be a Cl-vector field on M. Then

Lyxdv = (div9 X)dv. (9.9.50)

Proof: 1t suffices to verify the formula on a basis. Applying relation
(9.9.49) to the n-form T = dv = y/detgdz' A--- A dz" and taking
Y; = 0; yields

(Lxd?])(al, e ,8 )

= Xdv(dy,...,0, Zdv@l,.. (X70;,0,],...,0n)
X

= Vdet g Zdv@l,..., aj,...,an)

_ Vdetg +Z&El v(d1,..., 05y, On)

0X?
= X(y/detg)+ . Vdetg
oX’ 1
= detg| — 4+ —=X(/det
¢ g(axi + det g (Vde g))
= \/detgdiv(O)X
by Lemma 9.8.2. On the other side, we have

(div @ X)dv (D, . ..,8,) = \/det g div® X

which proves the desired identity. [ |

As a consequence of formula (9.9.48) and Proposition 9.9.1, the
Riemannian volume element dv expands (or contracts, or is invariant)
along the integral curves of X if and only if div® X > 0 (or < 0, or
= 0, respectively).

In the following we deal with a similar result for the volume
element w and divergence associated with an arbitrary linear con-
nection V.

Proposition 9.9.2 For any C'-vector field X and any volume ele-
ment w, we have
Lxw = (divX)w.
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Proof: Let w = fdv. Using that Ly acts as a derivation, we have

Lxw = Lx(fdv)=(Lxf)dv+ f(Lxdv)
= X(f)dv+ f(divoX)dv

X (f)w + (div® X)w

by Propositions 9.8.7 and 9.9.1. [ |

We shall compute the divergence of a vector field in two important
particular cases.

Example 9.9.3 In the case of the exponential model, the a-volume
element has the coefficient f = C(det g)%a, see Proposition 9.2.1,
and hence
div@xy — 1 (0)
Weap X = ?X(f) + div'"V X
—«

1
= —— iv(©)
5 deth(detg)—i-dzv X

- _TQX(ln(det 9) + div @ X,

Example 9.9.4 The volume element in the case of the mixture model
is given by Proposition 9.3.1. The a-divergence in this case takes the
following form

mzmt

div'® X = 2X(1n(detg)) +div O X.

The next section will deal with a-volume elements in more detail.

9.10 o-Volume Elements

Let V and V* be two dual connections, with respect to the met-
ric g, and consider the V(®-connection defined by (8.5.11). Proposi-
tion 9.6.2 can be restated equivalently as:
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The following conditions are equivalent:
(i) The Ricci tensor associated with V(@) is symmetric;
(73) The Ricci tensor associated with V is symmetric;
(797) The Ricci tensor associated with V* is symmetric.

Therefore, in the virtue of Theorem 9.5.2, if the volume element
exists for the connection V, then it also exists for the connections V*
and V. This was first shown by Takeuchi and Amari [79] and noted
in Matsuzoe et al. [55].

In the following we shall assume that the aforementioned volume
elements exist and we shall investigate their relationship using the
concept of divergence. Let W@ w® = w* and wY = w be the
volume elements corresponding to connections V(@ V(1) = v* and
V(=1 = ¥, respectively:

Since the previous volume elements are n-forms, they are propor-
tional, so we can write

w® = flw* = fw,

with f; and f_; nonvanishing functions on M. The next result pro-
vides explicit formulas for the coefficients f; and f_1.

Theorem 9.10.1 The coefficients f1 and f_1 can be written in terms
of f and f* as follows

ho= c@t=cop
f—l — C(f*)a+1 — Cf_(1+a),

with C real positive constant.

Proof: Let X be a C'-vector field on M. Proposition 9.9.2 applied
to the n-forms w, w* and w® provides

Lxw = (divX)w
Lxw* = (div'X)w"
Lxw® = (div'® X)w®. (9.10.51)



286 Chapter 9. Dual Volume Elements

We shall compute both sides of (9.10.51). For the right side we use
Proposition 9.8.11

(div'® X)w® = (aX (In f*) + div® X)w®. (9.10.52)
Using the properties of Lie derivative, the left side of (9.10.51) be-

comes

wa(a) = Lx(flw*) = X(fl)w* + f1LXo.)*
- fiX(fl)w(a) + fi(div" X )w"
1

= X(In f1)w® + (div* X)w®
— [X(nf1) + X(In f*) + div®@]w®, (9.10.53)

where the last identity used the second relation of Proposition 9.8.11,
with @ = 1. Equating (9.10.52) and (9.10.53) yields

X(Infi) + X(Inf*) = aX(Inf*)
X(Inf)) = X(n(f5*h

X(In %) — 0, VXeX(M),
(f*)
so there is a constant ¢ such that In f*fz_l = ¢. And then choosing

C = e°, we have f; = C’(f*)a_l. Since ff* = constant, the previous
formula can be written also as f; = Cf1=%.

A similar computation is used to find the coefficient f_;. In this
case the right and left sides of (9.10.51) become

(div® X)w® = (- aX(In f) + div® X)W, (9.10.54)
and

wa(a) = LX(f_lw):X(f_l)w+f_1LXw
= (X(In fo1)+X(In f)+div® X)w®. (9.10.55)

Equating (9.10.54) and (9.10.55) leads to
X(ln(f_lfa+1)> _— (9.10.56)

whence f1 f®*t! = C, with C > 0. We note that the constants C that
appears in the formulas of f; and f_; are generic constants, and they
are not necessarily equal. [ |

The relationship between the coefficient functions f; and f_; is
given in the next result.



9.11. Problems 287

Corollary 9.10.2 We have

where C' is a positive constant.

Proof: 1t is a direct computation using Theorem 9.10.1. We have

1ta
fi?
l—«

Crf(l—oc)(l-i-a)/Q — Crf(l—a2)/2
f—12 — Cf(1+a)(a—1)/2 — C'f(oﬂ—l)/Q7

and multiplying, we get

It is worth to mention the particular case o = 0, which recovers
a well-known result. In this case w(®) = dv and dv = fiw* = f_1w, so
f*=1/fiand f =1/f_1, where f and f* are defined by w* = f*dv
and w = fdv. Corollary 9.10.2 writes as f1f_1 = C, constant, which
implies f*f = C.

9.11 Problems

9.1. Find explicit formulas for the a-volume elements in the case of
the following distributions:

(a) exponential;  (b) normal; (¢) gamma; (d) beta.

9.2. Let V be a linear connection on a manifold M, with components
I';;. In the following we assume Einstain summation convention.

(a) Contract with r = k in formula of R}, ., and use Prob-
lem 1.14 to show the following formula for the Ricci tensor:

1
§Rij =01 — 017 + F’érfﬁi - ngrﬁz’-
(b) Prove that

(c) If V is the Levi-Civita connection, prove that R;; = Rj;.
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9.3. Let 7 be a 1-form and V, V' two torsion-free connections on a
Riemannian manifold (M, g) satisfying the condition

Xg(Y,Z) = g(VxY,Z) + g(Y,VxZ) — 7(X)g(Y, Z) (9.11.57)
for all X,Y,Z € X(M).
(a) Show that .
Okgij = Uiy + Uy — k935,
where 7 = 7dx", Vo,0; = Ffj(?k, and Vaﬁj = f;f@k.

(b) Given a 1-form 7 and a linear connection V, show that

there is a unique linear connection V' satisfying relation
(9.11.57).

(c) Assume V is a torsion-free, equiaffine connection and 7 is
exact (i.e., there is a function f on M such that 7 = df).
Prove that V" is equiaffine.

(d) Assume the connections V, V" are torsion-free and equi-
affine. Show that the 1-form 7 is exact.

9.4. Let X be a vector field on X = R"” and w = dz! A -+ A dx™ be
the associated volume form. Show that the flow

conserves the volume if div X (z) = 0.

9.5. The continuity PDE

of 0 i
E(az,t) = _@(f(x,t)X ()

describes the dynamics induced by a probability density f(z,t)
on the associated phase space.

(a) Prove that for an incompressible flow (conservation of vol-
ume), the continuity PDE rewrites as

0 ) 19,
) = X)L (1)

This means that the probability density f(x,t) is constant
along the flow, i.e., f(z,t +dt) = f(z — X (z)dt,1).

(b) Show that the function In f(z,t) is also a solution of the
previous continuity PDE.
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(¢) Show that, for any continuous function h, the integral

Mﬂ=AﬁW%mw

does not change in time, provided the probability density
f(z,t) satisfies the continuity PDE and the flow X (x) con-
serves the phase volume.

(d) For h(f) = —fIn f, the foregoing integral gives the classi-
cal Boltzmann—Gibbs—Shannon entropy functional

ﬂﬂz—Aj@ﬂMﬂ%mw

Prove that, for flows with conservation of volume, the en-

. . dsS
tropy is conserved, i.e., i 0.

9.7. Suppose the phase volume is not invariant with respect to the
given flow and f*(z) is a steady-state solution (equilibrium
point) of the continuity PDE; i.e.,

5L X (@) =0.
Check the following;:
(a) in this case, instead of invariant phase volume form w, we
have another invariant volume form, namely n = f*(z)w;
(b) in case of volume conservation, we have
9 f(z,t) — _Xi(a) 0 f(xz,t)
ot f*(z) oz’ f*(z)
The function f”(:z;)) is constant along the flow and the mea-
sure 7 is invariant.

(c) for any continuous function h(f), the integral

H(f) = /X h <ff(fzf))> n

does not change in time, if the probability density f(x,t)
satisfies the continuity PDE. Now we take h(f) = —fIn f.
We obtain the Kullback entropy functional

SMﬁz—Aj@ﬂm%%gw
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We note that this situation does not differ significantly
from the entropy conservation in systems with conserva-
tion of volume. It is just a kind of change of variables.

If f(x,t) is a probability density satisfying the continuity PDE,
then the Boltzmann—Gibbs—Shannon entropy functional satis-
fies

%S(f):/xf(a:,t)divX(x)w

if the left hand side exists.

(Hint: This entropy production formula can be proven for small
phase drops with constant density, and then for finite sums
of such distributions with positive coefficients. After that, we
obtain the foregoing formula by limit transition.)

Show that, for a regular invariant density f*(z) (equilibrium),
the entropy S(f*) exists, and for this distribution %S (f)=0
and consequently

/ fH(z)divX(z)w = 0.
X



Chapter 10

Dual Laplacians

Each linear connection induces a divergence, which is used to define
a Laplacian. Dual connections yield to dual Laplacians. This chapter
deals with the definition and main properties of dual Laplacians
and a-Laplacians. Their relationship with Hessians, curvature vec-
tor fields, and dual volume elements is emphasized.

In this chapter (M,g,V,V*) is a manifold M structured by a
metric g, and endowed with a pair of dual connections V and V*.

10.1 Definition of Hessian

The Hessian of a function f € F(M) taken with respect to the linear
connection V is the covariant derivative of the 1-form df, i.e.,

H(X,Y) = (Vdf)(X,Y). (10.1.1)
Using the covariant differentiation formula for 1-forms
(Vw)(X,Y) = Xw(Y) —w(VxY),
then relation (10.1.1) provides the explicit formula
HY(X,Y) = Xdf(Y) —df (VxY) = XY (f) — (VxY)f. (10.1.2)
The local coordinates representation is HY (X,Y) = XtyJ Hifj, where
g _OF o Of
Yo Qxtoxd Y Ok
It is worth noting that H/ is symmetric if and only if V is torsion-free,
ie., Ffj = Fé‘?i (symmetric).

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 291
DOI 10.1007/978-3-319-07779-6_10,
© Springer International Publishing Switzerland 2014
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In the following the gradient vector field of f is taken with respect
to the Riemannian metric g. This means

glgrad f, X) = X(f), VX e€X(M),

which in local coordinates is equivalent to (grad f)? = ¢g7*0, f.
The relation between the Hessian and gradient is given by the

next result.

Lemma 10.1.1 If V, V* are dual connections, then
HI(X,Y) = g(Vik(grad f),Y), VX,Y € X(M).

Proof: Using the definition of Hessian, gradient and dual connections,
we have

HI(X,Y) = X(Y(f)-(VxY)f

Xg(grad f,Y)—g(grad f,VxY)

9(Vx(grad f),Y)+g(grad f,VxY)—g(grad f,VxY)
= g(Vx(gradf),Y).

10.2 Dual Hessians

Let V, V* be a pair of torsion-free dual connections on the Rieman-
nian manifold (M, g). For each smooth function f on M, we associate
a pair of Hessians H' and H*/ given by
HI(X,Y) = (Vdf)(X,Y)
HY(X,)Y) = (Vdf)(X,Y).

The dual Hessian has the components given by

o2 f of
U 9rioxd T Oxk’

and, according to Lemma 10.1.1, we can write
HY(X,Y)=g(Vx(grad f),Y),  VX,Y € X(M).

The relation with the difference tensor K(X,Y) is given by the next
result.
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Proposition 10.2.1 For any C?-function f, the Hessians Hf, H*I
and the difference tensor K are related by

HI(X,Y) - H'(X,Y) = K(X,Y)(f).
Proof: Using (10.1.2) we have

HI(X)Y)-HY(X)Y) = XY(f) - (VxY)f
— (XY (f) = (VXY)f)
= (VYY)f - (VxY)f = K(X,Y)f.
[ |

The relation with skewness tensor C'(X, Y, Z) is found in the next
result.

Proposition 10.2.2 For any C?-function f, the Hessians H', H*/
and the skewness tensor C' are related by

H/(X,)Y) - HY(X,Y) = C(grad f, X, Y).
Proof: Using Lemma 10.1.1 and Proposition 8.8.1, we obtain
HI(X,Y) - HY(X,Y) = g(Vi(gradf),Y) - g(Vx(grad f),Y)
9((Vi = Vx)(grad f),Y)

9(K(X,grad f),Y)
= C(X,grad f,Y)=C(grad f,X,Y).

The last identity follows from the symmetry of C. |

10.3 The Laplacian

For every linear connection V, any metric g and any C?-function f,
we define the operator

Af =div(grad f),

called Laplacian, where div is taken with respect to V, see formula
(9.8.42).

Proposition 10.3.1 The Laplacian is given by the trace of the dual
Hessian
Af = Trace((X,Y) — HY(X,Y)).
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Proof: From Lemma 10.1.1
HY(X,Y)=g(Vx(grad f),Y),  VX,Y € X(M).
Taking the trace and using the divergence formula (9.8.42) yields

Trace((X,Y) — H (X, Y)) = Trace((X,Y)— g(Vx(gradf),Y))
= div(grad f) = Af.

The previous formula can be written locally as

f =g H*f i J *k J
Af =g” ij _9]<3xiaxj o ijaxk>'

10.4 Dual Laplacians

Let div and div* be divergences taken with respect to dual connec-
tions V, V* and the metric ¢g. This induces a pair of dual Laplacians

Af = div(gradf)
A*f = div*(grad f).

The relationship between A and A* is given below.

Proposition 10.4.1 Let K denote the curvature vector field associ-
ated with dual connections V and V*, see formula (8.7.22). Then

A*f = Af — K(f). (10.4.3)

Proof: Using Propositions 10.3.1 and 10.2.1 together with formula
(8.7.23) yields

A*f —Af = TraceH' — TraceH*' = Trace(H' — H*)
of _ of
2] k k
K”@ —-K 9k = —K(f).
|

Corollary 10.4.2 A function f is constant along the curvature vec-

tor field, K(f) =0, if and only if Af = A*f.

Corollary 10.4.3 Let A© pe the Laplacian with respect to the Levi—
Civita connection V9. Then

A®:%@+Aw
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10.5 «-Laplacians

Let div(® be the divergence with respect to the a-connection V(@)
see (9.8.42), on a Riemannian manifold (M, g). For any C-function f,
the a-Laplacian is defined as

A f = gip(@ (grad f).
Assuming the convention V* = v, v =vED write
v = vO 4 %(v* ~ V).

Taking the trace yields

div'® = div(©® + %(div* — div).
Applying it to grad f, we get

A f = AOf 4+ Z(A"f - Af).
Using (10.4.3) yields the following formula for the a-Laplacian

A@fF = AOf %K(f). (10.5.4)

Taking the values oo = 1 and o« = —1 yields the pair of dual Laplacians

1

A = A0 5K (10.5.5)
A = AD %K (10.5.6)
Consequently, we have
%(AA* + A*A) = AOAO) %KK

10.6 Hopf’s Lemma

Let us use the manifold (M, g, V).

Proposition 10.6.1 The Laplacian A satisfies the condition

A(f?) = 2fAf +2||grad f]|2.
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Proof: Let X = grad f in Lemma 9.8.3 and obtain

A(fY = div(grad f?) = div(2fgrad f)
= 2fdiv(grad f) + 2g(grad f,grad f)
= 2fAf +2[lgrad f|3.

In the following dv denotes the Riemannian volume element on
(M, g).

Proposition 10.6.2 Let (M, g) be a compact Riemannian manifold,
with OM = @. Consider a nonconstant C?*-function f such that
Af =0 on M. Then

/ K(f*) dv > 0. (10.6.7)
M
Proof: Making Af = 0 in Proposition 10.6.1 yields
A(f?) = 2|\grad fl3.
Using (10.5.6), we have
1
AO(f%) + SK(f?) = 2|lgrad £,

Integrating we obtain

1
/M AO(£2) dv + 3 /M K(f%dv= 2/M ngadegdv > 0. (10.6.8)

Since OM = @, the first integral vanishes from the divergence theo-
rem

/ AO(F2) dv = / div(grad f?) dv = 0,
M M

and hence (10.6.8) yields the inequality (10.6.7). |

It is worth noting that the condition A*f = 0 implies the reverse
of inequality (10.6.7).

10.7 Laplacians and Volume Elements

This section deals with the relationship between the Laplacian and
the volume element associated with the underlying connection. An
explicit formula for the curvature vector field K is provided as the
gradient of a potential depending on the volume element.
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To formulate our theory, we shall use the statistical manifold
(M7 g7 V? V*)'

Consider two dual connections V, V*, the Levi-Civita connection
V) and their associated volume elements

w = ¢dv w* = ¢*dv w® = qo.

Proposition 10.7.1 Let f € F(M). Then the dual Laplacians can
be written in terms of the volume element as

Af = AOfy g<gmd £, grad(in ¢)> (10.7.9)
Aff = AOf_ g(gmd £, grad(ln ¢)>. (10.7.10)
Proof: Substituting f = ¢ and X = grad f in (9.8.44) yields
Af = div(gradf) = %(grad (@) + div'® (grad f)
= AOf4 %g(gmd f,grad )
= AOf 1 g(grad f, grad(in ¢)).
A similar computation provides
Af = AOf 4 g(grad f, grad(In ¢*))
= AOf 4 g(grad f, grad(In %))

= A0y _ g(grad fygrad(ln <;5))

The curvature vector field, K, was defined in Sect. 8.7 as the trace
of the difference tensor. The curvature vector appeared in formulas
(10.4.3), (10.5.4)—(10.5.6) and Propositions 10.6.2 and 10.9.3. In the
following we shall prove that K is a gradient vector field.

Theorem 10.7.2 The curvature vector field is a gradient vector field
given by

K = grad(ln ¢%). (10.7.11)
Proof: Subtracting the relations (10.7.9) and (10.7.10), we obtain

A'f=Af— 29(gmd fygrad(ln qb))
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Comparing with relation (10.4.3) yields

K(f) = 29(grad fygrad(ln ¢))
= 2grad(In¢)(f) = grad(In ¢*)(f).

Dropping the argument f leads to Eq. (10.7.11). [ |

Remark 10.7.3 Consider two dual connections V, V* with the cur-
vature vector field K. Then

K =0 <= ¢ = constant,

i.e., the forms w and w* are equal, up to a scaling factor, to the volume
form dv.

10.8 Divergence of Tensors

The fundamental ingredient is the statistical manifold (M, g, V,V*).
Let T be a 2-covariant symmetric C'-tensor. Its divergence (with
respect to connection V) is the vector field div(T) = (divT )ia?ci’
with components given by

(divT)" =V T

Two torsion-free dual connections, V and V*, induce the dual diver-
gences div(T) and div*(T'). The a-divergence is defined as the convex
combination

14+« 11—«

div T = div*T + divT.

Then the divergence with respect to the Levi—Civita connection, V(O),
is the average of dual divergences, i.e.,

1
div 0T = 5 (divT + div'T).

We shall investigate in the following the relation between the afore-
mentioned divergences for the case of the metric tensor.
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10.9 Divergence of the Metric Tensor

It is well known that the divergence of the metric tensor g vanishes
if the divergence is taken with respect to the Levi-Civita connec-
tion V(@ In the following we deal with the divergence of the metric
tensor g with respect to a pair of dual connections V and V*, as well
as to the a-connection V(@)

First, we compute the covariant derivative
(Vog)ik = (V,9)(0;,0k)
= 09(04,0k)—9(V 5,05, 0)—9(9j, V,0)
= 9(V5,0;,0k)+9(05,Vo,0k)—9(V 5,05, 0r)—9(9j, V,0k)
= g(vaa] - vaiaj7 ak) = g(K(aiyaj)7ak)
= C(0;,0;,0k) = Cij, (10.9.12)

which is the skewness tensor. The computation used the definitions
of dual connections, difference and skewness tensors. Raising indices
in (10.9.12) we obtain

l .
(Vog)" = (Vaoig)0"d"
= Cing’'d"" = Kirg"".
Then making r = ¢, and summing over i provides

(V&-g)li = Klg" =K',

which is the p-th component of the curvature vector field. Using the
divergence definition

(divg) = (Voig)",
we arrive at the following result.

Proposition 10.9.1 The divergence of the metric tensor g with re-
spect to V is equal to the curvature vector field K, i.e.,

divg = K'0. (10.9.13)
Similar computations applied to the dual connection lead to
(V5,9 = —Cij (10.9.14)

Following the same lines of computation as before, we arrive at the
dual result.
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Proposition 10.9.2 The divergence of the metric tensor g, with
respect to V*, is equal to the negative curvature vector field K,

div* g = —K'9'. (10.9.15)

As a consequence, the metric tensor has opposite divergences with
respect two dual connections, i.e., div* g = —div g.

The next result deals with the a-divergence, which is taken with
respect to the V(®)-connection.

Proposition 10.9.3 The a-divergence of the metric tensor is related
to the curvature vector by

div'® g = —aK. (10.9.16)

Proof: Writing the a-divergence as a linear combination of dual di-
vergences, using (10.9.13) and (10.9.15) we get

1 1-—
div® g = —12—a div* g + 5

1+« l—«o
= -K
2 ( )+ 2

= —akK.

adz’vg

K

It is worthy to observe that for & = 0 we recover the well-known
result of Riemannian geometry div(®) g = 0, quoted in the beginning
of this section.

Corollary 10.9.4 The a-Laplacian has the following expression
1
A =AOF 4 é(dzq)(“) 9)(f). (10.9.17)

Proof: 1t follows from (10.5.4) and (10.9.16). We note that the dif-
ference

1
A §(div(°‘) 9)

is independent of «. [ |
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10.10 Problems

10.1.

10.2.

10.3.

10.4.

10.5.

10.6.

10.7.

_(@-w)?
e 2?2 .0 >

Consider the statistical model p, ,(z) =

0, # € R and the function f(u,0) = 3(c? + p?). Find the
Hessians H/ and H*/.

Consider the statistical model p¢(x) = e 8 ¢ >0, xR,

(a) Find the dual Laplacians A, A*.

(b) Deduct the curvature vector field K, and find the poten-
tial function ¢ such that K = d%(ln $%(€)).

(c) Verify the relation A©® = 1(A 4+ A*).
(d) Find the expression for the a-Laplacian.

(a) Solve the equation Hi’;f(ﬁ) = 0 in the case of the expo-
nential family.

(b) Solve the equation H Z];(ﬁ ) = 0 in the case of the mixture
family.

Find the Laplacians A?, A, and A* in the following cases:

(a) exponential distribution.

(b) normal distribution.

Find the curvature vector field K and the potential function
¢ in the case of the normal distribution.

Let (M,g,V,V*) be a statistical manifold. Define the
a-Hessian of the smooth function f by H(®f = v(@gf.

(a) Show that in a local system of coordinates we have

>*f Of (a)k
gef = 27 Y plek
Oxtoxd  Qxk ™
(b) Verify the relation A(® f = Trace(H(O‘)f).
Let (M, g, V(@) be a statistical manifold and f : M — R

a differentiable function. Consider v : (a,b) — M a V(-
autoparallel curve on M.

(a) Compute %f(’y(s))
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10.8.

10.9.

10.10.
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(b) Show that
d? Of <if N
a2l 0) = H ()7 (s).
(c) Show that

@ oHF D)F ci i
75/ (1) = 5= (603 ()7 () + 2H 4 ()47 (5),

() f (a)r
aHij _ 83f . 82f (q)r . af 8Fij
Ok Oxt0xidxk  Oxkdxzr Y oz Oxk
(d) Write formulas (a)—(c) in the case when M is the statis-
tical model defined by an exponential family and o = 1.

Consider the statistical manifold (M,g,V(®). Let p € M
and ~1,...,7 be V(®-autoparallel curves on M such that
v;(0) = p, ¥;(0) = v;, with {v1,...,v,} orthonormal system
in T,M. Prove that for any function f € F(M) we have

n d2
A(a)f — Z @f(’y](S))ISZO
=1

Let (M,g) be a Riemannian manifold where the metric is
given as a Hessian, g;;(§) = 0gi0gp(§), with ¢(§) strictly
convex. Show that:

©
(a) a—gji = Cjji, where Cjjj, denotes the skewness tensor.

(b) Let v(s) be a V-autoparallel curve on M. Show that

3
%90(90(8)) = C(7(5),7(5),7(s)) + 2(H"3(s),5(s))-

Let (M,g,V,V*) be a statistical manifold endowed with an
equiaffine structure.

(a) Prove that div(Ric®) — 1 R©®) g)=0, where R(*) = Ricl(-?)gij.
b) Find a formula for div(Ric'® — 1R(®g), where R(®) =
2

Ricl(-?) gY.



Chapter 11

Contrast Functions
Geometry

Contrast functions, called also divergence functions, are distance-like
quantities which measure the asymmetric “proximity” of two proba-
bility density functions on a statistical manifold or statistical model S.
A contrast function, D(pl||q), for density functions p,q € S, is a
smooth, non-negative function that vanishes for p = ¢. Eguchi
[38, 39, 41] has shown that a contrast function D induces a Riemannian
metric by its second order derivatives, and a pair of dual connections
by its third order derivatives.

This chapter introduces contrast functionals on statistical mani-
folds, which are natural extensions of Kullback—Leibler relative entropy
from statistical models, and analyzes their corresponding geometric
structures and how these interact with the dualistic structure of a sta-
tistical manifold. The chapter also investigates the geometry gener-
ated by a contrast functional on the space of probability distributions
of a statistical model and provides examples of contrast functions.

It has been shown in Chap. 4 that Kullback—Leibler relative ent-
ropy is positive, non-degenerate, its first variation along the diagonal
€0 = ¢ vanishes, and the Hessian along the diagonal defines the Fisher
metric.

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 303
DOI 10.1007/978-3-319-07779-6_11,
© Springer International Publishing Switzerland 2014
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The contrast functions mimic the aforementioned properties of
the Kullback—Leibler relative entropy. The only difference in the new
context is that there are no density functions and no formula of
expectation type can be used here.

We overcome this flaw by defining the contrast functions abs-

tractly in two stages: (i) on an open set of R¥; (ii) on a smooth
manifold S.

11.1 Contrast Functions on R*

Consider an open set E in R*, and let &1,& € E. A contrast function
on E is a smooth function D(- || -) : EXE — R satisfying the following
properties:

(i) positive: D(&1]|€2) > 0, V&1,82 € E;
(74) non-degenerate: D(&1]|62) = 0 <= &1 = &o;
(#i1) the first variation along the diagonal {&1 = &} vanishes:
et D(&1]1€2) 16, =, = O D(&1l1€2) 16, =¢, = 05
(iv) the Hessian along the diagonal £ = ¢
9ij(§1) = 9g; 0 %'D(&H&)Mz:gl

1s strictly positive definite and smooth with respect to & .

Some comments regarding the notation are worthy to make. Even
if the function D(&;]|€2) is not a distance (the symmetry and the tri-
angle inequality are not satisfied), it is a useful distance-like measure
of the separation between two points &1, &. The separation notation
is represented by the symbol ||.

Another observation worthy to make is the redundancy of part
(73i) of the definition; this is a consequence of parts (i) and (i7) as
follows:

D(& +€ll&1) = D(&ll&r) lim D(&1 + €|[&1) >0

lim >
e\0 € e\ €

lim D& +€llé) = D(&ll&r) lim D(& + €||&1) <0,
€,/0 € €0 €

which implies the limit equal to 0. We assumed &; € R for the sake of
notation simplicity, but the result holds true in multiple dimensions.

We note two facts, which are direct consequences of the definition:
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(1) The point &y is a global minimum of the map § — D(&l[€).
(2) The quadratic approximation of a contrast function is given by
DE6) = 5 3 0is(E)(E ~ (e — &) + ol AE ~ &)
v (11.1.1)

when & — & — 0.

Hence, for any two close enough neighbor vectors £1,&; € E, the
contrast function is approximated by half the length of their difference
measured in the inner product induced by the matrix g;;

D(Ellen) % 261 — &2,61 — Ea)y = 5162 ~ &l

In the following we show how a contrast function can be induced
by a strictly convex function.

Proposition 11.1.1 Let ¢ : E — R be a strictly convex function.
Then

Digll§) = #(&) = (&) = 2 0(&)(¢ —&) (11.1.2)
= #l8) = (&) — (99(€0).€ — &)

s a contrast function on E.
Proof:

(1) Positivity: since the graph of the strictly convex function ¢ is
above the tangent plane at each point, we have

#(&) Z pl60) + > 0ip(&) (€ — &). (11.1.3)

This implies D(&o||£) > 0.

(77) Non-degenerate: Since the equality in (11.1.3) occurs only for
& = &, it follows that D(&p||£) = 0 implies £ = .

(7i1) Differentiating with respect to ; yields

8§zD(£O||£) = afi(p(g) - 8&90(50)7
and hence ¢, D(&o[€)|e=¢, = 0.
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(7v) Since the function ¢ is strictly convex, and

Og; 0, D (8ol|€) = Og; O, ¢(€) (11.1.4)

it follows that O, ¢, D(&o||§) is strictly positive definite. Hence
D(&||€) satisfies the properties of a contrast function.

We shall discuss in the following a few particular cases.

Example 11.1.2 (Exponential Model) Consider the convex func-

tion @(§) = —1In¢, with & > 0. The induced contrast function is
given by
£ £
D == —In=> -1,
(&oll€) & &

which is exactly the Kullback—Leibler relative entropy for the exp-
onential distribution. It is worth noting that the convex function
©(€) = £ — In¢ induces the same contrast function. Hence, there is
no one-to-one correspondence between convex functions and contrast
functions.

Example 11.1.3 The convex function ¢(¢) = ¢2 — In¢, with &€ > 0,
induces the contrast function
D(ElIE) = (€~ €0)* + = —In= — 1.
o )
Example 11.1.4 If consider ¢(¢) = &2, with € > 0, the induced
contrast function is

D(&l[¢) = (€ — &)*.

Not all contrast functions are induced by strictly convex functions.
For instance, one can show that

(€ — &)?
£0&?

is a contrast function on (0,00)2, which cannot be written in the
form of formula (11.1.2). We make the note that this contrast func-
tion is related to the problem of minimum chi-squared estimator, as
described in Kass and Vos [49], p.244. There are many other con-
trast functions that are not in the form (11.1.2), for instance most

D(&l[€) =
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f-divergences, see Sect. 12.2. It can be shown that a contrast function
derived from a strictly convex function by formula (11.1.2) is a dually
flat contrast function.

It is worth noting that the definition of the contrast function
adopted by Kass and Vos [49], p.240, is slightly modified, replacing
condition (iv) by the following condition:

(iv') the matrix

9ij(€1) = 9g; 9y D(&1][€2)
1s positive definite and a smooth function of & alone.

The contrast function given by formula (11.1.2) is sometimes called
Bregman divergence, see Bregman [20], and it is widely used in convex
optimization, see Bauschke [14], Bauschke and Combettes [16], and
Bauschke et al. [15].

The term of “contrast function” has been defined slightly different
by other authors, and under different names (divergence, yoke, etc.)
see Eguchi [40], Rao [72] and Barndorff-Nielsen [11].

11.2 Contrast Functions on a Manifold

Let S be a smooth manifold. A contrast function on S is a smooth
mapping Ds(-]|-) : § x § — R, such that any parametrization ¢ :
E — S makes

D(&1]|€) = Ds(¢(&)||o(&2))

a contrast function on E. This definition was given for the first time
in Amari [5].

We note the local character of a contrast function on a manifold.
If p1,p2 € S belong to the same coordinate chart, there are £1,& € E
such that ¢(p;) = & and then we have D(&||&2) = Ds(p1]|p2). Since
there might be no coordinate charts to include both points p1, p2, then
the contrast function Dg(-||-) makes sense only locally. In general,
there might be no global defined contrast functions on a manifold S.

The invariance of the contrast function with respect to charts is
given in the following result.

Theorem 11.2.1 Consider two local parametrizations ¢ : E¢ — U,
¢ :E, — V on the manifold S. If

D(&]|¢2) = Ds(¢(&)]|o(&2))
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Figure 11.1: The parameterizations ¢ and ¢ on a manifold S

is a contrast function on the parameter space E¢, then

D(m||n2) = Ds(e(m)|l¢(n2))

is also a contrast function on the parameter space IE,.

Proof: For any two points p1,po € UNV C S denote p1 = ¢(§1) =

e(m), p2 = ¢(&) = @(n2). Let ¢ + Ee — E,, ¥(§) = n be the
change of parametrization map, which is invertible as a composition

of invertible maps 1 = ¢! o ¢, see Fig. 11.1.

(1) The positivity follows obviously from
D(m||n2) = Ds(p1llp2) = D(&11€2) > 0.

(73) To check the non-degeneracy we note that D(n1]|n2) = 0 implies

D(&1]|€2) = 0, and hence & = &, or ¥~ (1) = ¢! (n2). Since
¥~ ! is one-to-one, we obtain 7y = 2.

(7i7) The fact that the first variation along the diagonal {n; = 12}
vanishes is a consequence of (i) and (7).

1w) We investigate first how does ¢;; change when changing the
J
parameter £ into 7

on" o
55(©) = 90600 =0 (ggs0r 5500)
o On* on" o _

- ¢t oI (anrv nk) = e @grk(n),



11.3. Induced Riemannian Metric 309

and hence

" on*
88 &I
Consider the points p; and po infinitesimally close. Then writ-
ing the quadratic approximation formula (11.1.1) in differential

form for D(&1]|&2) and D(n||n2) and combining with (11.2.5)
and the chain rule yields

9ij(§) = w557 9rk (M) (11.2.5)

D) = 53 gl
2%

1 _ on" onk . j
= 2;;grk<m s g & (1126)

1
D(mllnz) = ézhrk(m)dnrdn’“

_ a77 on®
- _;;}hrk m) P (%Jdg del. (11.2.7)

Comparing (11.2.6) and (11.2.7) yields g.x(n) = hyk(n). Since
Gri:(n) is strictly positive definite, then h,.x(n) is the same. Hence
D(n1,m2) verifies all the conditions of a contrast function.

Corollary 11.2.2 The diagonal part of the Hessians

9ij(&1) = 9gi 9 D(&1]/€2) g=¢,

hij (771) = % 877%D(771 | |772) In2=m

are related by the following relation

o on" B (1) (11.2.8)

9ij (fl) 862 86]

11.3 Induced Riemannian Metric

One of the useful consequences of the invariance property given by
Theorem 11.2.1 is that a contrast function provides a unique Rie-
mannian metric on the manifold S§. This metric is the inner product
9p : TS x T,§ — R defined in a particular chart as
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(93, 9j) = 0 0y D(&11€2) 21 (11.3.9)

for any coordinate vector fields J;,d; on S about p.

In the following we shall develop two formulas equivalent with
(11.3.9). Consider the notation p(&1,&2) = D(&1]|€2). By (ii) we have

8§§p(£17£2)\51=§2=§ = agip(é.vg) =0
Oeip(€1,€2) |6 == = Ogyp(§,€) = 0.

Denote 0; = 8@ Differentiating the function ¢(§) = afi p(&, &) with
respect to 0; we get

0= 0j0(§) = 0 Ogi p(&:€) + D Oy p(&, £),
which implies
010 p(€,€) = ~ 0y g p(£,). (11.3.10)

Differentiating the function ¢(§) = 8%- p(§, &) with respect to 0;
we obtain

0= 0j0(§) = 001 (&, &) + Oy i p(&, ),
which implies
Oy 03 (6, €) = ~0g 0y (€ €). (11.3.11)

Assuming p(-, -) smooth enough, the partial derivatives commute and
using (11.3.10) and (11.3.11) we arrive at the following equivalent
local formulas for the induced Riemannian metric:

955§ = 8&8{1)(51”52)\52:& (11.3.12)
= 09, D(&1ll&2) 6= (11.3.13)
= —0: 9y D(&1ll62) 6=, (11.3.14)
= 040 D(&€2)er=c. - (11.3.15)

Another relation which will be useful in a later section is obtained
by differentiating with respect to Ji(= %) in relation (11.3.11) and
applying the chain rule

OhDgdyp(6.E) = ~Ohdydep(6.8) =
agxf@%@gép(ﬁ,ﬁ)+5§§5%8€% p(§,§) = —8@8{855,0({,5)
D066
(11.3.16)
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The following notation is adopted for the representation of a
vector field X on § with respect to two local coordinate systems

(€1) and (£3)

Xy = ZXi(é.l)agi, Xey) = ZXi(é'g)@fé.
We note that for any vector field X we have

XeD(&ll&2)1e1=6, = X(e2) D(&1ll€2)je,=¢, = 0.

Next we provide the global definition of the induced Riemannian
metric.

Proposition 11.3.1 The inner product of two vector fields is given
by the following equivalent formulas

9(X.Y) = X)) D(&ll§2) 6=
= Xe)Yien D(&l€2)1e1=¢
= XY DElE)ie=c
= ~XeYe)D&llE2)ie =
Proof: The proof follows from the bilinearity of g and an application

of relations (11.3.12)—(11.3.15). For instance, the first relation can be
shown as

g(X.Y) = D X'YIg(0;,0;)
i7j
= Y XVI9404 D686 -
i,
= XenYien D(Ell€2) g1 =¢.-

11.4 Dual Contrast Function

If D is a contrast function on R¥, then the associated dual contrast
function is defined by

D*(&1]|&2) = D(&al|&1)-

The fact that D* satisfies properties (i)—(iv) from the definition of a
contrast function follows obviously from the fact that D satisfies the
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same properties. Similarly, we can define the dual contrast function
on a manifold by

D5(pllg) = Ds(qllp),  Vp,q€S.

It is worthy to note that the contrast functions D and D* induce the
same Riemannian metric on the manifold S. However, the connections
induced by D and D* play a central role in the geometry of contrast
functions, as we shall see in the next couple of sections.

11.5 Induced Primal Connection

Let g be the Riemannian metric on S induced by the contrast func-

tion Dg. Consider the operator V(P) given by
D
9V, Z) = —Xie)YienZien D6l ey (115.17)

for any vector fields X,Y,Z defined on the overlap of the chart
neighborhoods associated with the coordinate systems (£}) and (£5).
We shall check that V(P) satisfies the properties of a connection.
The R-bilinearity is obvious. Let f € F(S) be an arbitrary smooth
function. Then

gV, 2) = —fX(e)Yien Zen DGl 6s—e, = 9(FVSY, 2),

and dropping the Z-argument implies V}[))()Y = ng?)Y. Next we
check Leibniz rule in the second argument

gV IV, Z2) = = Xe (fYien) Zien D (€112 e, =,
= _fX(ﬁl)Y(El)Z(&)D(&"52)|§1=52
—X(e))(f) Yier) Ziea) D(€1l1€2) 16, =

= [9V 1Y, Z) + Xiey)(Fa(Y. Z)
= gV Y + X()Y, 2),

so VIO 1y = v P py + X ()Y

Writing formula (11.5.17) in local coordinates we obtain the compo-
nents of the linear connection V(?) as in the following

T2 = g(v5)0;,00) = 040 g DGl = (115.18)
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The commutativity of the partial derivatives imply P — 1) and

ij,k T T ji,k?
hence the connection V(P) has zero torsion. We can arrive to the
same result in the following equivalent way. Starting from the global
definition of the connection and Riemannian metric we write

D D
g VY —VPIX.Z) = —X()Yie) Ziey D(ElI2)e —e,
+Y(§1)X(51) D(£1||£2)€1 =&

= —[X,Y](gl)Z(gz D(&[62)er=¢,
— g([X,Y],Z)

Dropping the Z-argument implies Vg?)Y — Vg,D)X = [X,Y], i.e., the
torsion of connection V(P) is zero.

11.6 Induced Dual Connection

The dual connection VP is the connection induced by the dual
contrast function D*, i.e., it is given by

D*
gVEY.Z) = X YienZe D' (EllE) e,
= _X(§2)Y(§2) (£1||£2)|§1 =&

for any vector fields X,Y, Z. This can be written locally as
D* D*
ng,k) = Q(V(ai 10;,01) = —0¢30¢1 0 D(&1€2) 161 ¢

Theorem 11.6.1 The connections VP) and VL") are torsion-less
dual connections.

Proof: The fact that the torsions vanish follows from the symmetry
(D)

in the first two indices of the connection components I'; (D) _ ik

ij,k
and FEDk) F(D ). The duality relation will be shown in local coor-
dlnates leferentlatmg with respect to Oy = Ogx in relation g;;(§) =
—0¢: 0 ;D(&||€) we obtain
2

Ongij = —O0g0g 0 D(E[E)
— 0t 0g; 0y D(E][€)

(D7)

(D)
e Y

ki,j

which is equivalent with the duality of D and D*. |
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Therefore, a contrast function D on a manifold S induces a
statistical structure (g, V(?), V(P)). Hence, (S,g,VP),vP))
becomes the statistical manifold induced by the contrast function D.

Proposition 11.6.2 The Levi—Clivita connection of the Riemannian
space (S, g) is given by
1

- (V(D) + V(D*)).

0) —
v 2

Proof: Since VP) and VP") have zero torsion, the same applies
to V(). Using the duality relation we show that V(© is a metrical
connection

3

Xg(Y.Z) = g(Y,Z)—Ir%Xg(Y,Z)

oV, 2)+ (v, Vv 2))

—~

o(VY,2) + (v, v 2)}

N RN~ N

I
Q

vy 4+ vy 7) 4 (v vz + vﬁ?”z)
2 ’ ’ 2
= gV, 2)+ (v, VY 2).

11.7 Skewness Tensor

Besides a Riemannian metric g and a pair of dual connections v,
V(P") | a contrast function D also induces the skewness tensor by

g(ViP Y - vy, 2)
= (X@l)Y(al)Z() XeYerZe ) (&1ll€2)je1=¢,

Cc\P)N(X,Y,2)

In local coordinates this becomes

D D D
Ci' = Tk —Tin

= 0t 01 05 D(&111€2) 6,6, — O3 Oy Or D(1]162) 6=, -

In the virtue of identities (11.3.12)—(11.3.15), the tensor CZ(Jk) be-
comes completely symmetric.
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‘)

This section will present the third order approximation of a contrast
function Dgs on a manifold S. Let p,q € S be two points in the
same chart with coordinates £, = ¢~!(p) and & = ¢~!(q). Denote
ALl = €L — £ The third order approximation of Dg(pl|-) about p is
given by

Ds(pllg) = Ds(pllp) + g D(&1|€2) 16, —r—¢ AE’
1 N
+50¢ 0 D(&1[€2) 161 =¢;=¢ AE'AE

1 "
+ 50,0y Oy D (&1][€2) 6 —ga—¢ AEAETAEE + (|| A]?),

11.8 Third Order Approximation of D(p|

where o(||A&||?) is a term which converges to 0 faster than ||A&|?
does, as p — ¢. Since from the definition of a contrast function the
first two terms are zero, then

Dslplle) = gou(E)AEAE + thi(E)ATATALE + of | AE]),

where g;; is the induced Riemannian metric. It suffices to compute
the coefficients

hijh(€1) = 0 0 O D(&1[€2) 161 =r=¢-

Writing relation (11.3.16) in terms of the induced connections com-
ponents, see formula (11.5.18), we have

* *
from where

higk = L5k +Tiki+ i
= gk + i
= 8kgij + F;-kj’k.

The last two identities follow from formula (8.1.2). A similar argu-
ment can be used to show also the relation

hiji = Oigrj + Tix 4
This relations imply the total symmetry of hyj

hiji = hik; = hiji = Bjik.
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It is worthy to mention that if D(- || -) induces a dually flat statistical
manifold (i.e., I' = I'* = 0), then h;;;, = 0.

We have seen that any contrast function induces a dualistic struc-
ture (g(D IR VACI vAC *)) on S. Next we consider the converse implica-
tion, which states that any triple (g, V, V*), which consists in a metric
and two dual torsion-free connections, is induced from a divergence.
The divergence can be given locally by

D(pllq) = %gij(p)AE’Aéj + %h,-jk(p)AgiAngg’f, (11.8.19)

where A& = £'(q) — €'(p) and hijr = Oigr; + '), ;- The existence of

a globally defined contrast function is proved in Matumoto [56].
However, the contrast function is not unique. An alternative con-
struction for (11.8.19) is

Dpllg) = Lo (D) AEAE — Shiy (ACALIAE,

where hj; = 0igjk + | R

11.9 Hessian Geometry

Assume now that there is a local coordinate chart with respect to
which the contrast function Dg is induced locally by a convex function
¢ via formula (11.1.2). We make the remark that it is not necessarily
true that there is always a local system of coordinates in which the
contrast function is induced by a convex function. However, when
this occurs, it defines a dually flat structure of statistical manifold,
as we shall see next. This type of contrast function is sometimes
called Bregman divergence, see Bregman [20], and it is widely used
in convex optimization, see Bauschke [14-16]. For a generalization of
this contrast function to an a-family, see Zhang [86].

Using (11.1.4) we obtain that the metric is given by the Hessian
of the strictly convex potential function ¢

A straightforward computation shows that the components of the
induced dual connections V(P) and V(P*) are given by

I =0,  TE€) = 006 e p(€). (11.9.21)

ij,k ij,k
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A further computation shows that the Riemann curvature tensors are
R = R" =0, i.e., the connections are dually flat.

It is worth noting that there are topological obstructions to the
existence of dually flat structures. Ay and Tuschmann [10] proved
that if (S,g,V,V*) is dually flat and S is compact, then the first
fundamental group 71 (S) must be finite.

The skewness tensor is given by the third order derivatives as

CLfY) = 0iDei D p(€).

This geometry is commonly referred to in the literature as the Hessian
geometry. Some authors considered weaker conditions than strictly
convexity for the potential function ¢, see Shima [74] and Shima and
Yagi [75]. For more details on hessian metrics, the reader is referred
to Bercu [17] and Corcodel [29].

11.10 Problems

11.1. Let v: (a,b) — (M, g) be a regular curve, i.e., ¥ # 0. Define
t
DGsll) = [ (¢ = w)ti(u) du

Show that D(-||-) is a contrast function on (a,b).

11.2. Let S be a statistical model and consider two distributions
po, p1 € S. Define the following curves in S

™ = (1= t)po+tp1, ¥ =Cpitpl, 0<t <1,

where C; is a normalization function. Denote by g™ (t) and
g'®)(t) the Fisher metrics along the aforementioned curves.
Let

1
Mmmmwzﬁa—@WW@w

1
D@mmwzéa—@w%m&

(a) Prove that DU (-||-) and D) (-]||-) are contrast func-
tions on S.

(b) What is the relationship between D™ (-||-) and
DE(-|I-)7
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11.3.

11.4.

11.5.
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Let (M, g,V,V*) be a dually flat statistical manifold and (x?)
and ((,) a pair of dual coordinate systems associated with
potentials ¢ and ¢ (i.e., z° = 9;,¢(C), ¢ = 0,59 (x)). Define
D:MxM—Ras

D(pllg) = ¥ (z(p)) + #(¢(@) — 2" (p)Gi(a)-
(a) Prove that D(-||-) is a contrast function (called the
canonical divergence of (M, g,V,V*)).
(b) Find the dual contrast function D*(-||-).
(¢) Show that for any p,q,r € M the following relation holds

D(pllq) + D(qllr) = D(plIr) — («*(q) — 2 (p)) (Gi(q) — Ci(q)).

(d) Let 6 be the angle made at ¢ by the V-geodesic joining
p and ¢, Ypq, and the V*-geodesic joining ¢ and r, 7,
Show that

D(pllg) + D(qllr) = D(pllr) = [Fpqgll - 19|l cos(m — 6).
(e) If 0 = g show the following Pythagorean relation:

D(pllr) = D(pllq) + D(qllr).
(f) Find the skewness tensor associated with D(-||-).

Consider the Euclidean space (M, g) = (R", §;;), with V = V*
given by ViV = U(VY)e;, for any U,V € X(M).

(a) Show that the Euclidean coordinates system is self-dual,
ie., 2! = ¢.

(b) Show that in this case the potential functions are given

1 . 1

v(@) =3 d @, ) = 3 > (@)

(¢) Prove that the canonical divergence is given by
D(pllq) = %d%(p, q), where dg(p, q) denotes the Euclidean

distance between p and q.

How many of the previous requirements still hold on a
Riemannian manifold (M, g, V) with a flat Levi-Civita con-
nection V7
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Let (M,g,V,V*) be a dually flat statistical manifold, and
denote by D(-||-) the associated canonical divergence. Con-
sider the D-sphere centered at p € M of radius p, defined by

SP) = {q e M; D(p||g) = p}.

Show that every V-geodesic starting at the center p intersects
S(P) orthogonally.

Consider the exponential family p(x;§) = ec(x)JrfiFi(x)_w(f),
x € X, with {F;(z)} linearly independent on X. Define n; =

(a) Show that n; = 0;9(§).

(b) Prove that (£%) and (n;) are dual systems of coordinates.

(¢) Verify that (¢7) is a 1-affine coordinate system and (1) is
a (—1)-affine coordinate system.

(d) Let o(n) be the potential associated with &, ie., & =
Opip(n). Show that ¢(n) = E¢[lnpe(x) — C(z)].

(e) Let H(p) be the entropy of distribution p. Validate the
relation

H(pe) = —p(&) — E¢[C(2)].

(f) Let n; = Fj(x). Show that 7 is an unbiased estimator
for n, and that the covariance matrix provides the Fisher
metric, i.e., V;,(9) = gi5.

(9) Find the contrast function given by the canonical diver-
gence associated with the dual system of coordinates (£°),
(n;). What is its relationship with the Kullback—Leibler
relative entropy?

Consider the statistical model given by the Poisson distribu-
tion p(z;€) = 6_5%, x€{0,1,2,...}, £ > 0. Consider n = &
and 0 = Iné.

(a) Prove that n and @ are dual coordinates.

(b) Find the canonical divergence associated with the above

dual coordinates.

Consider the statistical model given by the normal family

1 _@-w?
e 22  ueR,o>0.

p(x;€) =

2ro



320 Chapter 11. Contrast Functions Geometry

Show that (6%) are (1;) are dual systems of coordinates, where

m=u,  mp=p+o’

! 61)2 — 202
0922 o, »

202 — I 4(62)?2

11.10. Consider the statistical model given by the exponential dis-
tribution p(z;€) = e, 2 >0, £ > 0.

(a) Find a pair of dual coordinates on the above statistical
model.

(b) Find the potentials 1) and ¢ associated with the dual coor-
dinates obtained at (a).

(c) Deduct the expression for the Fisher metric.

(d) Find the canonical divergence associated with the dual
coordinates obtained at (a).



Chapter 12

Contrast Functions
on Statistical Models

This chapter deals with some important examples of contrast
functions on a space of density functions, such as: Bregman diver-
gence, Kullback—Leibler relative entropy, f-divergence, Hellinger
distance, Chernoff information, Jefferey distance, Kagan divergence,
and exponential contrast function. The relation with the skewness
tensor and a-connection is made. The goal of this chapter is to pro-
duce hands-on examples for the theoretical concepts introduced in
Chap. 11.

12.1 A First Example

We start with a suggestive example of Bregman divergence. We show
that the Kullback—Leibler relative entropy on a statistical model is a
particular example of Bregman divergence.

Let S = P(X), where X = {x!,... 2""1} and consider the global
chart ¢ : S - E CR"

¢(p) = (npy, ..., Inp,) = (€',...,€"),

with the parameter space

E={(,....6"):6" >0,y ¢ <1},
k=1

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 321
DOI 10.1007/978-3-319-07779-6_12,
© Springer International Publishing Switzerland 2014
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The contrast function on S is then given by

Ds(plle) = Ds(¢ " (@)llo™"(0))
= D(&l|&2),

where D(-|| ) is the Bregman divergence on E induced by the convex
function (&) = > 1, €%, ie.,

D(&1]1€2) = p(&) — (&) = > dip(£1)(&5 — €1)-

1=1

Therefore

Ds(pllg) = D(&llé2)

SR YR WEITRE
= Z ZQZ szln_

= Zpi 1D; = Dk r(pll9)-

Hence, the induced contrast function Dg on P(X) in this case is the
Kullback—Leibler relative entropy.

12.2 f-Divergence
An important class of contrast functions on statistical models was

introduced by Csiszar [31, 32]. Let f : (0,00) — R be a function
satisfying the following conditions

(a) f is convex;
(b) f(1) =0
() f7(1) =1

For each probability distributions p, g, consider

Diollo) = 5[ (59)] = [ sorr(8D)ae. (1220

p(x) p(z)
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We shall assume that the previous integral converges and we can
differentiate under the integral sign.

Proposition 12.2.1 The operator Dy(-||-) is a contrast function on
the statistical model S = {p¢}.

Proof: We check the properties of a contrast function.

(4)

(iid)

(iv)

positive: Jensen’s inequality applied to the convex function f
provides

_ (z) q(z)

Dol = B[1(55)] 2 1(5[55))

_ ) N ) =

= ([ L) = 1) =0
non-degenerate: Let p #£ ¢. Since f is strictly convex at 1, then

_ q(x) q()1y _ _
Ditella) = B, [ £(Z55) ] > (B[ 5 ]) = v =0,

and hence D(p||q) # 0, which implies the non-degenerateness.

The vanishing property of the first variation along the diagonal
{& = &} is a consequence of (i) and (ii).

Let p = Pe, and g = p.. We shall compute the Hessian of
Dy (pg, llpe) = / Pe (:v)f<M> dx (12.2.2)
0 o Pe, (2)

along the diagonal £0 = ¢. Differentiating we have

our(2) = £

€0 p€0 pﬁo
2
8§i8§jf(l%§0) _ f,,(]%;)(%) De:(Inp,)des (Inp, )
+f/<]%>iafia§jps'
0
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Differentiating under the integral we get

O¢iOei Dy (pg, lIpe)e=eo = 1" (1) / Pe, Oci Inp; Ops Inpg dzje—g

- F(1)0 e / p, () dx

= ["(1)E¢[0¢:£(€)Dei £(€)]
= FE¢l(0:£)(00)] = 9:5(8),

which is strictly positive definite, since it is the Fisher—-Riemann
information matrix. Hence D¢(-||-) is a contrast function.

Theorem 12.2.2 The Riemannian metric induced by the contrast
function Dg(-||-) on the statistical model S = {p,} is the Fisher—
Riemann information matriz

9i(§) = 0¢i0¢i Dy (P, ||Pe ) je=o -

Proof: Tt follows from the calculation performed in the part (iv)
above. N

Let f*(u) = uf(%) Since

1) = f1)=0
f*//(u) _ %f”<l>20

u
f*”(l) — fl/(l) — 17
then f* satisfies properties (a)—(c), and hence Dy« (-||-) is a contrast
function, which defines the same Riemannian metric as Dy (- || -).

Proposition 12.2.3 The contrast function Dy« (-||-) is the dual of
Dy(-1l)-

Proof: Consider the dual D}(p||lg) = D¢(g||p). Then we have

Dy« (pllg) = /Xp(:t?)f*(M dx

I
T
=
8
T
VS
ks
—~|
5
S——
Qu
I

= Dy(qllp) = D}(plle),  Vp,q€S.
Therefore D« = D;i. [ |
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In the following we shall find the induced connections. Let V()
be the linear connection induced by the contrast function D¢(-|]-),

and denote by Fg L its components on a local basis.

Proposition 12.2.4 We have

)
Lok

(€) = B [(aiaje — (1) + 1)aiaje)ake}. (12.2.3)
Proof: From formula (11.5.18) we find
T0(6) = =00 10 D5 (pg, 1P j6=¢o - (12.2.4)

We shall compute the derivatives on the right side. Differentiating in
(12.2.2) yields

9Dy (p,, |Ipe) = /X f/(;)—€>p§(9§k€(§) dz. (12.2.5)

)

Before continuing the computation we note that

0ar () = M)

Pe, Py, D¢,
2
0 (P (PP e
%% 1 <pso> -/ (p%)P?Oa%e({O)aéa&)
P\ P
() 05 60) 0 (E0)
o o
P\ P
— (2 2o 0., 0(0).
<p§0)p€0 S 0

Applying now 856 afj to (12.2.5), using the foregoing formulas, and
0
taking &y = &, yields

0000 Do Ipiees = [ [(17(1)+ £/ (1)pe 060006 )(0cs0)
- f”(1)(a£iasz)(a§kz)} dz
Be| (0e:Dcs = (£"'(1) + 1) 0 () Dt .

Applying (12.2.4) we arrive at (12.2.3). |

The relation with the geometry of a-connections is given below.
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Theorem 12.2.5 The connection induced by Dy(-||-) is an
a-connection

v = v
with o = 2f" (1) + 3.

Proof: Tt suffices to show the identity in local coordinates. Recall first
the components of the a-connection given by (1.11.34)

I = Eﬁ[( i0; j )M] (12.2.6)
Comparing with (12.2.3) we see that FE{L F(ai if and only if o =

21" (1) + 3. u

We make the remark that V™) = V(=) which follows from the
properties of dual connections induced by contrast functions. We shall
show shortly that for any « there is a function f satisfying (a)—(c)
and solving the equation o = 2f"'(1) + 3.

Proposition 12.2.6 The skewness tensor induced by the contrast
function D¢ (-||-) is given in local coordinates by

T = (21" (1) + 3) E¢[(9:6) (9;0) (L)),

Proof: Using Theorem 12.2.5, formula (12.2.6) and the aforemen-
tioned remarks, we have

m = T T —r r
_ Eg[@iajul“‘aea ) ont]
—EfKaiajf i )a’“f]
= aE[(9;£)(0;¢)(0k0)]

(
= (2f"(1) + 3)E[(9:0)(9;0) (9pL)].

12.3 Particular Cases

This section presents a few classical examples of contrast functions as
particular examples of Dy(-||-). These are constructed by choosing
several examples of functions f that satisfy conditions (a)-(c) and
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verify the equation o = 2f"/(1) 4+ 3. We make the remark that if f is
such a function, then f.(u) = f(u)+c(u—1), c € R, is also a function
that induces the same contrast function, Dy = Dj. Therefore, the
correspondence between functions f and contrast functions is not
one-to-one.

12.3.1 Hellinger Distance

Consider f(u) = 4(1 — /i) and the associated contrast function
Diplla) = 4 [ po) (1[50 de =41 [ Vi@ do)
_ 2(2_ /X zmdx)
= 2 [ (pta) ~2v/p(@)ala) + a(a)) da
= 2 [ (Vo) Vi) i

= H*(p.q).

H(p,q) is called the Hellinger distance, and is a true distance on the
statistical model S = {p,}. Since in this case o = 2f"'(1) +3 = 0,
the linear connection induced by H?(p, q) is exactly the Levi-Civita
connection, V() on the Riemannian manifold (S, g).

Example 12.3.1 Consider two exponential distributions, p(x) =
ae™®® and q(x) = e P, £ >0, a, 8 > 0. Then

H?(p,q) =4 - 4/000 Vp(r)q(x) do

=4 - 4\/045/ e_awa dx
0

/@B
a+ B’

2y/apB
a+p’

The Hellinger distance can also be defined between two discrete
distributions p = (px) and ¢ = (qx), replacing the integral by a sum

Hp.g=2(1-3 viar) = (23 (vir - va)?)

k>0 k>0

hence the Hellinger distance is H(p,q) = 2¢/1 —
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k
Example 12.3.2 Consider two Poisson distributions, py = %e‘o‘
. !

and ¢ = %E_B , k> 0. Then

k

« _atB
> Vi = Y e
k>0 k>0 ’
k
)Y (vz'ﬁ) o—VaB
k>0
= € OCB_QTW.

Hence, the Hellinger distance becomes

1/2 Vap—ets

H(p,q)=2<1—zx/pqu) =2V1l-e 2.
k>0
12.3.2 Kullback—Leibler Relative Entropy
The contrast function associated with function f(u) = —Inwu is
given by
_ plx) ,
Dy(plle) = | p(z)In=—=dr = Drr(pllg),
X q(x)

which is the Kullback—Leibler information or the relative entropy. In
this case a = 2f"(1)+3 = —1, so the associated connection is V(~1).

It is worthy to note that the convex function f(u) = wlnu induces
the contrast function

Ditolle) = [ q<w>ln%d$=pm<qnp>=D>;<L<p||q>,

which is the dual of the Kullback—Leibler information, see [51, 53].
Since o = 2f"(1) + 3 = 1, the induced connection is V).
12.3.3 Chernoff Information of Order «

The convex function

£ = - L (1), aitsl
—
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induces the contrast function

D (pllq) = 1_11042{1—/)(1)(%)1;@(%)13&%},

see Chernoff [27]. For the computation of D(®) in the case of expo-
nential, normal and Poisson distributions, see Problems 12.9., 12.10.
and 12.11. We note that for o = 0 we retrieve the squared Hellinger
distance, D) (p||q) = H?(p, q).

12.3.4 Jeffrey Distance

The function f(u) = (u — 1) Inu induces the contrast function

Jpa) = Df(p||Q):%/Xp(x)<1—f%>1n%d$
1

= 5 [ (0@ = a(@) (0 p(w) = (@) .

see Jeffrey [47]. A computation shows that o = 0, so the induced
connection is the Levi-Civita connection V(?. In fact, the Jeffrey
contrast function is the same as the symmetric Kullback—Leibler rel-
ative entropy

J(p,q) = %/Xp(a:)(l—]%)ln%daz

I N W e,
“2A”)1«@+2A“)1M@d

= 5 (Drrtolla) + Drcrall)).

12.3.5 Kagan Divergence
Choosing f(u) = 1(1 — u)? yields

Dol = Dtle) =5 [ pe)(1- 45 do

_ L @) —a@)”
“2A @

called the Kagan contrast function, see Kagan [48]. In this case a =
2f"(1) + 3 = 3, and therefore the induced connection is V). Tt is
worth noting the relation with the minimum chi-squared estimation
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in the discrete case, see Kass and Vos [49], p.243. In this case the
Kagan divergence becomes

)2
Dolp.g) =2 3 PG

23 ¢

12.3.6 Exponential Contrast Function

The contrast function associated with the convex function f(u) =
F(Inw)? is

E(pllg) = Dy(pllg) = %/Xp(w)(lnp(w) —Ing(z))” da.

The induced connection in this case is V(=3).

We note that all function candidates of the form f(u) = K(1
are convex, but the condition f”(1) = 1 is verified only for k
(with appropriate constants K ).

nu

u)®*
1,2

12.3.7 Product Contrast Function with («, 5)-Index

The following 2-parameter family of contrast functions is introduced
and studied in Eguchi [40]

Pt === | (=) H=() o

and is induced by the function

2 l-a 1-8
faﬁ(u)—m(l—u JA—uz).

This connects to the previous contrast functions, see Problem 12.3.

It is worthy to note that the contrast function D, g(-||-) can be
written as the following convex combination of Chernoff informations,
see Problem 12.3, part (e).

We end this section with a few suggestive examples. The computa-
tions are left as exercises to the reader.

Example 12.3.1 Consider the statistical model & = {p,;pn € R*},

where
ull?

llz—
pu(x) = (2m) K22, z € RF
is a k-dimensional Gaussian density with ¢ = 1. Problem 12.4 pro-
vides exact formulas for the aforementioned contrast functions in
terms of the Euclidean distance || - ||.
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Example 12.3.2 (Exponential Model) Let S = {p¢}, where
Pe = fe™t%, £>0,z>0.

A computation shows

Drr(pellper) = %‘m%‘l
I 2
J(peper) = (§2§;)
A(VE - VT)?
H?(pe,per) = (\/§+g’/£_)
(@) N 4 e
D' (pe||per) 1_a2{1 HTo‘i/Jrl_Taf}
1 1
D2 (pellper) = ‘[—_1]
JIGHE
1¢ '
Elpellpe) = 5{%_ln%_1}'

It is worthy to note that all these contrast functions provide the
same Riemannian metric on S given by g1 = 5%, which is the Fisher
information. The induced distance between p¢ and pes is a hyperbolic

distance, i.e., dist(pe,per) = |ln§|.

12.4 Problems

12.1. Consider the exponential family

pla;€) = COHEF@—0E) -1 ... p,

with 1 (§) convex function, and define

D(&ol[€) = (&) — ¥(&o) — (09(60), € — &o)-

(a) Prove that D(:||-) is a contrast function;
(b) Find the dual contrast function D*(-||-);

(¢) Prove that the Riemann metric induced by the contrast
function D(:||-) is the Fisher—Riemann metric of the expo-
nential family. Find a formula for it using the function ¢ (&);
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12.2.

12.3.

Chapter 12. Contrast Functions on Statistical Models

(d) Find the components of the dual connections V() and
V(") induced by the contrast function D(-||-);

(e) Show that the skewness tensor induced by the contrast

function D(-||-) is Tj;x (&) = 0;0;050(&).

Prove that the Hellinger distance

H(p,q) = \/2/2((\/11(3:) —Vaq(x))?de

satisfies the distance axioms.

Consider the Eguchi contrast function

B

Daslolle) = == [ {1-(2) 7 H{i-(8) 7 Jao

12.4.

Let H(-,-), D@(|]-), J(-,-), £(-||-) be the Hellinger distance,
the Chernoff information of order «, the Jefferey distance,
and the exponential contrast function, respectively. Prove the
following relations:

(@) Doo(plla) = H(p.q)

) D-aalpll) = 3 (D lla) + D (pll)

(¢) lim D_aalplle) = J(p,q)

(@) lim Doalplla) = £@la)

(€) Dags(pllg) = MDD + 2DH) 4 x5,
where

T e e

and show that A\; + Ao + A3 = 1.

Consider the statistical model defined by the k-dimensional
Gaussian family, S = {p,; n € R¥},

llz— HH

p“(x) = (2m)” k/2e- r € RF.
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Prove the following relations:

1
(@) Drcr(ullow) = 5lln— w1

1
®)  J(pppw) = sl — 1|

2
_ lp—p')1?
(€) H(puspyp) = 4|1 — e |

o 4 C1-a2 ), 2
(@) DO (pallp) = 75 |1 — e ¥ ]

1 1
(&) Eullpw) = 5lu—w'I |1+ Zln— w2,
where || - || denotes the Euclidean norm on R,

12.5. Let D¢(-||-) be the f-divergence. Prove the following con-
vexity property

Dy (Ap1+(1 - A)sz)\Qﬁ(l—)\)%) < ADy(pillqr)
+(1 = A)Dy(p2llgz),

VA € [0,1] and p1, p2, q1, g2 distribution functions.

12.6. Prove the formulas for the contrast function in the case of the
exponential distribution presented by Example 12.3.2.

_(@—pp)?
12.7. Consider the normal distributions p(x) = \/%0 e i and
1
_ (e—ng)?
1 202

q(z) = V2o € 2

(a) Show that

°° 20102 _A—B
V do = | 222
/_OO p(x)q(x) dx -l ,

where

(b) Find the Hellinger distance H(p, q).
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12.8. Find the Hellinger distance between two gamma distribu-

tions.

12.9. Consider two exponential distributions, p(x) = ae™** and
q(z) = be % z > 0. Show that the Chernoff information of
order « is

l—a . 1+
4 2072 bz
Do - {1 _ } 41,
(plla) 1—a? a(l —a)+b(1+ ) a7
_ (1*#2"1)2
12.10. Consider the normal distributions p(z) = 2;0 e 1 and
1
_(w*M2)2
q(xr) = —==—e %2 . Show that the Chernoff information

V4 27{02
of order « is

4 (.
Pl = g {1 - TR el <,

where
11—« . 14+«
a= —_—
40% 40%
s m-0) m(l+a)
20% 20%
Lo kil—a) p3(+a)
40% 40% '

12.11. The Chernoff information of order « for discrete distributions
(pn) and (g,) is given by

4 l—a 1lfa
DO(pllg) = 7= {1 =D p® @’ |-
n>0
Let p, = %e‘h and ¢, = %6_)‘2 be two Poisson distribu-
tions.

(a) Show that

« 4 (1—a)/2y(4a)/2_ a B N
DS )(p||Q) = 1_a2{1—e)‘1 A2 AL(1—a)/2=X2(1+ )/2}'

(b) Show that the square of the Hellinger distance is given
by

A1+
2

H*(p,q) = 4{1 — eVA1?e™ }-



Chapter 13

Statistical Submanifolds

This chapter studies the geometric structure induced on a submanifold
by the dualistic structure of a statistical manifold. This includes the
study of the first and second fundamental forms, curvatures, mean
curvatures, and the relations among them.

This material adapts the well-known theory of submanifolds to
the statistical manifolds framework and consists mainly in the con-
tributions of the authors.

13.1 First Fundamental Form

Let M and S be two manifolds, and consider the immersion ¢ : M —
S, i.e., a one-to-one map, onto on its image, with ¢, isomorphism of
T, M into the image ¢4 (Tp M) C T)(,»S. This implies dim M < dim S.
Then the manifold M is called an immersed submanifold of S. In
the case when ¢ is a homeomorphism onto its image in the induced
topology, then M is called an imbedded submanifold of S.

If (S,¢) is a Riemannian manifold, then the immersion ¢ : M —

S induces a Riemannian metric h on the submanifold M by h =
t*(g), i.e.,

h(X,Y) = g(ts X, 1Y), VXY € X(M). (13.1.1)

For the sake of simplicity, it is useful to consider M as a subset
of S, and the imbedding ¢ as the canonical inclusion. This assumption
simplifies notations. For instance, both the vector X € T, M and its
image ¢.(X), € T, .(p)S will be denoted by X'; whether X is considered

O. Calin and C. Udriste, Geometric Modeling in Probability and Statistics, 335
DOI 10.1007/978-3-319-07779-6_13,
© Springer International Publishing Switzerland 2014



336 Chapter 13. Statistical Submanifolds

tangent to M or to S is to be understood from the context. Therefore,
in the virtue of the previous assumption, relation (13.1.1) becomes

MX,Y)=g(X,Y), VXY e XM).

The tensor h is called the first fundamental form on M. The pair
(M, h) becomes a Riemannian manifold with the metric and topo-
logical structure induced by (S, g).

13.2 Induced Dual Connections

Let (M, h) be a submanifold of (S, g,V,V*), where V, V* are dual,
torsion-free connections on §. Each tangent space of S has the ort-
hogonal decomposition

7,8 = T,M & N,,

where N, = {Y; ¢g(Y,X) = 0,VX € T,M}. This way, any vector
Z € T,S can be written in a unique way as Z = ZT + ZN | with
VANS T, M and ZN ¢ Ny,

Applying the previous decomposition, for any X, Y € X'(M) we
have

VxY = DXy—I-L(X,Y) (13.2.2)
VY = DYY +L*(X,Y), (13.2.3)

where
DxY = (VxY)I, DY = (ViY)T  (13.24)

LIX,Y) = (VxY)V, L*X,Y)=(ViY)V. (13.2.5)
These formulas define the maps D, D*, L, and L*.

Theorem 13.2.1 The maps D,D* : X(M) x X(M) — X (M) are
torsion-free dual connections on (M, g).

Proof: First, we note that D and D* are well defined and R-bilinear.
Then we check the F(M)-linearity in the first argument and the
Leibnitz’ rule in the second as follows

DixY = (VixYV)' = (fVxY)" = f(VxY)" = fDxY
Dx(fY) = (VxfY)! =(X(f)+ fVxY)' = X(f) + fDxY,
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VX,Y € X(M), so D is a linear connection on M. Since V is
torsion-free and [X,Y] is tangent to M, we find

DxY —DyX = (VxY - VyX)T = [X,Y]T = [X,Y],

so D is torsion-free (symmetric). A similar approach shows that D*
is a torsion-free connection. For any X,Y, Z € X(M), we have

ZWX,Y)=Zg(X,Y) = g(VzX,Y)+g(X,VyY)
= 9((V2X)",Y) +9(X, (VZY)")
= g(DzX,Y) +g(X,DyY),

which shows that D and D* are dual connections on (M, h). |

Therefore, a dualistic structure on S, i.e., a quadruple (S, g, V, V*),
induces a natural dualistic structure (M, h, D, D*) on M, which is
called a statistical submanifold of (S,g,V,V*).

The V(@ _connection of S

v = 1;0‘v+1;av*

induces a D(®-connection on M as in the following

a o 1l -« l1+a,_,
DY = (V) = S (Va)T + S (VEY)T
1- 1
- ZO‘DXY+ J;aD}Y, VX,V € X(M).

Similarly, we can define the L(®) operator by taking the normal
part of the a-connection

«@ 1-
LOX,Y) = (V@y)N = 2a(VXY)N+

1 1
— 2aL(X,Y)+ ra

1+«
2

L*(X,Y), VX,Y € X(M).

(VYN

13.3 Dual Second Fundamental Forms

The operators L and L* defined by (13.2.5) have tensor-like proper-

ties, even if they are not tensors on M (their image is not a vector
field on M).
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Theorem 13.3.1 The mappings L, L* : X (M) x X (M) — X(S) are
symmetric, i.e.,
LX,Y)=L(Y,X), L'(X,Y)=L'(Y,X),
and F(M)-bilinear. In particular ¥V f1, fo € F(M), we have
L(fiX, f2Y) = fifeL(X,Y), L*(fiX, f2Y) = fif2L(X,Y).
Proof: Using the torsion-free property of V and D, we get
L(X,)Y) = VxY—-DxY=VyX+[X,Y]— (DyX + [X,Y])
= VxY —DxY =LY, X).
Using the symmetry, we find
L(f1iX,Y) = VuxY —DsxY = fi(VxY —DxY) = fiL(X,Y)
L(X, f2Y) = L(f2Y, X) = foL(Y,X) = foL(X,Y),

whence L(f1X, f2Y) = fifoeL(X,Y). A similar approach applies
for L*. |

Corollary 13.3.2 The operator

1-— 1
CLY) ol

LO(X)Y) = L*(X,Y), VX,Y € X(M)

is symmetric and F(M)-bilinear.

The operators L and L* are called dual second fundamental forms of
(M, h, D, D*) with respect to (S, g, V,V*). Sometimes, they are also
referred to as embedding curvatures (see Amari [8] p.23), since they
describe how the submanifold M is curved inside of S with respect
to the dual connections V, V*.

The submanifold M is called V-autoparallel if L(X,Y) = 0 for all
X,Y € X(M). The submanifold M is called dual-autoparallel if it is
both V- and V*-autoparallel, i.e., if L(X,Y) = L*(X,Y) = 0 for all
X,Y € X(M). Finally, the submanifold M is called geodesic if it is
VvV O)_autoparallel.

Let (M, h,D,D*) be a statistical submanifold of (S,g,V,V*).
The following statements:

(a) M is V-autoparallel in S;

(b) M is V*-autoparallel in S;
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c) S has R =0;

(
(d
(

)

) S has R* = 0;
e) M has R,,

)

) R

) R

(f) Mhas R¥, =0.
(9) R, (XY, Z)=R(X,Y,Z), VXY, Z € X(M);
(h) R%,(X,Y,Z) = R"(X,Y, Z), VX, Y, Z € X(M)

are related as in the next lemma.

Lemma 13.3.3 The following relations hold:

(a) = (9), (b) = (), (¢) & (d), and (e) < (f)-

Proof: Assume (a) holds true. Then L = 0, and hence VxY = DxY
for any tangent vector fields X,Y to M. This implies

R, (X,Y,Z) =

[Dx,Dy|Z — Dix y|Z
Vx,Vy|Z =V xy)Z

— R(X,Y,2), VXY, Z € X(M),
and hence R,, = R, which is (g). The implication (b) = (h) can be

proved similarly. The equivalences (¢) < (d) and (e) < (f) follow
from Proposition 8.1.4. [ |

Lemma 13.3.4 Let S be V-flat. Then any V-autoparallel submani-
fold M of § is D-flat.

Proof: Since M is V-autoparallel we have L(0;,0;) = 0 and then
Vs,0; = Dy,0; for 0;,0; tangent vector fields to M. Using that S is
V-flat, we find

which implies that M is D-flat. [ |

The following result can be found in Amari [8], p.58.

Theorem 13.3.5 Let (S,9,V,V*) be a dually flat statistical mani-
fold and (M, h,D,D*) be a submanifold. If (M, h,D,D*) is either
V-autoparallel or V*-autoparallel, then (M, h, D, D*) is a dually flat
statistical manifold.
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Proof: Let {0;}1<i<m be local coordinate vector fields on M. Since
V and V* are dually flat connections, we have

It follows that Oyh(0;,0;) = 0kg(0;,0;) = 0. Combining with the
duality of D and D* yields

0= 8kh(82, aj) = g(Da,ﬁi, 8]) + g(@i, ngaj) (13.3.6)

Assume M is V-autoparallel. Then Lemma 13.3.4 implies that M
is D-flat, i.e., g(Dg,0;,0;) = 0. Substituting in (13.3.6) implies that
9(0;, D}, 05) = 0, i.e. M is also D*-flat. |

We formulate next a partial converse of the previous result.

Theorem 13.3.6 Let (M, h,D,D*) be a dually flat statistical sub-
manifold of (S,q,V,V*). If S is either V-flat or V*-flat, then S is
dually flat.

Proof: Let {01, ...,0mn} be local coordinate vector fields on M. Since
0,9(0i, 0;) = Oxh(0;,0;), then the duality relations imply

g(Vakai,aj) +g(ai7v3kaj) = g(Dakai7aj) +g(ai7D§kaj)'

Since M is dually flat we have g(Dy, 0;,0;) = 0, g(@i,ngaj) =0.
Substituting in the previous relation yields

9(V,0i,0;) + 9(9i, V5, 0;5) = 0.

If S is V-flat, then g(Vp,0;,0;) = 0, and using the previous relation
we get g(0;, Vaﬁj) =0, i.e., S is V*-flat. The same argument applies
if assume first that S is V*-flat. [ |

13.4 (Generalized Shape Operator

Let (M, h, D, D*) be a statistical submanifold of (S, g, V,V*). Con-
sider

V(O‘) _ 1—CYV+1+O£v*
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and define the generalized shape operator

S@A(X,Y, Z,W) = g(VILO(Y, 2), W), VX,Y,Z,W € X(M).
(13.4.7)
The tensor S(@#) measures the projection of the covariant deriva-
tive of the B-second fundamental form, which is normal to M, with
respect to the a-connection. The following result shows that S(®f)
is a (0,4)-type tensor on M that measures the angle made by two
fundamental forms, i.e., describes the shape of the submanifold M.

Proposition 13.4.1 For any real numbers o, 8 and any X, Y, Z, W €
X (M), we find

S@A(X,Y, Z,W) = —g(LPO(Y,2),LEY(X,W)).  (13.4.8)
Proof: Using that V(® and V(=% are dual connections, we have
Se(x, v, z,w) = g(VPLO(Y,2), W)

— X g(LO(Y,2),W) —g(LP)(Y, 2), v W)
=0

= —g(L9Y, 2), D YW + L (X, W)

= —g(LY(Y,2), LY (X, W),

where we used the orthogonality of L®)(Y, Z) and Dg{a)W. |

We note that the F(M)-bilinearity of g and L implies that S(®#)
is F(M)-multilinear, and hence it is a tensor on M. The symmetry
of the second fundamental form implies that S(®%) is symmetric in
the inner and exterior pairs

SeAX,Y,Zz,W) = SeAX,ZY,W)  (13.4.9)
st xy,z,w) = SePw,y,z X). (13.4.10)

It is worth noting that S(®#) is also symmetric under the inversion
order of arguments

S@h(x v, zw) = S@HW,zyY,X) (13.4.11)
Proposition 13.4.2 The following index symmetry holds

SCNX,Y,Z,W) =S N Z W, X,Y), VXY, ZW € X(M).
(13.4.12)
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Proof: Proposition 13.4.1, the symmetry of g and L infer
SeNX, Y, 2,W) = —g(LPW(Y,2), L (X, W))
= —g(L¥(2, V), L) (W, X))
— —g(L(_a)(VV, X),L(ﬁ)(Z, y))
= SEAT(Z W, X,Y).
|

Different particular cases of o and 5 lead to the following formulas
of the shape operator:

Corollary 13.4.3 We have

SELU(X, Y, Z,W) = —g(L(Y,Z),L* (X, W))

SEN(X,Y,Z,W) = —g(L(Y,2),L(X,W))
SEL(X,Y,Z,W) = —g(L*(Y. L* X, W))
VX, Y,Z2,W) = —g(L*(Y,Z),L(X,W)).

Denote by L(©) the second fundamental form associated with the
Levi-Civita connection, i.e.,

LOX,Y)=VOY)N, VXY € x(M).
Using
O — %(L + LY = %(L(B) + L9,

Proposition 13.4.1 and the linearity leads to another particular value
for the shape operator

G(@0) _ %( S(8) 4 gle=p)). (13.4.13)

13.5 Mean Curvature Vector Fields

Consider (M, h, D, D*) a statistical submanifold of (S, g, V, V*). Let
{E\1,...,Eny} be an orthonormal basis in T, M, with m = dim M.
The mean curvature vector fields with respect to V and V* are

defined as
H, = E(WL(EZ-,EJ-)

Hy = —§91(E; E)),
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with summation in the repeated indices. Here 6% denotes the
Kronecker’s delta symbol. The manifold M is called V-minimal (res-
pectively, V*-minimal) if H}, = 0 (respectively H,; = 0) at every point
p € M. The vector fields H and H* are normal to the manifold M.

The relation between L and L* is given by following result.

Proposition 13.5.1 The fundamental forms L and L* are related by

g(VXL(Y,Z2),W) = g(VyL*(X, W), Z), VX,Y,Z,W € X(M).
(13.5.14)

Proof: From the definition of the shape tensor and relations (13.4.12)
and (13.4.11), we have
g(VxL(Y,2),W) = SCVU(Xy,Zz,w)=SsUD(Z,W,X,Y)
SEU(Y, X, W, 2) = g(Vi L*(X, W), Z).
|

A similar argument can be used to prove the more general relation
g(VELOW, 2),W) = g(Vi I LD (X, W), 2),
V X,Y, Z, W, tangent vector fields to M.

Proposition 13.5.1 has a couple of interesting applications.

Proposition 13.5.2 Let (M, h, D, D*) be a submanifold of the sta-
tistical manifold (S, g,V,V*).

(1) If M is V*-autoparallel, then VxL(Y,Z) = 0, VX,Y,Z,
W e X(M), i.e., L(Y,Z) is parallel with respect to V;

(#1) If M is V-autoparallel, then Vi L*(Y,Z) = 0, VXY, Z,
W e X(M), i.e., L*(Y, Z) is parallel with respect to V*.
Proof:

(1) Assume that M is V*-autoparallel, so L = 0. Substituting in
(13.5.14) yields

g(VxL(Y,Z),W) =0, VX,Y,Z,W € X(M),

so VxL(Y,Z) = 0, i.e.,, L(Y,Z) is parallel with respect to V.
Part (i7) has a similar proof.
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Proposition 13.5.3 Let (M, h,D,D*) be a submanifold of the
statistical manifold (S,g,V,V*) and denote by H and H* the dual
mean curvature vector fields.

(i) divL(Y,Z) = 0, VY, Z € X(M) if and only if H* is parallel
with respect to V*,

(i) div'L*(Y,Z) = 0, VY, Z € X(M) if and only if H is parallel
with respect to V.

Proof:

(i) Let {E1,...,Ep} be an orthonormal basis in 7,M. Making
X =W = Ej; in relation (13.5.14) yields

g(inL(}/;Da ZZD)5 El) = g(v?pr*(Ela El)a Zp)v V}/:m ZP € TP(M)
(13.5.15)
Summing over i, we obtain

divL(Y,Z) =mg(VyH*,Z), Y,Z € X(M).

Hence divL(Y,Z) = 0 if and only if Vi H* = 0, Y,Z €
X (M).

(7i) Changing the roles of V and V* and applying a similar argu-
ment leads to the desired result.

We deal next with the V- and V*-minimality of the submani-
fold M.

Corollary 13.5.4 We have:
(1) If H* =0, then divL(Y,Z) =0, VY,Z e X(M);
(i) If H=0, then div*L*(Y,Z) =0, VY,Z € X(M).

Proof: 1t follows from Proposition 13.5.3 by considering either H = 0,
or H* = 0. |

The relation between divergences of dual mean curvature vector
fields is given by the next result.

Lemma 13.5.5 For any submanifold M of S, we have

divH = div*H*.
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Proof: Let {E1,...,Ep} be an orthonormal basis in 7,M. Then
relation (13.5.14) can be written as

9(VEL(E;, E)), B;) = g(VE, L (Ei, Ei), Ej). (13.5.16)
Summing over ¢ and j yields divH = div*H*.
|

Lemma 13.5.6 Let {E,...,Ep} be an orthonormal basis in T, M.
Then
* 1 —1,—1
g(Hp7Hp) = _WZS( ’ )(E]7EZ7EZ7E])
Z7J
1
= _W Z S(l’l) (Ej, EZ', EZ', E])

i7j
Proof: From the definition of mean curvature vector field and Propo-
sition 13.4.1, we get

oty 1) = o3 HELE). Y L (5, )
i J

— 22 L(E;, E;),L*(E;, Ej))

The second identity follows from relation (13.4.12). |
The next result contains an unexpected relation.

Theorem 13.5.7 The divergences of the mean curvature vector fields
are related to their inner product by

divH = div*H* = —mg(H,H"). (13.5.17)
Proof: Assume {Ei,...,Ey,} is an orthonormal basis in T, M. The
divergence of H), with respect to the V-connection is given by
. 1
divH, = Zg(VEiH, E;) = — Z 9(VE,L(E;j, E;), E;)
) 2,J

1 1
= EZS( b 1)(Ei7Ej7Ej7Ei)a

and applying Lemma 13.5.6 yields divH, = —m g(H,, H;). Using
Lemma 13.5.5, we get div*H, = —m g(Hp, H,). |
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Corollary 13.5.8 The following statements are equivalent:
(1) H and H* are orthogonal vector fields;
(#4) divH = 0;

(iii) div*H* = 0.

13.6 Gauss—Codazzi Equations

Let (M,h,D,D*) be a statistical submanifold of (S,g,V,V*).
Denote by Ry and R the curvature tensors on & with respect to
connections V and V*. Similarly, R, and R}, denote the curvature
tensors on M with respect to connections D and D*. The equations
of Gauss and Codazzi will be deducted from the following lemma.

Lemma 13.6.1 For any X,Y,Z € X(M), we find

Ry (X,Y,Z) = R, (X,Y,Z)+L(X,DyZ)— L(Y,DxZ)
+L([X,Y], Z) + VxL(Y, Z) — Vy L(X, Z).
(13.6.18)
R (X,Y,Z) = R'(X,Y,Z)+L*(X,DyZ)— L*(Y,DxZ)
+L*([X,Y), Z) + Vi LAY, Z) — Vi L* (X, Z).
(13.6.19)

Proof: It suffices to prove the first relation, the second resulting by

duality. Using the decomposition of a connection into its tangent and
normal part, we have

VxVyZ = Vx(DyZ+L(Y,Z2)) =VxDyZ+VxL(Y,Z)

= DxDyZ+ L(X,DyZ)+VxL(Y,Z)
VyVxZ = DyDxZ+ L(Y,DxZ)+VyL(X,Z)
Vixy|Z = DixyiZ—-L(X,Y],Z2).

Subtracting the second and third relation from the first one provides

Ry(X,Y,Z) = R, (X,Y,Z)+ L(X,DyZ) — L(Y,Dx %)
+L([X,Y], Z) + VxL(Y, Z) - Vy L(X, Z),

which is (13.6.18). |
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Corollary 13.6.2 (i) If M is a V-autoparallel submanifold of S,
then

Ry(X,Y,Z) =R, (X,Y,Z), VX,Y,Z€X(M).

(i) If M is a V*-autoparallel submanifold of S, then
RU(X,)Y,Z)=R, (XY, Z), VX,Y,Z¢€X(M).

Proof: 1t follows from (13.6.18) and (13.6.19) by making L = 0 and
L*=0. n

Theorem 13.6.3 (Gauss’ Equation) Forany X,Y,Z, W € X(M),
we have

Ry(X,Y,Z,W) = R,(X,Y,Z,W)+g(L(X,Z),L*(Y,W))
—g(L(Y, Z), L*(X,W)) (13.6.20)

RLUX,Y,Z,W) = R.(X,Y,Z,W)+g(L*(X,2), L(Y,V))
—g(L*(Y, Z), L(X,W)). (13.6.21)

Proof: Taking the scalar product with respect to W in (13.6.18) and
using that L is normal to the submanifold M, we have

Ry(X,Y,Z,W) = g(Rs(X,Y,Z),W) = g(R(X,Y,Z),W)
+9(VxL(Y,Z),W) — g(VyL(X, Z),W)
= g(R,(X,Y,2),W) + SCL=U(X,Y, Z,W)
—SCEL=y, X, Z, W)
= R, (X,Y,Z,W)+g(L(X,2),L*(Y,W))
—g(L(Y, Z),L* (X, W)),

where in the last identity we used Corollary 13.4.3. The second rela-
tion is proved using a similar argument applied to (13.6.19). [ |

We deal next with a few straightforward applications of Gauss’
formula.

Proposition 13.6.4 (i) If S is V-flat, then

R, (X,Y,Z,W) = g(L(Y, Z), L*(X,W)) — g(L(X, Z), L*(Y,W)).
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(i) If S is V*-flat, then

R (XY, Z,W) = g(L*(Y, Z), L(X,W)) — g(L*(X, Z), L(Y, W)).

(iii) If S is dually flat, then
R, (X,Y,Z,W) = —R’ (X,Y,W, Z).
Proof:
(¢) It follow from making R; = 0 in formula (13.6.20).
(44) Similarly, put R} = 0 in formula (13.6.21).

(7i1) Tt follows from (i) and (i7). It is worth noting the equivalence
R=0<+= R"=0.

Proposition 13.6.5 Assume the submanifold M has the property
that L and L* are perpendicular, i.e.,

g(L(X,Y), L*(Z,W)) =0, VX, Y, Z,W € X(M).

Then for any X, Y, Z, W € X(M), we get

R, (X,Y,Z, W) = R, (X,Y,Z, W), (13.6.22)
R; (X, Y, Z, W) = RL (X,Y, Z,W). (13.6.23)
Proof: 1t is a direct consequence of Gauss’ equation. [ |

The same argument applied to the a-connection yields the follo-
wing a-version of Gauss’ equation:

RO(X,Y,Z,W) = RO(X,Y,Z,W)+g(L(X,2), L= (Y, W)
(LY, 2), LE(X, W), (13.6.24)
for any X, Y, Z, W € X(M).

The following formula regarding the coefficients of the second fun-
damental form and their covariant derivatives is known under the
name of Codazzi equation.

Theorem 13.6.6 (Codazzi Equation) Assume S is V-flat.
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(i) Then for any X,Y,Z € X(M),
(Vy L(X, 2))" = (VYL(Y, 2))" = L(X, Dy Z) — L(Y, Dx Z)
+L([X,Y], Z).
(i) Assume S is V(®-flat. Then
(VL@ (x, )N — (v L@ (v, 2))"
L@(X, D\ 7) — L) (v, D\ Z) + L)([X,Y], 2).
Proof:

(i) Make Ry = 01in (13.6.18) and then consider the equation given
by the normal components.

(74) A similar argument applies.

Proposition 13.6.7 Assume S is V-flat. If M is a V*-autoparallel
submanifold of S, then

L(X,DyZ)— L(DyX,Z) = L(Y,DxZ)— L(DxY,Z);
L(X,DyZ)— L(DLX,Z) = L(Y,DxZ)— L(D%Y,Z).

Proof: From Proposition 13.5.2, we get Vx L(Y, Z) = 0. In this case
the Codazzi equation becomes

L(X,DyZ) — L(Y,Dx Z) + L(|X,Y], Z) = 0.

Using that D is symmetric, we substitute [X,Y] = DxY — Dy X in
the previous equation and obtain the first desired relation. Using the
symmetry of D*, [X,Y] = D%Y — Dj X, leads to the second relation.

|

13.7 Induced Skewness Tensor

Let (M, h,D,D*) be a statistical submanifold of (S,g,V,V*). For
any tangent vector fields X, Y on M, consider the difference tensors
on S and M, respectively,

K(X,Y) = ViY -—VyxY
K(X,Y) = D%Y —DxY.
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It follows that
K(X,Y)=K(X,Y)+ L*(X,Y) - L(X,Y). (13.7.25)
More precisely,
KX, Y)'=KX,Y), KXY)Y=L*X,Y)-L(X,Y).

Denote by C and C the skewness tensors on manifolds (S, g, V, V*)
and, respectively, on (M, h, D, D*). The next result states that the
submanifold and the manifold share the same skewness tensor.

Proposition 13.7.1 The restriction of skewness tensor C to M is
the tensor C, i.e.,

C(X,Y,Z)=C(X,Y,Z), VX,Y,ZeX(M).

Proof: The proof is a consequence of Proposition 8.8.1 and relation
(13.7.25). For any X,Y, Z tangent vector fields to M, we find

CX,Y,Z) = g(K(X,Y),Z)=yg(K(X,Y),Z)+g(L"(X,Y),2)
—g(L(X,Y), 2)
= 9(K(X,Y),Z) = hK(X,Y),Z)
— C(X,Y,2),

where we used that both L(X,Y) and L*(X,Y) are orthogonal to M.
|

In general, the difference tensors K and K are distinct, but in the

following particular case they coincide.

Proposition 13.7.2 If the submanifold M is dual-autoparallel, then
K(X,Y)=K(X,Y), for any X,Y € X(M).

Proof: Since M is dual-autoparallel, then L = L* = 0. Substituting
in (13.7.25) yields the desired result. |

The next result shows that the restriction of V(® g to M is D(®h.

Proposition 13.7.3 For any vector fields X,Y,Z € X(M), we have
(Vo)(X,Y,Z) = (Dh)(X,Y,Z)
(V*)(X,Y,Z) = (D*h)(X,Y,Z)
(V@) (X,Y,2) = (D9h)(X.Y,Z).
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Proof: We shall prove the first relation, the others being similar. We
follow, step by step, the computation

(Vo)(X,Y,Z) = Xg(Y,Z) —g(VxY,Z)—g(Y,VxZ)
= Xh(Y,Z2)-g(DxY,Z) —g(Y,DxZ)
= XWY,Z)—hDxY,Z)—h(Y,DxZ2)
= (Dh)(X,Y,Z).

The skewness can be recovered from one of the submanifold con-
nections and the Riemannian metric h.

Corollary 13.7.4 The skewness tensor C on M is given by any of
the following relations

Dh =, D*h = —C, D@Wh = —aC.
Proof: From Propositions 8.8.1 and 13.7.3, we obtain
CX.)Y.Z) = (Vg)(X,Y,Z) = (Dh)(X,Y, Z), VXY, ZeXM).

Using Proposition 13.7.1, the previous relations imply C(X,Y, Z) =
(Dh)(X,Y,Z). The other two relations are proved by a similar
argument. [ ]

We end this section with a relation between the skewness tensor
on S and the shape tensor.

Proposition 13.7.5 For any X,Y,Z, W € X(M) we have
C(X,L(Y,z),W) = SO VXY, ZzWw)-S"h-D(X,Y,Z,W)
C(X,L*(Y,2),W) = SUV(X,Y,z,w)- s (X v, Z,W).

Proof: Using the definitions of skewness, difference, and shape tensors
we have

C(X,L(Y,Z),W) = g(K(X,L(Y,Z)),W)
9(VXL(Y,Z),W) = g(VxL(Y,Z),W)
SO=U(XY,Z W) - SCLVD(XY, Z,W).

The second relation has a similar proof. [ |
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13.8 Curve Kinematics

Let v(s) be a curve contained in (M, h, D, D*), which is a statistical
submanifold of (S, g, V, V*). The acceleration of 7(s) in the manifold
S can be measured with respect to both connections. This is the sum
between the acceleration in M and the associated normal curvature
term

Viy = Dyi+L(3,9) (13.5.26)
Viy = Diy+L'(3.9). (13.8.27)

The “angle” between the accelerations, measured with respect to con-
nections V and V* on S, is

QF) = 9(Vs7, Vi7),

while a similar measure with respect to connections D and D* on M
is given by

w(¥) = h(DxY, Di).
It is easy to see that if the curve v is either V- or V*-autoparallel,
then Q(%) = 0. Similarly, if 7 is either D- or D*-autoparallel, then
w(¥) = 0. The relation between these two measures is computed using
the normal decompositions (13.8.26)—(13.8.27):

Q) = 9(V43,Vi9) = 9(Dsy + L(3,9), D37 + L7(,9))
= h(Dsy, D3) + g(L(3,9), L*(¥,4))
w(¥) +g(L(¥,%), L (1,9)),

and hence
Q(F) —w(¥) = 9(L(3,9), L (3,%))- (13.8.28)
Proposition 13.8.1 Let (S,g,V,V*) be a dually flat manifold.

(i) Then the magnitude of the acceleration of a curve v contained
in the submanifold M is given by

1911 = w () + (L3, %), L*(%,9))-
(ii) If v is either D- or D*-autoparallel, then

15112 = g (L%, %), L*(%,%)).
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(t9t) If v is either D- or D*-autoparallel and has one of the normal
curvature equal to zero (either L(%,5) = 0 or L*(%,7) = 0),
then

7E(s) = aks + ¥, 1<k <dimS,

with o and B* constants.
Proof:

(1) If S is dually flat, then Ffj = Ff]k = 0, and hence V¥ =

V24 = k0. Therefore O(3) = g(3*04, 510)) = g(3,%) = 72,
Substituting in (13.8.28) leads to the required relation.

(1) If ~ is either D- or D*-autoparallel, then w(¥) = 0. Then
an application of the relation from part (i) yields the claimed
relation.

(i4i) Applying (i) yields |||/, = 0. This implies %), = 0 and hence
4(s) = 0, which implies the linearity of component functions.

13.9 Problems

13.1. Prove that L® is symmetric, i.e., L*(X,Y) = L*(Y, X), for all
X,Y € X(M).

13.2. Let (M,h,D,D*) be a dual autoparallel submanifold of
(8797 v? v*)'

(a) Show that L(®) = 0.
(b) Verify that S(®%) = 0 for all a, 5.

13.3. (a) Show that the shape operator satisfies the equation
g(@0) 1( gl 4 S(a,—m),
2

(b) Formulate and prove a similar relation for S(#).
13.4. Let (S,g,V,V*) be a statistical manifold, where

1 @
e 22 ;x eR peR o> 0}

S={p(z;p,0) =

2mo
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g is the Fisher-Riemann metric, and V = V-1, v* = v,
Consider the submanifold

M = {p(z;p,0) € S;p=0,0 > 0}.

(a) Find the Fisher-Riemann metric A on M induced from
(S, 9)-

(b) Find an expression for the induced dual connections D,
D* on (M, h).

(¢) Find an expression for the connection D(®).

(d) Compute the second fundamental forms L, L*, and L(®).

(e) Find the Riemann curvature tensors R and R} . Is M
dually flat?

(f) Compute the mean curvature vectors H, and H;. Is (M, h)
a minimal submanifold?

(g9) Is there any value of « for which (M, h) is a-autoparallel?

Consider the statistical manifold (S, g, V, V*), where

1
S={plz;a,8) = xa_le_m/ﬁ;xe 0,00),a, 8 > 0},
(bl10.0) = 5 0.5¢). .6 > 0)
g is the Fisher-Riemann metric, and V = VD, v* = v,
Let

M= {p(z;a,B) € S;a=1,8> 0}.

(a) Find the Fisher-Riemann metric A on M induced from
(S.9).
(b) Is (M, h) a flat submanifold?

(c) Is there any value of a for which (M, h) is a-autoparallel?

Define the a-mean curvature vector of a submanifold (M, h,
D, D*) of the statistical manifold (S, g,V,V*) as

1
HI()O‘) = ETraceLl(,o‘), Vp € M.

(a) Express H® in terms of H and H*.

(b) Find a relation between the equation div(®L(® = 0 and
the fact that the vector field H(® is parallel with respect
to V(@)
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(¢) Prove or disprove: div'® H(® = div(-) H=)  va,

(d) Find a formula for g(H,S‘”, ngﬁ )) in terms of the general-
ized shape operator S(®f).

13.7. Prove the following a-version of Gauss’ equation:

R™(X,Y,Z,W)=R(X,Y,Z,W)+g(L(X, Z), L (Y, W)
—g(L(Y, 2), LE2(X, W),

for any X, Y, Z, W € X(M).

13.8. Let S be an exponential family and M a statistical submanifold
of §. Show that the following statements are equivalent:

(a) M is an exponential family.
(b) M is VM autoparallel in S.

13.9. Let S be a mixture family and M a statistical submanifold
of §. Show that the following statements are equivalent:

(a) M is an mixture family.
(b) M is V(=D_autoparallel in S.



Appendix A
Information Geometry
Calculator

The book comes with a software companion, which is an Information
Geometry calculator. The software is written in C'# and runs on
any PC computer endowed with .NET Framework. The use of this
software does not involve having installed any other softwares such
as Maple, Mathematica, Matlab, or Excel.

The following instructions apply to the software version 1.1. To
open the program double click on the IGS icon, and then enter
the password Springer 2014. The software computes the following
information geometry measures for the most used probability
distributions:

e Entropy
e Informational Energy
e Cross Entropy

o Contrast Functions.
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Appendix A Information Geometry Calculator

A.1 Entropy

Select from the menu the Entropy tab and choose one of the follo-
wing probability distributions:

Normal Distribution
Exponential Distribution
Lognormal Distribution
Gamma Distribution
Beta Distribution

Poisson Distribution

The pop-up window can graph the probability distribution and
compute the entropy. There are two ways of computing the entropy:

1.

Fill in manually the editable fields, which correspond to the
parameters of the distribution. For instance, in the case of the
normal distribution, there are two parameters: the mean y and
the standard deviation o. Enter the desired values in the edi-
table boxes. Then click the Entropy button and obtain the
entropy in the nearby box. If the chosen values do not belong
to the MIN/MAX range, adjust the range before clicking the
Entropy button. Otherwise, the same effect is obtained if the
Entropy button is clicked twice.

. Using sliders is a more dynamical way of watching how the

entropy changes while the graph of the probability density def-
orms. Each parameter value can be changed by a slider. The
minima and maxima values of the slider are editable. The ver-
tical slider modifies the scale. If the graph is out of range, then
a smaller scale will make the graph to get in the desired range.
Similarly, if the graph is too small, then the scale slider can be
used to enlarge the graph.

The variant 1 is useful when the parameters values are either too
large or too small. In this case the graph might not shown well on
the canvas.

The Help button provides a window with explanations about the
window’s functions. The Close Window button closes the window,
while the Print button prints the graph of the distribution, param-
eter values and entropy.
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A.2 Informational Energy

The use of this tab is similar with the Entropy tab. It can be used
to compute the informational energy for the following distributions:
normal, exponential, lognormal, gamma, beta, and Poisson.

The use of sliders as well as Help, Close Window, and Print
buttons are similar as in the case of the Entropy tab.

A.3 Cross Entropy

This computes the cross entropy between the following pairs of dis-
tributions: normal, exponential, Poisson, and beta. The sliders cor-
responding to the first distribution are pink while the sliders for the
second are blue. The corresponding graphs of the distributions are
also pink and blue.

A new feature here is the level bar. In order to display it, click
on the Show Level button. This bar provides a visual measure of
the cross entropy between the distributions. By modifying the sliders
one can see how the level of the cross entropy increases or decreases.
There is an editable box for the maximum of the level bar, while the
minimum is left to 0 by default. Whenever modifying the maximum
level field, clicking the Cross Entropy button adjusts the level bar
to the new level.

All the other functional features (Help, Close Window, and
Print buttons) are similar with the ones of the previous tabs
(Entropy, Informational Energy).

A.4 Contrast Functions

The software computes the following three types of contrast functions:
e Kullback—Leibler divergence
e Hellinger Distance
e Chernoff Information of order «.

The functional behavior for each of these features is similar with the
Cross Entropy’s functions. The only difference is that in the case of
the Chernoff Information there is one more editable field, the order
a, which takes values between —1 and 1.
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A.5 Examples

This section presents a few examples which show how the main fea-
tures of the software work.

1. Find the entropy of a Poisson distribution with parameter
& =14.432.
From the Entropy tab choose Poisson Distribution. In the
pop-out window type the value 14.432 in the text-box next to
“¢ =" and then click the Entropy button. The value of the
entropy is displayed in the box next to the entropy button:
2.748.

2. Find the wvalue of the parameter £ of a Poisson distribution
which has the entropy equal to 3.5.
Open the same pop-up window as in 1. Then move the slider
until the entropy value is 3.5. Since the MAX value is 60 by de-
fault, and the corresponding entropy for this value is just 3.465,
we need to adjust the MAX value. Type the value 70 in the text-
box under MAX. Then move the slider until the entropy value
becomes 3.500. The corresponding value of ¢ is 64.343.

3. An exponential distribution p has & = 0.03. Find all exponential
distributions q with the cross entropy S(p,q) < 5.
From the Cross Entropy tab choose p, ¢ Exponential Dis-
tributions. In the pop-out window type the value 0.03 in the
text-box next to “¢! =" and then click the Cross Entropy
button. Click the Show level button to see the cross entropy
level. Move the second slider left and right to realize that the
cross entropy increases when the slider values decreases. When
the value of parameter &2 is 0.019 the cross entropy value is 5.
Therefore, the distributions ¢ with S(p, ¢) < 5 are the exponen-
tial distributions with parameter €° > 0.019.

4. Consider a Poisson distribution with parameter &' = 30. Find
all Poisson distributions q with the informational energy I(q) <
0.045 such that Dgr(pllg) < 1.5
From the Informational Energy tab choose Poisson Distri-
bution. In the pop-out window click the Show level button
and move the slider to realize that I(q) < 0.045 for A > 38.7.

From the Contrast Functions tab choose Kullback—Leibler
Divergence > p,q Poisson Distributions. In the pop-out
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window enter the value 30 in the box next to “A! =”. Then click
the Show level button and move the blue slider to realize that
Dk 1(pllq) < 1.5 for 21.027 < A° < 39.975. The sharp bounds
are obtained in the following way. Consider, for instance, the
lower bound. At a first approximation we have something like
21.99 < A, Then “zoom in” by typing 20 in the MIN box and
22 in the MAX box of the blue slider. Moving the slider we have
Dk 1(pl|lq) < 1.500 for 21.027 < A°.

Intersecting the intervals we obtain the solution interval
(38.7,4+00) N (21.027,39.975) = (38.7,39.975).

Hence, for all Poisson distributions ¢ with 38.7 < A < 39.975
we have I(q) < 0.045 and Dgr(p||lq) < 1.5.
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