A New Estimation of Distribution Algorithm to
Solve the Multiple Traveling Salesmen Problem
with the Minimization of Total Distance

S.H. Chen! and Y.H. Chen?

! Department of Information Management, Cheng Shiu University. No. 840,
Chengcing Rd., Niaosong Dist., Kaohsiung City 83347, Taiwan (R.O.C.)
shchen@csu.edu.tw
2 Department of Information Science and Applications, Asia University. No. 500,
Lioufeng Rd., Wufeng, Taichung 41354, Taiwan (R.O.C.)
chenyh@asia.edu.tw

Abstract. Even though the Estimation of Distribution Algorithms
(EDAs) have recently been applied to solve many hard problems, only
a few EDAs discussed the in-group optimization problems, such as the
multiple traveling salesmen problem (mTSP) studied in this research.
These problems include the assignment and sequencing procedures in the
same time and to be shown in different forms. As a result, this research
proposed an algorithm deal by using the Self-Guided GA together with
the Minimum Loading Assignment rule (MLA) to tackle the mTSP. We
compare the proposed algorithm against the best direct encoding tech-
nique, two-part encoding genetic algorithm, in the experiment on the
33 instances drawn from the well-known TSPLIB. The experimental re-
sults show the proposed algorithm is better than the compared algorithm
in terms of minimization of the total traveling distance. An interesting
result also presents the proposed algorithm would not cause longer trav-
eling distance when we increase the number of salesmen from 3 to 10
persons under the objective of minimization of total traveling distance.
This research may suggest the EDAs researcher could employ the MLA
rule instead of the direct encoding algorithms.

1 Introduction

Estimation of Distribution Algorithms (EDAs) has been discussed extenstively
in recent years [4,15,11,13,14]. In particularly, a number of the latest papers
on EDAs in solving some NP-hard scheduling problems [12,7,3,9,15,13,10] have
shown that EDAs are able to perform effectively. Ceberio et al. [3], in particular,
extensively tested 13 famous permutation-based approaches in EDAs on four
well-known combinatorial optimization problems. Their paper has provided a
good basis for comparison.

Even though EDAs was effective in solving various hard problems, there is a
problem that EDA is not discussed extensively. To the best of our knowledge,
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only one EDAs proposed by Shim et al. [14] is able to solve in-group optimization
problems, such as the Multiple Traveling Salesmen Problems (mTSP) and the
Parallel Machine Scheduling Problems (PMSPs) belonged to this category [1].
In-group optimization problems involve the assignment and routing/sequencing
procedures in the same time. Take mTSP for example, a number of n cities are
assigned to m salesmen and these n cities are visited once by a salesman where
n > m. It is apparently that this problem is a NP-Hard problem.

Due to there was only a few EDAs could solve the in-group optimization
problems, this research proposed an algorithm deal by using the Self-Guided
GA [5] together with the Minimum Loading Assignment rule (MLA) to tackle
the mTSP. This strategy is called the transformed-based encoding approach
instead of the direct encoding. The solution space of the MLA would be only n!.
We compare the proposed algorithm against the best direct encoding technique,
two-part encoding genetic algorithm (TPGA)[2], in the experimental section.
It is notable that solution space of the two-part encoding approach is n!("%).
The proposed method MLA, consequently, is better than the two-part encoding
technique. A better solution quality is expected when SGGA works with MLA
method.

This rest of the paper is organized as follows: We illustrate the core method of
the assignment rule in Section 2 which is applied to Self-Guided GA in Section 3.
The experimental results are provided in Section 4 and we draw the conclusions
in Section 5.

2 Assignment Rule in the mTSP Problems

Given a set of city sequence 71, ma, ..., 7, in 7 and these cities are not assigned to
any salesman yet. This sequence 7 could be decoded to by assigning the cities to
salesmen. That is, the this assignment rule is executed in the fitness function of
each chromosome. The rule we called is the minimum loading assignment (MLA)
rule. The following pseudo code illustrates the MLA rule.

In the beginning, the first m cities are assigned to the m salesmen and we
calculate the objective values of each salesman. The objective function of mTSP
would be the total traveling distance or the maximum traveling distance among
the salesman. After that, we do the MLA rule iteratively for the unassigned cities.
MLA rule assigns the first unassigned city in the sequence 7 to a salesman when
it causes the minimum objective value. This assigned city is removed from the 7.
This rule is not stopped until there is no city in the 7. By using the rule, it means
the assigned city could be assigned to a salesman who has the less loading. It
also implies that this assigned city might be closed to the last city visited by the
salesman so that a far away city would not be considered. Through the MLA
rule, it is able to be extended to the parallel machine scheduling problem with
setup consideration or the distributed flowshop scheduling problem.
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Algorithm 1. Minimum loading assignment rule
Require:
i: The position of a city in the sequence m
k[i]: The current number of assigned cities of a salesman %
241y: The
i+ 1
while : < m do
kli] «+ 1
“Qllc[i] —
141+1
ki) < k[i] +1
end while
while : <m do
Select a salesman j who could process the m; with the minimum objective value
gy s
1 1+1
ki) < k[i] +1
: end while
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3 Transformed-Based Encoding in Self-Guided Genetic
Algorithm

After we introduced the assignment rule in mTSP, this section describes the de-
tail procedures of the Self-guided GA. The benefits of the proposed method are
preserving the salient genes of the chromosomes, and exploring and exploiting
good searching directions for genetic operators. In addition, since the probabilis-
tic difference provides good neighborhood information, it can serve as a fitness
function surrogate. The detailed procedure of the Self-guided GA is described
as follows:

Step 1 is the initialization of a population. The sequence of each chromosome
is generated randomly.

Step 2 initializes the probability matrix P(t) and the matrix size is n — by —n,
where n is the problem size. Step 7 builds the probabilistic model P(t) after
the selection procedure.In Step 8 and Step 9, P(t) is employed in the self-
guided crossover operator and the self-guided mutation operator. The proba-
bilistic model will guide the evolution direction, which is shown in Section 3.2
and Section 3.1. In this research, the two-point central crossover and swap muta-
tion are applied in the crossover and mutation procedures for solving the mTSP
under this study.

We explain the proposed algorithm in detail in the following sections. We
explain how the probabilistic model guides the crossover and mutation operators.

3.1 Crossover Operator with Probabilistic Model

The idea of Self-Guided Crossover is the same with Self-Guided Mutation, which
employs the probability differences of the mating chromosomes by using the
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Algorithm 2. MainProcedure of Self-guided GA()

Population: A set of solutions

Generations: The maximum number of generations
P(t): Probabilistic model

t : Generation index

Initialize Population

t+0

Initialize P(t)

while ¢ < generations do
EvaluateFitness (Population)
Selection/Elitism(Population)
P(t+ 1) < BuildingProbabilityModel(Selected Chromosomes)
Self-Guided Crossover()
Self-Guided Mutation()
t+t+1

: end while

=R B Al >

_ =

Eq. 1. By doing so, we could evaluate which chromosome is mated with a parent
solution. For the detail description, please refer in [6].

A=A — Ay = 11 P(Candidatelgp)—

pe(CPL to CP2),9=[p]
n

P(Candidate2yy). (1)
pe(CP1 to CP2),g=[p]

3.2 Mutation Operator with Probabilistic Model

Suppose two jobs ¢ and j are randomly selected and they are located in position
a and position b, respectively. p;, and p;, denote job ¢ in position a and job j
in position b. After these two jobs are swapped, the new probabilities of the two
jobs become py, and pj,. The probability difference A;; is calculated as Eq. 2,
which is a partial evaluation of the probability difference because the probability
sum of the other jobs remains the same.

Ay = P(X') - P(X)

2
~ H Pry1(Xgp)[(Pivpja) — (Piapijv)]- @)
p¢(aorb),g=[p]

Now that the part of H;g(aorb),g:[p] P11(Xgp) is always > 0, it can be sub-
tracted and Eq. 2 is simplified as follows:

Ai; = (pivPja) — (PiaDjv)- (3)

Aij = Piv + Pja) — Pia + Djp)- (4)
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If A;; is positive, it implies that one gene or both genes might move to a
promising area. On the other hand, when A;; is negative, the implication is that
at least one gene moves to an inferior position.

On the basis of the probabilistic differences, it is natural to consider different
choices of swapping points during the mutation procedure. A parameter T'M is
introduced for the self-guided mutation operator, which denotes the number of
tournaments in comparing the probability differences among the T'M choices in
swap mutation. Basically, TM > 2 while TM = 1 implies that the mutation op-
erator mutates the genes directly without comparing the probability differences
among the different T'M choices.

When T'M = 2, suppose the other alternative is that two jobs m and n are
located in position ¢ and position d, respectively. The probability difference of
exchanging jobs m and n is:

Apn = (pmd + pnc) - (pmc + pnd)~ (5)

After A;; and Ay, are obtained, the difference between the two alternatives
is as follows:

A=A — Apn. (6)

If A < 0, the contribution of swapping job m and n is better, so we swap job m
and n. Otherwise, jobs i and j are swapped. Consequently, the option of a larger
probability difference is selected and the corresponding two jobs are swapped. By
observing the probability difference A, the self-guided mutation operator exploits
the solution space to enhance the solution quality and prevent destroying some
dominant genes in a chromosome. Moreover, the main procedure of the self-
guided mutation is Eq. 6, where the time-complexity is only a constant after the
probabilistic model is employed. This approach proves to work efficiently.

To conclude, the Self-guided GA is obviously different from the previous
EDAs. Firstly, the algorithm utilizes the transformed-based encoding instead of
using the direct encoding used by Shim et al. [14]. Secondly, the proposed algo-
rithm explicitly samples new solutions without using the crossover and mutation
operators. The Self-guided GA embeds the probabilistic model in the crossover
and mutation operators to explore and exploit the solution space. Most impor-
tant of all, the algorithm works more efficiently than previous EDAs [14] in
solving the mTSP because the time-complexity is O(n) whereas the previous
EDAs needs O(n?) time.

4 Experimental Results of the Proposed Algorithm

4.1 Experiment Settings

We conducted extensive computational experiments to evaluate the performance
of Self-guided GA together with the MLA rule in solving the mTSP. The pro-
posed algorithm was compared with the benchmark encoding algorithm, Two-
Part chromosome GA, from the literature [2]. In addition, we employ the genetic
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operators and parameter settings of Two-Part chromosome genetic algorithm
suggested Chen and Chen [8]. The genetic operators are the two-point crossover
operator and the swap mutation operator. As a result, it ensures we do a fair
comparison between the proposed algorithm with the benchmark encoding algo-
rithm. Besides, a standard genetic algorithm (SGA) also applies the MLA rule
which could show the performance enhanced by the assignment rule proposed
by this research.

The objective function is to minimize the total traveling distance which is
shown in Section 4.2. We implemented the algorithms in Java 2 on a Amazon
EC2 with the Windows 2008 server (8-cores CPU). Across all the experiments,
we replicated each instance 30 times on the 33 instances from the well-known
TSPLIB. We assume the first city of each instance is the home-depot. The size
of these instances is from 48 to 400. The number of salesmen is ranging from 2,
3, 5, 10, and 20. As a result, we conduct extensive experiments to evaluate the
proposed algorithm under different circumstances.

Main Effects Plot (data means) for Obj
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Fig. 1. Main effects plot on the total traveling distance of the compared algorithms
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Fig. 2. Intreaction plot on the total traveling distance of the compared algorithms
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4.2 Results of the Total Traveling Distance

This objective evaluates the total distances travelled by the m salesmen. It re-
flects the total cost of the assignment. Fig. 1 shows the main effects plot on
the method comparison and the differences of the number of salesmen we as-
sign. This figure clearly illustrates the SGGA and SGA (denoted GApgeuristic)
are better than the Two-Part encoding GA (named G AprwoPart). It means the
MLA rule, i.e. the transformed-based method, could be a promising approach
which is better than the direct encoding method. Then, when the number of
salesmen increased, especially there are 20 salesmen could be assigned, the total
distance is increased greatly. As a result, it implies the inefficiency if we request
too many salesmen in terms of the managerial perspective.

Fig. 2 depicts the interaction plot between the factor method and the number
of salesmen. It might be interesting to see the SGGA and SGA that do not yield
the longer total traveling distance when the number of salesmen increased from
two to 10 salesmen. However, Two-Part encoding GA may auffer the pain of the
number of salesmen increased. This figure could distinguish the effectiveness for
the transform-based rule to the direct encoding method. Finally, if a manager
would like to determine how many salesmen is required, the lowest total traveling
distance would be ten according to this interaction plot.

Finally, the detail result of the three compared algorithms is shown in Table 1.

5 Conclusions

This study solve the in-group optimization problems which is rarely solved by
the EDAs. A new EDAs SGGA was proposed, which works with the MLA rule
together. In addition, because the MLA rule is classified in the category of
transform-based encoding, the proposed algorithm is compared with the two-
part encoding GA which is is the best direct encoding strategy so far. We eval-
uate these algorithm by solving the mTSP problem under 33 instances drawn
from TSPLIB. The experimental results show the SGGA with the MLA rule
outperforms the Two-Part encoding GA in both the total traveling distance and
the maximum traveling objectives. It reveals the proposed algorithm is capable
for solving the mTSP problem well. In addition, the MLA rule is also effective
and could be applied on some GAs that originally designed for the permutation
type problems. As a result, this research provides an insightful results for the
researchers who are doing the scheduling problems and could move toward the
in-group oprimization problems.
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