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Abstract. In this paper, a hybrid between Bat algorithm (BA) and Artificial Bee 
Colony (ABC) with a communication strategy is proposed for solving numeri-
cal optimization problems. The several worst individual of Bats in BA will be 
replaced with the better artificial agents in ABC algorithm after running every 
Ri iterations, and on the contrary, the poorer agents of ABC will be replacing 
with the better individual of BA. The proposed communication strategy pro-
vides the information flow for the bats to communicate in Bat algorithm with 
the agents in ABC algorithm. Four benchmark functions are used to test the be-
havior of convergence, the accuracy, and the speed of the proposed method. 
The results show that the proposed increases the convergence and accuracy 
more than original BA is up to 78% and original ABC is at 11% on finding the 
near best solution improvement. 
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1 Introduction 

Computational intelligence algorithms have also been successfully used to solve op-
timization problems in the engineering, the financial, and the management fields for 
recently years. For example, genetic algorithms (GA) have been successfully various 
applications including engineering, the financial, the security [1-3], particle swarm 
optimization (PSO) techniques have successfully been used to forecast the exchange 
rates, the optimizing, [4-6], to construct the portfolios of stock, human perception [3, 
7, 8], ant colony optimization (ACO) techniques have successfully been used to solve 
the  routing problem of networks, the secure watermarking [9, 10], artificial bee co-
lony (ABC) techniques have successfully been used to solve the lot-streaming flow 
shop scheduling problem [11], cat swarm optimization (CSO) [12] techniques have 
successfully been used to discover proper positions for information hiding [13]. 
Communication between two algorithms is taking advantage of the strength points of 
each type of algorithms. This idea is based on communication strategies in parallel 
processing for swarm intelligent algorithms. They only exchange information be-
tween populations when the communication strategy is triggered. The existing  



46 T.-T. Nguyen et al. 

 

methods of these fields are such as such as ant colony system with communication 
strategies [14], parallel particle swarm optimization algorithm with communication 
strategies [15], parallel cat swarm optimization [16], Island-model genetic algorithm 
[17], and parallel genetic algorithm [18]. The parallelized subpopulation of artificial 
agents increases the accuracy and extends the global search capacity than the original 
structure. The parallelization strategies simply share the computation load over sever-
al processors. The sum of the computation time for all processors can be reduced 
compared with the single processor works on the same optimum problem. Those algo-
rithms are working only in them self.  

In this paper, the concepts of parallel processing and communication strategy are 
applied to hybrid Bat algorithm with Artificial Bee Colony algorithm is proposed. In 
the new proposed method, the several poorer individuals in BA algorithm will be 
replaced with better artificial agents in ABC algorithm after running Ri iterations.  

The rest of this paper is organized as follows: a briefly review of ABC and BA is 
given in session 2; our analysis and designs for the hybrid BA-ABC is presented in 
session 3; a series of experimental results and the comparison between original BA, 
original ABC and Hybrid BA-ABC are discussed in session 4; finally, the conclusion 
is summarized in session 5 

2 Related Work 

In 2010, Xin-SheYang proposed a new optimization algorithm, namely, Bat Algo-
rithm or original Bat Algorithm (BA), based on swarm intelligence and the inspiration 
from observing the bats [19]. Original BA simulates parts of the echolocation charac-
teristics of the micro-bat in the simplicity way. It is potentially more powerful than 
particle swarm optimization and genetic algorithms as well as Harmony search.  The 
primary reason is that BA uses a good combination of major advantages of these algo-
rithms in some way. Moreover, PSO and Harmony search are the special cases of the 
Bat Algorithm under appropriate simplifications. Three major characteristics of the 
micro-bat are employed to construct the basic structure of BA. The used approximate 
and the idealized rules in Xin-SheYang’s method are listed as follows:  

All bats utilize the echolocation to detect their prey, but not all species of the bat 
do the same thing. However, the micro-bat, one of species of the bat is a famous ex-
ample of extensively using the echolocation.  Hence, the first characteristic is the 
echolocation behavior. The second characteristic is the frequency that the micro-bat 
sends a fixed frequency fmin with a variable wavelength λ and the loudness A0 to 
search for prey. 

1. Bats fly randomly with velocity vi at position xi. They can adjust the wavelength 
(or frequency) of their emitted pulses and adjust the rate of pulse emission r ∈ [0, 
1], depending on the proximity of their target. 

2. There are many ways to adjust the loudness.  For simplicity, the loudness is 
assumed to be varied from a positive large A0 to a minimum constant value, 
which is denoted by Amin.  

In Yang’s method, the movement of the virtual bat is simulated by equation (1) – 
equation (3): 
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௜݂ ൌ ௠݂௜௡ ൅ ሺ ௠݂௔௫ െ ௠݂௜௡ሻ כ  (1                             ߚ

௜௧ݒ     ൌ ௜௧ିଵݒ ൅ ሺݔ௜௧ିଵ െ ௕௘௦௧ሻݔ כ ௜݂                      (2) 

௜௧ݔ  ൌ ௜௧ିଵݔ ൅ v୧୲                                (3) 

where f is the frequency used by the bat seeking for its prey, fmin and fmax,  represent  
the minimum  and maximum value, respectively. The xi denotes the location of the ith 
bat in the solution space, vi represents the velocity of the bat, t indicates the current 
iteration, β is a random vector, which is drawn from a uniform distribution, and β ∈
[0, 1], and xbest  indicates the global near best solution found so far over the whole 
population. In addition, the rate of the pulse emission from the bat is also taken to be 
one of the roles in the process. The micro-bat emits the echo and adjusts the wave-
length depending on the proximity of their target. The pulse emission rate is denoted 
by the symbol ri, and ri   ∈[0, 1], where the suffix i indicates the ith bat. In every 
iteration, a random number is generated and is compared with ri. If the random num-
ber is greater than ri, a local search strategy, namely, random walk, is detonated. A 
new solution for the bat is generated by equation (4):  

௡௘௪ݔ  ൌ ௢௟ௗݔ ൅  ௧ (4)ܣߝ

where ε is a random number and  ε∈[-1, 1], and at represents the average loudness of 
all bats at the current time step. After updating the positions of the bats, the loudness 
Ai and the pulse emission rate ri are also updated only when the global near best solu-
tion is updated and the random generated number is smaller than Ai. The update of Ai 
and ri are operated by equation (5) and equation (6): 

௜௧ାଵܣ  ൌ  ௜௧            (5)ܣߙ

௜௧ାଵݎ   ൌ ௜଴ሾ1ݎ െ ݁ିఊ௧ሿ (6) 

where α and γ are constants. In Yang’s experiments, α = γ = 0.9 is used for the sim-
plicity. The process of BA is depicted as follows: 

Step1. Initialize the bat population, the pulse rates, the loudness, and define the pulse 
frequency 
Step2. Update the velocities to update the location of the bats, and decide whether 
detonate the random walk process. 
Step3. Rank the bats according to their fitness value, find the current near best solu-
tion found so far, and then update the loudness and the emission rate. 
Step4. Check the termination condition to decide whether go back to step 2 or end the 
process and output the result. 

In 2005, the Artificial  Bee Colony (ABC) algorithm was proposed Karaboga [20], 
and in 2008, on the performance of ABC was analyzed [21] whose are based on  
inspecting  the  behaviors  of  real  bees  on finding nectar and sharing the 
information of food sources to the bees in the nest. There is three kinds of bee was 
defined in ABC as being the artificial agent known as the employed bee, the onlooker, 
and the scout. Every kind of the bees plays different and important roles in the  
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optimization process. For example:  the employed  bee stays  on  a food source,  
which represents a spot in the solution space, and provides the coordinate for the on-
lookers in the hive for reference. The onlooker bee receives the locations of the food 
sources and selects one of the food sources to gather the nectar. The scout bee moves 
in the solution space to discover new food sources. The process of ABC optimization 
is listed as follows:  

Step1. Initialization: Spray ne percentage of the populations into the solution space 
randomly, and then calculate their fitness values, called the nectar amounts, where ne 
represents the ratio of employed bees to the total population. Once these populations 
are positioned into the solution space, they are called the employed bees. The fitness 
value of the employed bees is evaluated to take account in their amount of nectar. 

 ௜ܲ ൌ  ிሺఏ೔ሻ∑ ிሺఏೖሻೄೖసభ                                 (7) 

Step2. Move the Onlookers:  Calculate the probability of selecting a food source by 
equation (1), where θi denotes the position of the ith employed bee, F(θi) denotes  the 
fitness  function, S represents the number of employed bees, and Pi is the probabil-
ity  of selecting  the ith  employed bee. The roulette wheel selection method is 
used to select a food source to move for every onlooker bees and then determine the 
nectar amounts of them. The onlookers are moved by equation (2), where xi denotes 
the position of the ith

   onlooker bee, t denotes the iteration number, θ is the randomly   
chosen employed bee, j represents the dimension of the solution and Φ(.) produces  a 
series of random variable in the range from -1 to 1. 

ݐ௜௝ሺݔ      ൅ 1ሻ ൌ ሻݐ௜௝ሺߠ ൅ ሻݐ௜௝ሺߠሺ׎ െ  ሻሻ                 (8)ݐ௞௝ሺߠ

Step3. Update the Best Food Source Found So Far: Memorize the best fitness value 
and the position, which are found by the bees.  
Step4. Move the Scouts: If the fitness values of  the employed  bees do not be im-
proved by a continuous predetermined number of iterations, which is  called “Limit”, 
those food sources are abandoned, and these employed bees become the scouts. The 
scouts are moved by equation (3), where r is a random number and r ∈ range from 
0 to 1. 

௜௝ߠ     ൌ ௝௠௜௡ߠ ൅ ݎ ൈ ሺߠ௝௠௔௫ െ  ௝௠௜௡ሻ                     (9)ߠ

Step5. Termination Checking: Check if the amount of the iterations satisfies the ter-
mination condition.  If the termination condition is satisfied, terminate the program 
and output the results; otherwise go back to Step 2. 

3 Hybrid BA with ABC 

Hybrid optimization algorithm is structured by communication strategies between two 
algorithms. This idea is based on replacing the weaker individuals according to fitness 
evaluation of one algorithm with stronger individuals from other algorithm in parallel 
processing for swarm intelligent algorithms. Several groups in a parallel structure are 
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created from dividing the population into subpopulations to construct the parallel 
processing algorithm. Each of the subpopulations evolves independently in regular 
iterations. They only exchange information between populations when the communi-
cation strategy is triggered. It results in taking advantage of the individual strengths of 
each type of algorithm, replacing the weaker individuals with the better one from 
other, the reducing of the population size for each population and the benefit of coop-
eration is achieved.  

The hybrid BA-ABC is designed based on original BA optimization and 
Artificial Bee Colony optimization algorithm. Each algorithm evolves by optimization 
independently, i.e. the BA has its own bats and near best solution to replace artificial 
agents of ABC worst and not near best solution. In contrast, the artificial agents better 
of ABC are to replace the poorer bats of BA after running Ri iterations. The total 
iteration contains R times of communication, where R = {R1, 2R1,3 R1,...} . The bats in 
BA don’t know the existence of artificial bees of ABC in the solution space. 

Let N be the number of population of hybrid BA-ABC, and N1, N2 be the number 
of population of BA and ABC respectively, where N1=N2 = N/2.  If t ∩ R ≠ φ, k 
agents with the top k fitness in N1 will be copied to N2 to replace the same number 
of agents with the worst fitness, where t denotes the current iteration count, R1 
and k are the  predefined constants. The diagram of the hybrid BA-ABC with 
communication strategy is shown in figure 1. 

1R 2R

1R 2R

 

Fig. 1. The diagram of hybrid BA-ABC with a communication strategy 

1. Initialization: Generate populations for both BA and ABC. Each population is 
initialized by ABC or by BA independently. Defined the iteration set R for executing 
the communication strategy. The N1,N2 bats and artificial agents ௜ܵ௝்  and  ௜ܺ௝்  for 

populations of BA and ABC respectively, i = 0, 1, …, N1- 1, j = 0, 1, and t is current 
iteration number. Set t = 1. 
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2. Evaluation: Evaluate the value of f1( ௜ܵ௝்),  f2( ௜ܺ௝்) for both BA and ABC in each 

population. The evolvement of the populations is executed independently by both BA 
and ABC optimization. 

3. Update: Update the velocity and the positions of Bat using Eqs. (1), (2) and (3). 
Update the best Food Source Found So Far: Memorize the best fitness value and the 
position, which are found by the bees using Eqs. (7),(8) (9).   

4. Communication Strategy: Migrate the best bats among all the individual of BA’s 
population, copy k individuals with the top k fitness in N1 replace the poorer agents 
in N2 of ABC’s population and update for each populations in every R1 iterations. 
Conversely, migrate the best artificial agents among all the individual of ABC’s popu-
lation, copy k agents with the top k fitness in N2 replace the poorer bats in N1 and 
update for each population every R1 iterations. 

5. Termination: Repeat step 2 to step 5 until the predefined value of the function is 
achieved or the maximum number of iterations has been reached. Record the best 
value of the function f(St) and the best bat position among all the bats St. Record the 
best value of the function f(Xt) and the best food Source among all the agents Xt. 

4 Experimental Results 

This section presents simulation results and compares the hybrid BA-ABC with the 
original BA, and original ABC, both in terms of solution quality, convergence capa-
bility, and the execution time in the number of function evaluations taken. Four 
benchmark functions are used to test the accuracy and the convergence of hybrid BA-
ABC. All the benchmark functions for the experiments are averaged over different 
random seeds with10 runs.  

Let S ={s1, s2 ,..., sn}, X ={x1, x2 ,..., xn} be the m-dimensional real-value vectors for 
BA and ABC respectively. The benchmark functions are Griewank, Rastrigin, Rosen-
brock and Spherical and listed in equation (10) to equation (13). The goal of the opti-
mization is to minimize the outcome for all benchmarks.  The population size of  
Hybrid BA-ABC, original BA and original ABC are set to 20 for all the algorithms in 
the experiments. The detail of parameter settings of BA can be found in [19] and set-
ting of ABC can be found in [21]. 

 ଵ݂ሺݔሻ ൌ 1 ൅ ∑ ௫೔మସ଴଴଴ே௜ୀଵ ൅ ∏ ݏ݋ܿ ௫೔√௜ே௜ୀଵ            (10) 

 ଶ݂ሺݔሻ ൌ ∑ ሾ10 ൅ ௜ଶݔ െ ௜ே௜ୀଵݔߨ2ݏ݋10ܿ             (11) 

        ଷ݂ሺݔሻ ൌ ∑ ሺ100ሺݔ௜ିଵ െ ௜ଶሻଶݔ ൅ ሺ1 െ ௜ሻଶ௡ିଵ௜ୀଵݔ                 (12)                                                      ସ݂ሺݔሻ ൌ ∑ ௜ଶே௜ୀଵݔ                      (13) 

The initial range and the total iteration number for all test functions are listed in  
Table 1. 
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Table 1. The initial range and the total iteration of test standard functions 

Function  
Initial range Total 

iteration [xmin, xmax] ଵ݂ሺݔሻ [-100,    100] 400 ଶ݂ሺݔሻ [5.12, 5.12] 400 ଷ݂ሺݔሻ [-30,30] 400 ସ݂ሺݔሻ [-100, 100] 400 

The optimization for all of these test functions is to minimize the outcome.  The 
parameters setting for hybrid BA-ABC with original BA side are the initial loudness  ܣ௜଴ ൌ 0.25, pulse rate  ݎ௜଴ ൌ 0.5  the total population size N1 = 10 and the dimension 
of the solution space M = 10, frequency minimum fmin = the lowest of initial range 
function and frequency minimum fmax = the highest of initial range function, and with 
original ABC side are the initial ‘limit’=10 of food source the total population size N2 
= 10 and the dimension of the solution space M = 10:.  Each benchmark function 
contains the full iterations of 400 is repeated by different random seeds with 10 runs. 
The final result is obtained by taking the average of the outcomes from all runs. The 
results are compared with the original BA and original ABC respectively.  

Table 2 compares the quality of performance and time running for numerical prob-
lem optimization between Hybrid BC-ABC and original Bat algorithm. It is clearly 
seen that, almost these cases of testing benchmark functions for Hybrid BA-ABC are 
better than original BA in terms of convergence. It is special case with test function  ସ݂ሺݔሻ, the Spherical has the mean of value function minimum of total 10 seed runs is 
3.18E+07 for Hybrid BA-ABC’s performance evaluation, but, for original BA is 
2.63E+08, reaches at 78% improvement of convergence. However, all benchmark 
functions for average time consuming of Hybrid BA-ABC are double time taken in 
comparison in original BA, for the reasons, the Hybrid algorithm must perform muta-
tion and update operations.  

Table 2. The comparison between original BA and hybrid BA-ABC in terms of quality 
performance evaluation and speed 

Function 
 

Performance evaluation Time running evaluation (seconds) 
Original BA Hybrid BA-ABC Original BA Hybrid BA-ABC ଵ݂ሺݔሻ 31.3202 31.0783 0.1657 0.473 

ଶ݂ሺݔሻ 4.60E+02 1.39E+03 0.225 0.4318 

ଷ݂ሺݔሻ 7.46E-01 3.83E-01 0.1773 0.3897 

ସ݂ሺݔሻ 2.63E+08 3.18E+07 0.1639 0.3491 

Average 
value 

2.63E+08 3.18E+07 0.7319 1.6436 
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Figures from 2 to 3 show the experimental results of four benchmark functions in 
running 10 seeds output with the same iteration of 400 in comparison win original 
BA. 
 
 

 

Fig. 2. The mean of function minimum curves in comparing Hybrid BA-ABC and original BA 
algorithms for function of Griewangk and Rastrigin 

 

 

Fig. 3. The mean of function minimum curves in comparing Hybrid BA-ABC and original BA 
algorithms for function of Rosenbrock and Spherical 

Table 3 compares the quality of performance and time running for numerical prob-
lem optimization between Hybrid ABC-BA and original ABC. It is clearly seen that, 
almost these cases of testing benchmark functions for Hybrid ABC-BA are more con-
vergence than original ABC. Average value of all benchmark functions for Hybrid 
ABC- BA is 8.02E+06 in performance evaluation, but this figure is 9.93E+06 for 
original ABC, reaches at 11% improvement of convergence. However, average times 
consuming of all benchmark functions for Hybrid ABC-BA are longer taken than that 
for original ABC. For this result, the reason is the Hybrid algorithm must perform 
mutation and update operations.  
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Table 3. The comparison between hybrid ABC-BA and origianl ABC in terms of quality 
performance evaluation and speed 

Function 
 

Performance evaluation Time running evaluation (seconds) 
Original ABC Hybrid ABC-BA Original ABC Hybrid ABC-BA ଵ݂ሺݔሻ 0.2134 0.078 0.3281 0.4503 

ଶ݂ሺݔሻ 2.55E+02 2.04E+02 0.2249 0.4218 

ଷ݂ሺݔሻ 9.93E+06 8.02E+06 0.2333 0.3997 

ସ݂ሺݔሻ 8.49E+02 5.94E+02 0.1759 0.3591 

Average 
value 9.93E+06 8.02E+06 0.9622 1.6309 

Figures from 4 to 5 show the experimental results of four benchmark functions in 
running 10 seeds output with the same iteration of 400 in comparison win original 
ABC. 

 

  

Fig. 4. The mean of function minimum curves in comparing Hybrid ABC-BA and original 
ABC algorithms for function of Griewangk and Rastrigin 

 

 

Fig. 5. The mean of function minimum curves in comparing Hybrid ABC-BA and original 
ABC algorithms for function of Rosenbrock and Spherival 
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5 Conclusion 

This paper, a novel proposed optimization algorithm is presented, namely Hybrid BA-
ABC (hybrid Bat algorithm with Artificial Bee Colony). The implementation of hybr-
id for optimization algorithms could have important significance for taking advantage 
of the power of each algorithm and achieving cooperation of optimization algorithms. 
In new proposed algorithm, the several worse individual of Bats in BA are replaced 
with the better artificial agents in ABC algorithm after running every Ri iterations, 
and on the contrary, the poorer agents of ABC are replacing with the better individual 
of BA. The proposed communication strategy provides the information flow for the 
bats to communicate in Bat algorithm with the agents in ABC algorithm. The perfor-
mance of Hybrid BA-ABC algorithm is better than both original BA and ABC in 
terms of convergence and accuracy. The results of proposed algorithm on a set of 
various test problems show that Hybrid BA-ABC increases the convergence and accu-
racy more than original BA is up to 78% and original ABC is at 11% on finding the 
near best solution improvement.  
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