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Abstract. Harmony search (HS) can be applied to various optimization
problems and easy to implement. In this paper, we try to improve HS by
change the reference probability distribution of harmony memory. Zipf
distribution is used to balance the intensification and diversification. In
addition, we propose the adaptive mechanism to avoid setting the new
parameter. Experimental results show that the improvement is effective
on the high dimensional numerical function optimization problem.

1 Introduction

Optimization trys to find the best solution within an allowed solutions set to
achieve some objectives for many theoretical and practical problems. These op-
timization problems can be categorized into two kinds: continuous and discrete.
In the continuous optimization problem, the solutions can be encoded with real-
valued variables. Otherwise, the solutions can be encoded with the discrete vari-
ables in the discrete optimization problems. Whether the continuous or discrete
ones, The allowed solutions set, usually denoted by search space contains a great
number of possible solutions, it is not practical to explore the whole search space
for many problems. For these optimization, to find the optimal solution in the
search space is impractical by an affordable computing cost. Metaheuristics [1]
are developed for these kinds of optimization problems. A metaheuristic is an
approximate algorithm to explore the search space as efficiently and effectively
as possible. A metaheuristic try to find the sub-optimal, or near-optimal solution
by an affordable computing cost. In the past 30 years, there were many meta-
heuristics proposed, such as genetic algorithms [2], ant system[3], and so on. In
the first ten years of 21 century, a new metaheuristic, Harmony search (HS) [4],
is proposed and successfully applied in theoretical and physical domains, such
as solving Sudoku [5], cell-phone network [6], Ground Water Modeling [7] clus-
tering web documents [8], and so on. Harmony search is inspired by the process
of music to search for a perfect state of harmony.

In HS, the solution of this problem is call by the harmony. The harmony
memory(HM) is used to store a set of harmonies. HS constructs new harmony by
referring these harmonies in harmony memory. Only one new harmony (solution)
in one iteration of HS. If the new harmony is better than the worst one in the
HM, the new one would be inserted into the HM to replace the worst one.
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A harmony is coded to a vector of attributes in HS. In constructing new
harmony, for each attribute of harmony, there are three possible choices to decide
its value, as following:

1. Usage of harmony memory: pick the attribute value from the harmony
selected randomly in HM.

2. Pitch adjusting: like the above, but add a little change to the attribute
value.

3. Randomization: randomly assign a value to the attribute.

The usage of harmony memory ensures that good harmonies are consid-
ered as elements of new harmony. In order to use HM effectively, a parameter
raccept ∈ [0, 1], called harmony memory considering (or accepting) rate, is used
to define the probability of usage of harmony memory in constructing a new
harmony. The pitch adjusting makes a little change to the attribute’s value from
harmony memory. The parameter rpa ∈ [0, 1] is called pitch rate which defines
the probability of pitch adjusting after the usage of harmony memory. This try
to tune the value to find a better solution. The randomization increases the
diversification of the solutions to avoid premature optimization.

1.1 Motivation

The balance between intensification and diversification [1] is the most important
to all metaheuristics. In general, the diversification can prevent the premature
optimization and get better final solution. Moreover, the diversification usually
reduces the converging speed and needs more computation time. The randomiza-
tion of HS can be used to increase the diversification. However, the probability
of randomization, 1 − raccept, is a sensible parameter of HS. It should be small
enough to ensure the convergence. For this reason, it is a better way to increase
the size of harmony memory, and another way should be involved to enhance
the intensification.

So we can increase the size of harmony memory to handle the diversity of HS.
And we do not consider the intensification factor to the size of harmony memory.
It makes the size of harmony memory not a sensitive parameter. Thus we can
use a larger size of harmony memory to keep more solutions in the process of
harmony search. In original HS, all harmonies in harmony memory are with the
same reference probability in constructing a new harmony. The distribution of
reference probabilities is an uniform distribution. In this paper, we redesign the
structure of harmony memory. And the distribution of reference probabilities
is changed to Zipf distribution. Consequently, the better harmony is with more
probability, and the worse harmony is with less probability. In addition, the
difference of reference probabilities between better and worse harmonies can be
clearly control by a single parameter z.

It is not easy to decide the algorithmparameters values of the metaheuristics.[9]
For the balance between intensification and diversification, the Zipf distribution
and one new parameter z are involved in HS. In our previous work, ZHS [10], we
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applied various z on different numeric optimization functions. It shows that ZHS is
beter thanHS on the balance between intensification and diversification.However,
it is still a shortcoming to find a suitable value of z for different functions in ZHS.
It is the best way to set the value of z adaptively. It means that the z would be
encoded as one part of the harmony, and the value of z should be adjusted for
different functions.

In this paper, a Adaptive Zipf harmony search (AZHS) is proposed to more
effectively and efficiently solve the numerical function optimization problem. The
remainder of the paper is organized as follows. Section 2 briefly describe the Zipf
distribution. Section 3 provides a detailed description of AZHS we proposed.
Performance evaluation of the AZHS is presented in Section 4. Conclusion is
given in Section 5.

2 Zipf Distribution

Zipf distribution is derived by the Zipf’s law which originally states the skewness
of natural language [11][12]. George Kingsley Zipf proposed the fact that the
frequency of one word is proportional to the power inverse of its rank. The
similar relationship is discovered in some economic domains, such as the income
distribution. In recent years, the Zipf distribution is used to describe the assess
behavior of Internet, such as the visits to web sites[13]. In this work, the Zipf
distribution is used to control the reference behavior to harmony memory, and
to balance between intensification and diversification.

Zipf distribution is a discrete probability distribution. N denotes the number
of elements. ki is the rank of element i, ki is an integer and 1 ≤ ki ≤ N . The
important parameter of Zipf distribution is z which can adjust the inequality. z is
a real number and z ≥ 0. The probability of the element i, P (i), is proportional
to the z power inverse of its rank, ki.

P (i) ∝ 1

ki
z (1)

P (i) =
ki

−z

∑N
j=1 kj

−z
(2)

Figure 1 shows the probabilities of Zipf distribution with different z values.
When z = 0, the Zipf distribution is equivalent to the uniform distribution in
this special case. When z is larger, the difference between the first one and the
last one is larger.

3 Proposed Method

In traditional HS, harmony memory is only a set of harmonies. All harmonies in
harmony memory are with the same reference probability in constructing a new
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Fig. 1. Zipf distribution with different z values

harmony. On the other hand, the harmony memory is organized to a sorted list
in AZHS. The best harmony is in the head of sorted list, and the worst one is
in the tail. The main difference between ZHS and traditional HS is the reference
probability distribution to the harmonies in harmony memory. The reference
probabilities of harmonies in harmony memory is related to their position, rank,
in this sorted list. The reference probability of each harmony is proportional to
the z power inverse of its rank. When a new harmony has been constructed, it
would be inserted into the appropriate position in the sorted list if it is better
than the worst one. And then the worst harmony should be removed from the
harmony memory. HS can be considered as a special case of AZHS, when z is
always zero. Figure 2 shows the structure of Zipf harmony memory which size
is 10.
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Fig. 2. An example of Zipf Harmony memory, size = 10

Algorithm 1 shows the detail of AZHS. In the beginning to construct a new
harmony, a new z would be assigned for the following steps. The assignment of
z is similar to the assignment of attribute values in HS. There are three ways to
assign z value.

1. Usage of harmony memory: pick the z value from the harmony selected
randomly in HM.

2. Pitch adjusting: like the above, but add a little change to the z value.
3. Randomization: randomly assign a value to z.
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In this step, the reference probability distribution of HM is uniform, due to
the z is not assigned. After thr z is assigned, the attributes of new harmony
would be assigned in sequence according the z value. If the z value is larger, the
constructing process would prefer the better harmonies in HM. If the z value
is smaller, the reference probability distribution of HM is more uniform in the
constructing process.

Algorithm 1. Adaptive Zipf Harmony Search

Initiate Harmony Memory
for i = 1 to maxnumber of iterations do

if rand() < raccept then
Choose a z value from Harmony Memory
if rand() < rpa then

Adjust the z value
end if

else
Assign a random z value

end if
for j = 1 to number of dimensions do

if rand() < raccept then
Choose a value from Harmony Memory for this attribute
if rand() < rpa then

Adjust the value
end if

else
Assign a random value to the attribute

end if
end for
Insert new harmony into Harmony Memory

end for
Return the best harmony

4 Experiment Result

In this section, we evaluate the performance of the proposed algorithm, AZHS
and compare with original HS. The empirical analysis was conducted on an
virtual machine in CHT Hicloud(http://hicloud.hinet.net/) with 4 CPUs and
8GB of memory using CentOS 6.4 running Linux kernel 2.6.32. Moreover, all the
programs are written in C++ and compiled using g++ (GNU C++ compiler).

In this research, we choose five benchmarks of numerical function optimiza-
tion, F1 ∼ F5. These benchmark functions are well-known and used in many
researches. The function F1 is the De Jongs function 1, sphere function. Next,
the function F2 is the axis parallel hyper-ellipsoid function. The function F3 is
the rotated hyper-ellipsoid function The function F4 is the De Jongs function
2, Rosenbrocks valley. The Rastrigins function is the function F5. The F1, F2
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and F3 are unimodal; and the F4 and F5 are multimodal. The formulae and
ranges of benchmark functions are shown in Table 1. All these benchmarks are
the minimization problems.

In our experiments, all the simulations are carried out for 30 runs. The raccept
is always set to 0.9 . The probability of pitch adjusting, rpa, is 0.3 . The Zipf dis-
tribution parameter z is varied from 0 to 10.0. We choose two different harmony
memory sizes, 50 and 100.

Table 1. Benchmarks for Numerical Function Optimization

Functions Range

F1 f1(x) =
∑n

i=1 xi
2 −100 ≤ xi ≤ 100

F2 f2(x) =
∑n

i=1 ixi
2 −5.12 ≤ xi ≤ 5.12

F3 f3(x) =
∑n

i=1

∑i
j=1 xj

2 −65.536 ≤ xi ≤ 65.536

F4 f4(x) =
∑n−1

i=1 100(xi+1 − xi
2)

2
+ (xi − 1)2 −2.048 ≤ xi ≤ 2.048

F5 f5(x) = 10n+
∑n

i=1 xi
2 − 10 cos 2πxi −100 ≤ xi ≤ 100

To simplify the discussion of the simulation results, we use the following con-
ventions. Let v denote either the value of final solution, Δv the enhancement of
vφ with respect to vψ

in percentage. In other words, Δv is defined as follows:

Δv =
vφ − vψ

vψ
× 100% (3)

where v is either the value of final solution for our experiments on numerical
function optimization problems. The vφ and vψ are the result of two different
algorithms. For example, the HS and the AZHS

Table 2 shows the comparison of HS and AZHS when the dimensions of bench-
marks is set to 50, and the evaluations is set to 100000. In general, the AZHS
is apparently better than the HS, except one. Because all benchmark are mini-
mization problem, the negative Δv means the AZHS is better. The z∗ denotes
the average z value of the best harmony in different tries. Table 3 shows the
experimental result when the dimensions of benchmarks is set to 50, and the
evaluations is set to 100000. In general, the AZHS is significantly better than
the HS in all cases.



An Adaptive Harmony Search Algorithm with Zipf Distribution 165

Table 2. Experimental results of 30 dimensions with 100000 evaluations

HM HS AZHS Δv z∗

F1 50 0.001039 0.000599 -42 5.91
F2 0.0164 0.0104 -37 5.92
F3 2.53 1.66 -35 5.97
F4 56.0 35.1 -37 6.90
F5 0.277 0.208 -25 6.03

F1 100 0.00417 0.00057 -86 6.28
F2 0.0562 0.0098 -82 5.92
F3 9.51 1.59 -83 5.19
F4 41.5 46.9 13 5.64
F5 0.562 0.135 -76 6.12

Table 3. Experimental results of 60 dimensions with 500000 evaluations

HM HS AZHS Δv z∗

F1 50 0.549 0.016 -97 6.17
F2 11.3 0.576 -94 6.12
F3 1956.2 91.6 -95 6.70
F4 152.6 134.9 -11 6.04
F5 20.5 14.0 -31 5.81

F1 100 0.925 0.017 -98 5.85
F2 19.080 0.547 -97 5.53
F3 3068.4 85.0 -97 5.66
F4 136.5 134.8 -1 5.42
F5 21.8 15.0 -31 6.24

5 Conclusion

Harmony search (HS) is a relatively new metaheuristic in the past 10 years.
We proposed the Adaptive Zipf harmony search (AZHS) which used the Zipf
distribution to be the reference probability distribution of harmony memory. In
addition, we involve the adaptive mechanism to set the z parameter automati-
cally. It makes the better balance between intensification and diversification. We
applied the AZHS on the numerical function optimization problem. In elemen-
tary, the experimental result shows that AZHS is a significantly enhancement of
HS.
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