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Preface

This volume composes the proceedings of the First Euro-China Conference on In-
telligent Data Analysis and Applications (ECC 2014), which was hosted by Shen-
zhen Graduate School of Harbin Institute of Technology and was held in Shenzhen
City on June13–15, 2014. ECC 2014 was technically co-sponsored by Shenzhen Mu-
nicipal People’s Government, IEEE Signal Processing Society, Machine Intelligence
Research Labs, VSB-Technical University of Ostrava (Czech Republic), National Kaoh-
siung University of Applied Sciences (Taiwan), and Secure E-commerce Transactions
(Shenzhen) Engineering Laboratory of Shenzhen Institute of Standards and Technol-
ogy. It aimed to bring together researchers, engineers, and policymakers to discuss the
related techniques, to exchange research ideas, and to make friends.

113 papers were accepted for the final technical program. Four plenary talks were
kindly offered by: Ljiljana Trajkovic (IEEE SMC president), C.L. Philip Chen (IEEE
Fellow, University of Macau), Jhing-Fa Wang (Tajen University, Taiwan), and Ioannis
Pitas (University of Thessaloniki, Greece).

We would like to thank the authors for their tremendous contributions. We would
also express our sincere appreciation to the reviewers, Program Committee members
and the Local Committee members for making this conference successful. Finally, we
would like to express special thanks for the financial support from Shenzhen Municipal
People’s Government and Shenzhen Graduate School of Harbin Institute of Technology
in making ECC 2014 possible.

June 2014 Jeng-Shyang Pan
Vaclav Snasel

Emilio S. Corchado
Ajith Abraham

Shyue-Liang Wang
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Abstract. In this paper the host system architecture with high availability and 
high scalability has introduced to an in-cloud Enterprise Resources Planning 
(in-cloud ERP) deployed in the virtual environment to tackle the crucial 
problem of unexpected down-time or the failure of system failover that causes 
data loss and system terminated. Access control authentication has been 
adopted in the cloud to prevent the service-oriented hosts form external fraud or 
intrusion. As a result, the experiments have shown that the number of access for 
in-cloud ERP is 5.2 times as many as in-house ERP. The total cost of in-cloud 
ERP has decreased significantly to 48.4% of total cost of in-house ERP. In 
terms of operational speed, the approach proposed in this paper outperforms 
significantly two well-known benchmark ERP systems, in-house ECC 6.0 and 
in-cloud ByDesign. 

Keywords: in-Cloud Enterprise Resources Planning (in-Cloud ERP), High 
Availability, High Scalability, Biometrics, Fraud. 

1 Introduction 

In this paper we introduce high availability and high scalability architecture for an in-
cloud services solution to tickle the crucial problem of unexpected down-time or 
system failure to prevent data loss and system termination, as well as make good use 
of virtual machine cluster [1][2][3] approach to resolve the failover problem. This 
paper introduces in-cloud Enterprise Resources Planning (ERP) [4][5] in virtual 
environment and mobile devices users can easily access the in-cloud services via 
wired or wireless network with access control authentication [6]. As shown in Fig. 1, 
a open source ERP, OpenERP [7], has deployed successfully. Additionally, its access 
control authentication [8] [9] has brought into the virtual machine to achieve identity 
verification, safe sign-in, and attendance audit, as shown in Figs. 2 and 3. Then, 
detecting potential BotNet [10] and malicious attacks [11] in the network can 
efficiently increase the network security. 

                                                           
* Corresponding author. 
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Fig. 1. OpenERP  
deployment  

Fig. 2. Access control in a  
firm 

Fig. 3. Access control  
authentication in cloud 

2 In-Cloud ERP and Access Control Authentication 

Virtual machine clustering system in cloud is an integration of virtualization, virtual 
machines, and virtual services so that it can make existing resources be fully applied, 
such as VMware ESX/ESXi Server [12], Microsoft Hyper-V R2 [12] or Proxmox 
Virtual Environment [13]. This system can let users run many operating systems in a 
single physical computer simultaneously which largely decreases the expense of 
purchasing PCs. Most important of all, it has the following major functions, including 
virtual machine live migration, virtual storage live migration, distributed resource 
scheduling, high availability, fault tolerance, backup and disaster recovery, the 
transfer from physical machines to virtual machines, direct hardware accessing, 
virtual network switching, and so forth. This study introduces Proxmox Virtual 
Environment as the cloud computing and service platform with the virtual 
environment. The kernel-based virtual machine (KVM) acts as the main core of 
virtual machine, and it has installed the kernel of Linux-based operating system. 
OpenERP is adopted in this study as ERP application which provides many solutions 
for open sources software in the future, having it more expandable, making a great 
progress on cost deduction. The in-cloud ERP is established as follows: 

1. Build Proxmox VE virtual machine cluster, and through WebPages manage the 
virtual machine. The webpage of login and management are shown individually in 
Fig. 4 and Fig. 5. 

2. Create a virtual machine and set up its guest operating system in Proxmox VE 
virtual machine cluster. 

3. Set up OpenERP in virtual machine, inclusive of OpenERP AP, PostgreSQL 
database, and web interface for end-user. 

4. Sign-in at http://localhost:8096 or http://IP:8096 with the browser on virtual 
machine, pop up a login page of OpenERP as shown in Fig. 6, and then login to 
administrator to install the necessary modules as a result of an interface of user 
management as shown in Fig. 7. 

5. Set up AP Server for biometric measures security [14]. When users sign-in, it will 
collect users’ biometric features with capturing devices at client side as the 
evidence of legal or illegal sign-in [15]. 



 High Availability and High Scalability to in-Cloud ERP System 5 

 

  

Fig. 4. Login to  
Proxmox VE  
Virtual machine  
cluster server 

Fig. 5. Management 
web of virtual  
machine cluster  
server 

Fig. 6. Remote login to 
OpenERP system 

Fig. 7. User  
management in  
OpenERP 

6. Collect the traffic flow in network and apply association rule analysis for 
establishing an identifiable and detectable system to automatically distinguish the 
network traffic flow either coming from potential BotNet or normal condition [16], 
as shown in Fig. 8. 

7. Employ analysis of Multivariate Normal Model and Markov Chain to detect 
malicious attacks [17], as shown in Fig. 9. 

 

Fig. 8. Potential BotNet detection in cloud Fig. 9. Malicious attacks detection in cloud 

3 High Availability and High Scalability Architecture 

3.1   Virtual Machine High Availability 

1. Virtual Machine Live Migration: when an execution error occurs at a node and 
causes an interruption, virtual machines at that node can be migrated themselves to  
the other nodes in which the left tasks of the failure node are also to be continued 
herein. A prerequisite is to ask for a shared storage as well as two units or more 
servers, for example, a Proxmox VE system as shown in Fig. 10. 

2. Virtual Storage Live Migration: the system provides HA in virtual machines and 
accordingly HA will also support to virtual storage as well. Generally connecting a 
shared storage (e.g., SAN), the system may achieve the purpose of reaching a low 
downtime. When an execution error occurs at a node and causes an interruption, 
virtual storage at that node can be migrated itself to the other nodes to resume the 
left tasks of the failure node. 

3. Distributed Resource Scheduling: Virtual machine management system such as 
Hyper-V [17] imports Non-uniform Memory Access (NUMA) mechanism for the  
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Fig. 10. HA optional setting of VM in Proxmox VE Fig. 11. Hardware resources allocation 
based on NUMA in Hyper-V R2 

 

 

Fig. 12. Fault tolerance mechanism  
supported by VMware vSphere 

Fig. 13. Realizing the architecture of network 
high availability 

resources allocation, in which computing cores and memory are divided into 
nodes, and each virtual machine attaches the corresponding node in accordance 
with the amount of the allocation of resources. That is, the resources of a virtual 
machine may be allocated from different server hardware resources as shown in 
Fig. 11. 

4. Fault Tolerance: The main principle of reaching a zero downtime such as 
VMware vSphere [16] is that when a primary virtual machine is running, the 
system automatically generates a redundant virtual machine, totally equal to the 
primary one, located in other servers to synchronize the task. Once the system 
detects the primary virtual machine failure, the running task is immediately 
transferred to the redundant virtual machine, this redundant virtual machine 
becomes the primary virtual machine at once, and the system will replicate another 
redundant virtual machine once again as shown in Fig. 12. 

3.2   Network High Availability 

With Link Aggregation Control Protocol (LACP) [18], network interface cards can 
utilize Network Bounding techniques that will combine multiple network interface 
cards together, and in the meantime set the parameters of network interface card 
related to the HA function. For example, Linux systems can use the software ifenslave 
to gain fault-tolerant features in the combined network interface cards. That is, as one 
of network interface cards fails, work load will automatically switch to another one to 
carry on the successive networking tasks as shown in Fig. 13. 
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3.3   Storage High Availability 

In general, storage device of iSCSI or NAS is able to provide hard drive array (RAID) 
function. If the system needs to consider both cost and performance, and fault 
tolerance solution, type of RAID 0+1 disk array is suggested to organize hard drive 
array. In addition, iSCSI or NAS storage device also probably risks the failure 
incident and hence the storage device needs to consider HA. At present, the storage 
device manufacturers have incorporated synchronous backup mechanism, but in 
contrary the traditional storage devices may not have this feature, which an additional 
server is required for implementing the synchronization between them as shown in 
Fig. 14. 

According to HA of virtual machine, network, and storage as mentioned above, a 
diagram of in-cloud platform with high availability is illustrated in Fig. 15. With the 
minimum facility required for HA structure, the system needs at least two high-
performance computing servers, two high-speed network switches, and two high-
reliability storages to establish an in-cloud platform with HA. 

 

  

Fig. 14. RAID 0+1 system diagram Fig. 15. an in-cloud platform with high availability 

3.4   System High Scalability 

In terms of the vertical scalability, virtualization technology can support high 
availability to ensure hardware maintenance and upgrade/downgrade, and when a 
single server requires a hardware upgrade/downgrade, virtual machines having the 
running services in a certain server can live migrate to the others without causing any 
interruption in these services. Similarly, in horizontal scalability, after virtual 
machines in a certain server have live migrated to the others, IT manager is able to 
remove the server from the virtual machine cluster or server cluster, not causing any 
service interruptions either. The SAN controller of these storage resources to realize 
so-called storage virtualization [19] could be integrated into different storage pools, 
which provides the established virtual volumes on demand for virtualized servers. 
Storage virtualization can more easily integrate heterogeneous storage devices so that 
changes in the storage devices have a higher elasticity and scalability. As shown in 
Figs. 16 and 17, they are illustrated to conduct scale-out and scale-in, respectively, in 
a cluster, and Figs. 18 and 19 have shown the scale-up and scale-down, respectively, 
of hardware specification in a node. 
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Fig. 16. Scale-out hardware facility Fig. 17. Scale-in hardware facility 

 

 

Fig. 18. Scale-up hardware specification Fig. 19. Scale-down hardware specification 

4 Experimental Results and Discussion 

4.1   High Availability Testing 

First in order to verify the high availability of the network, after the network used the 
function of Network Bonding, IT manager removed one of the network cables form 
an edge switch for a few seconds to check whether or not the network satisfies fault 
tolerance at this situation. After a test of ping command for 50 times, as a result, the 
connection quality is good because there is no packet loss during the cable removal, 
achieving the goal of network high availability as shown in Fig. 20. Next in order to 
verify whether the servers and storage devices achieve high availability, IT manager 
shut down a server on which a virtual machine was currently running, while the 
server-mounted storage device will correspondingly fail. Test results show that 
failover completed successfully because the virtual machine correctly transferred 
(migrated) to another server as shown in Fig. 21. 

4.2   High Scalability Testing 

In the virtual environment, the scalability is the most advantage for a cluster with 
several virtualized servers, and the changes in the scale of hardware devices occur 
quite often. Therefore the goal of this test in this section will emphasize the non-
interrupted services when virtual machine migration is carried out. This test will use 
two servers denoted as cloud01 and cloud02, IT manager shutdowns server cloud02 
normally where the virtual machines running in server cloud02 have migrated to 
server cloud01 automatically, and removes it from the cluster in order to simulate the  
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(a) Before VM migration (b) After VM migration 

Fig. 20. Ping command to check  
the network quality after  
removing a network cable 

Fig. 21. Failover by shutting down a server and initiating a 
virtual machine migration automatically 

 

 

Fig. 22. Shutdown cloud02 in a cluster Fig. 23. Remove cloud02 in a cluster 

 

  

Fig. 24. Add cloud02 to a cluster Fig. 25. A VM migrate to cloud02 

 
scale-down of a cluster as shown in Figs. 22 and 23. After that, IT manager re-boot 
server cloud02 normally and re-join it into the cluster, and IT manager conducts the 
virtual machines migrated back to server cloud02 from server cloud01 in order to 
simulate the scale-up of a cluster as shown in Fig. 24 and 25. 

4.3   Access Control Authentication and ERP Testing 

Users key-in at http://IP:8096 with the browser on Android smart phone to sign-in in-
cloud ERP remotely via 3G/WiFi and next based on biometric measures the process 
of access control authentication is activated to capture human face and fingerprint at 
mobile device, deliver them to back-end server for identification, and then return the 
result back to mobile device. It takes about 2 seconds for identity verification as 
shown in Fig. 26. After that we begin to test ERP routines as shown in Fig. 27. Users  
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(a) List of products (b) Sales order (a) capture the images (b) identification 

Fig. 26. Sign-in in-cloud OpenERP at smart 
phone 

Fig. 27. Access control authentication using 
face recognition and fingerprint identification 
at smart phone 

 

 

(a) List of products (b) Sales order 

Fig. 28. PC login to in-cloud OpenERP system 

 

key-in at http://IP:8096 with the browser on personal computer to sign-in in-cloud 
ERP remotely via 3G/WiFi and then go for access control authentication at PC. After 
that we begin to test ERP routines as shown in Fig. 28. 

4.4   Detection of Potential Botnet and Malicious Attacks 

In cloud computing platform, Apriori algorithm based on association rules has been 
executed all the time. When invaders use a BotNet to link to another host or a single 
host location, the IP pairs between users to a BotNet and a BotNet to an attacked host 
will coincide more often, and thus the dependence between two IP pairs will be pretty 
high. As a result, the statistical outcomes derived from Apriori algorithm are fully 
collected and highlights potential BotNets from multiple period detection. According 
to the flow of malicious attacks and the relevant features of attack events, introducing 
the Multivariate Normal Model and Markov Chain is utilized to analyze two above-
mentioned situations respectively and then developing a module with the ability of 
detection and identification is able to combine the two above statistical outcomes. 
When confronting different types of malicious attacks, it will be more efficient to 
identify possible causes, even finding the ways for immediate defense. 
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4.5   Assessment and Discussion 

According to the experiments of online testing in the daily use of ERP in enterprise 
within a week, it was found that the growth rate of the use of in-cloud ERP increased 
dramatically approximate 5.2 times than the stand-alone ERP. In terms of the 
hardware cost in Taiwan, it costs the user $1,002.5 on the hardware equipment for a 
stand alone ERP, i.e. in-house ERP, in which the additional cost will be paid for air 
conditioning monthly fee of $18.4, space rent of $26.7, and hardware equipment 
maintenance fee of $16.7. In regard with the amortization expensive per month for a 
period of two years, the total expenditure costs $2,486.3. In other words, it costs an 
average monthly usage fee of $103.6. In contrast, renting an in-cloud ERP service in 
virtual environment only need about $50.1 monthly payment and it saves 1.07 times 
the cost of in-house ERP, i.e., reducing the total expenditure a lot. As shown in Table 
1, a comparison of the number of accesses and the total expenditure for ERP, the 
proposed in-cloud ERP exclusively superior to in-house ERP. Two well-known 
benchmark ERP systems, ECC 6.0 [20] and ByDesign [21], are used to compare with 
the proposed one, according to ERP performance evaluation on system operational 
speed where the proposed approach outperforms the others as listed in Table 2. 

Table 1. ERP assessment 

Testing Item 
Case A: 

in-house ERP 
Case B: 

in-cloud ERP 
Ratio of Case B to 

Case A 
Number of Access 

(times/day) 
63 328 5.206 

Total Cost of Ownership 
(US dollars/month) 

103.6 50.1 0.484 

Table 2. Performance comparison of the operational speed of ERP (Unit: min-minutes, sec-
seconds) 

Function 
ECC 6.0 

(in-house ERP) 
ByDesign 

(in-cloud ERP) 
OpenERP 

(in-cloud ERP) 

Create New Customer Master Data 7:10 min. 4:40 min. 3 min. 

Create New Material Master 12:40 min. 10 min. 8:30 min. 

Create Sales Order 5:20 min. 2 min. 1:30 min. 
Search Function 2:10 min. 5 sec. 2 sec. 

Average Access 6.83 min 4.19 min 3.26 min 

5 Conclusion 

This paper introduces high availability and high scalability architecture for an in-
cloud ERP solution to tickle the crucial problem of unexpected down-time or system 
failure to prevent data loss and system termination, as well as make good use of 
virtual machine cluster approach to resolve the failover problem. As a result, 



12 B.R. Chang et al. 

 

according to the experiments the proposed approach in this paper outperforms two 
well-known benchmark ERP systems, in-house ECC 6.0 and in-cloud ByDesign. 
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Abstract. There are various medical imaging instruments used for diagnosing 
prostatic diseases. Ultrasound imaging is the most widely used tool in clinical 
diagnosis. Urologist outlines the prostate and diagnoses lesions based on his/her 
experiences. This diagnostic process is subjective and heuristic. Active contour 
model (ACM) has been successfully applied to outline the prostate contour. 
However, application of ACM in outlining the contour needs to give the initial 
contour points manually. In this paper, an automatic prostate tumor 
identification system is proposed. The sequential floating forward selection 
(SFFS) is applied to select significant features. A support vector machine 
(SVM) with radial basis kernel function is used for prostate tumor 
identification. Experimental results showed that the proposed method achieved 
higher accuracy than those of other methods.  

Keywords: prostate tumor, feature selection, support vector machine. 

1 Introduction 

The prostate is a compound tubuloalveolar exocrine gland of the male reproductive 
system in most mammals. Prostate cancer has been the fifth most common 
malignancy and the seventh leading cause of cancer deaths in Taiwan. More than 
3,000 men are diagnosed annually with prostate cancer, of which approximately 1000 
die. Prostate cancer has become a common male urinary tract cancer. 

Prostate is located in the pelvis, below the bladder and before the rectum. Most of 
the early prostate cancers have no symptoms, it’s often discovered during routine 
health examination. Prostate specific antigen (PSA) blood test and digital rectal 
examination of the prostate are methods for prostate cancer screening. In order to 
detect early prostate cancer, physicians usually apply the ultrasound imaging to 
visualize prostate for diagnosis if either elevated PSA or abnormal Digital Rectal 
Examination (DRE). However, diagnosis by DRE is very subjective and highly 
depending on the experiences of urologist. 

Various imaging modalities, such as magnetic resonance imaging (MRI), 
computerized tomography (CT), and ultrasound (US) imaging, are widely used in the 
diagnosis of various diseases with the assistance of medical image analysis 
techniques. In which, US imaging is inexpensive, non-invasive, and easy to use. Thus, 
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ultrasound images become the most commonly used in clinical diagnosis, such as 
inspecting the prostate[4,6,7,8], breast tumor[3] and thyroid nodule[2]. 

Physician have outlined prostate region in ultrasound image when clinical 
diagnosis, and then determine whether a tumor within the region, outlined tumor area 
for tumor diagnosis. However, outlining the tumor area in ultrasound images is highly 
relied on physicians’ experiences, it’s inefficient and subjective. Therefore, we 
proposed a prostate tumor identification system in ultrasound images is proposed in 
this paper. 

This paper is organized as follows: Section 2 presents the proposed prostate tumor 
identification method. Experimental results are presented in Section 3, where we 
compared with other method. Conclusions are drawn in Section 4. 

2 Proposed Method 

In this paper, an automatic SVM-based prostate tumor identification in ultrasound 
images is proposed. First, a preprocessing is adopted to reduce the influence of 
speckle noise and therefore enhance the contrast of prostate region. Second, a total of 
236 features are extracted from each ROI. Third, the sequential floating forward 
selection (SFFS) is applied to select significant features. Finally, a support vector 
machine (SVM) with radial basis kernel function is used for prostate tumor 
identification. Figure 1 shows the flow diagram of the proposed method. Details of 
the procedures are described in the following subsections. 
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Prostate tumor 
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Tumor contour
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Fig. 1. Flow chart of the proposed method 

2.1 Preprocessing 

Since speckle noise and poor contrast in ultrasound images will affect the 
identification accuracy of the prostate tumor. Hence, speckle reduction by means of 
digital image processing should improve image quality and possibly the diagnostic 
potential of medical ultrasound.  

In this paper, a 55×  average filter [7] is used to reduce inevitable speckle noise in 
the prostate ultrasound images. A power-law [7] transformation is then applied to 
enhance the contrast; parameters c and r of power-law transformation are set as 1 and 
0.7, respectively. Figure 2 shows the result of preprocessing. After preprocessing we 
can clearly see that the contrast between the prostate and background was 
strengthened. 
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(b) 

Fig. 2. (a) original image, (b) result after preprocessing 

2.2 ROI Extraction 

In order to identify the prostate tumor in the ultrasonic images, a lot of ROIs includes 
prostate tumor and non-tumor were outlined by an experienced urologist and 
confirmed by biopsy. Based on the sliding-windows method, a block with size of 

2323× is sliding on the outlined ROIs to segment patterns of tumor and non-tumor. 
The blocks are arrayed adjacent to each other with an MM × overlap. Figure 3 shows 
a case of outlined prostate tumor in ultrasound image. The extracted normal and 
tumor patterns are showed in Fig. 3(b) and (c), respectively. 

 

Fig. 3. (a) prostate region, (b) normal prostate pattern, (c) prostate tumor pattern 

2.3 Feature Extraction 

Textural features contain important information that is used for analysis and 
explanation of US images. In this paper, 236 features were extracted from the selected 
ROIs. Features are calculated from 11 different textural matrixes and transformations 
namely graylevel co-occurrence matrix (GLCM), Statistical Feature Matrix, Gray 
Level Run-Length Matrix, Laws’ Texture Energy Measures, Neighboring Gray Level 
Dependence Matrix, Haar wavelet, homogeneity, histogram, block difference of 
inverse probabilities (BDIP) [10], Discrete Cosine Transform, and normalized multi-
scale intensity difference (NMSID) [11]. 
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2.4 Feature Selection 

In previous stages, 236 features are obtained from each ROI. We can simply use them 
to identify prostate tumor, but it will be time-consuming. Feature selection is a 
common way to improve this situation. The sequential floating forward selection 
(SFFS) is adopted to sift significant features. The SFFS method consists of Sequential 
Forward Selection (SFS) and Sequential Backward Selection (SBS), which are 
capable of correcting wrong inclusions and removal decisions. Figure 4 shows the 
flow diagram of SFFS. 

 

Fig. 4. The flow diagram of SFFS 

In which, Y is features for all groups, D is the number of feature item, X is the best 
feature set selected from Y, R is the numbers of X, J(x) is the cost function that 
evaluate the classification accuracy of feature set X. The terminative condition of the 
SFFS algorithm is the number of features k. The SFFS algorithm is summarized as 
follows: 

Step 1: Input a feature group Y and set the terminative condition k. 
Step 2: Use the function J(x) to evaluated Y, that we can obtained a best feature x+, 

then put the x+ into the best feature group X. 
Step 3: Use the function J(x) to evaluated X to obtain a best feature x-. 
Step 4: Compared the best feature set without x- (J(Xk - x

-)) and the best feature set of 
previous, if J(Xk - x

-) is bigger than the best feature set of previous, then the 
best feature set of previous is equal to the best feature set without x-, and k 
minus one then return to step 3. If J(Xk - x

-) is not bigger than the best feature 
set of previous, then return to step 2 until reached the stop condition. 
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After the SFFS, five representative features were selected. Among them, four 
features are extracted from GLCM and one is extracted from textural energy matrix. 
The details of the selected features are described as follows:  

The sum average of gray level co-occurrence matrix (GLCM) is defined as: 
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where L is the largest grey value in the image.  
The contrast of gray level co-occurrence matrix (GLCM) is defined as: 
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where ),( jiC  is the values of gray level co-occurrence matrix coordinate (i,j). 

The difference entropy of gray level co-occurrence matrix(GLCM) is defined as: 
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The difference variance of gray level co-occurrence matrix (GLCM) is defined as: 
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In the present study, Law’s texture energy [5] computed through the following two 
masks are used to obtain the texture features: 

L5 (Level) = [1 4 6 4 1] 
S5 (Spot) = [-1 0 2 0 -1] 
The L5 vector gives a center-weighted local average. The S5 vector detects spots. 

In this study, a 2D convolution masks, namely S5L5 is obtained by computing the 
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outer products of pairs of 1D masks. By convoluting the image with the 2D mask, a 
texture energy maps are acquired. The statistics mean of the texture energy maps is 
then calculated and used as the texture feature. 

2.5 Prostate Tumor Identification 

Support vector machine (SVM) is a supervised classifier and it has been widely used 
in regression analysis and statistical classification. The basic idea of SVM is to map 
the input data into a high-dimensional feature space, and find the hyperplane that 
maximizes the margin between two classes. Fig. 5 shows the schematic of hyperplane. 
A SVM is used to identify the prostate tumor. In this paper, the SVM was 
implemented using the LIBSVM [1], and the radial basis function (RBF) defined as 
Eq.(8) was selected as the kernel function. 
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where 2σ  is the width of the kernel. 

 

Fig. 5. Schematic concept of hyperplane 

2.6 Tumor Contour Refinement 

The above procedures can almost segment the prostate tumor completely. However, 
there still existed some artifact may be classified as part of prostate tumor. A 
morphological technique is utilized to separate the artifacts from a prostate tumor. 
Erosion with a 17 × 17 structuring element is derived to remove the connection 
between artifacts and prostate tumor. A region filling is then applied to fill holes in 
tumor region. Finally, dilation with a 17 × 17 structuring element is performed to 
recover the original size. The largest region is viewed as the tumor region. 
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3 Experimental Results 

To show the capacity of the proposed method, the prostate ultrasound images for 
these experiments were taken at the urology department of National Chen Kung 
University Hospital. Resolution of the image is 3200×2400. A total of 35 cases were 
used in our experiments. In which, ten cases were chosen as training samples and the 
remaining cases were chosen as testing samples. The prostate tumor identification 
system was implemented by Microsoft Visual C# 2008 on a PC with 3.40 GHz Intel 
Core i7-2600 processor and 4GB RAM.  

3.1 Preprocessing 

The objective of the preprocessing is to reduce the influence of speckle noise and 
enhance the contrast of original ultrasound images. Figure 6 shows the results after 
preprocessing. The left column of Fig. 6 shows original ultrasound images. The 
results after the preprocessing were showed in the right column of Fig. 6. Obviously, 
after preprocessing we can clearly see that the contrast between the prostate and 
background was strengthened.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 6. (a-c) original prostate ultrasound image, (d-f) results after pre-processing 

3.2 Prostate Segmentation and Tumor Classification 

Before urologists diagnose prostate lesions, the contour of the prostate in US images 
must be manually outlined. However, manual segmentation is a time-consuming and 
non-reproducible task. Thus, an automatic prostate segmentation system combines the 
active contour model (ACM) is adopted [12]. The prostate classifier consists of a 
validation incremental neural network (VINN) and a radial-basis function neural 
network (RBFNN). Figure 7 shows the results of outlined the region of prostate in 
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ultrasound images. Obviously, the prostate region is correctly outlined. Figures 8(a, c, 
e) show the results of prostate tumor identification. There are many holes existed in 
prostates. Figures 8 (b, d, f) show the refinement results of Fig. 8 (a, c, e). The holes 
were removed, and prostate tumors were correctly outlined. 

Figure 9 shows the prostate tumor identification results of the proposed method 
and outlined by urologist manually. Obviously, the outlined tumors of the proposed 
system are very close to the results outlined by experienced urologist.  

 
(a)

 
(b)

 
(c)

Fig. 7. The outlined prostates in ultrasound images. (a) case1, (b) case2, (c) case3. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 8. (a-c) The results after prostate tumor identification. (d-f) The results after prostate tumor 
refinement.  

3.3 Accuracy Evaluation of Prostate Tumor Segmentation 

For a fair comparison, the accuracy was used to quantify the performance. Accuracy 
is defined as follow: 

)/()( nptntp NNNNAccuracy ++= . (9) 

where 
pN  is the total number of pixels of the tumor, 

nN  is the total number of 

pixels of non-tumor region, 
tpN  is the number of actual prostate tumor detected by 

the proposed method, 
tnN  is the number of actual non-tumor pixels detected as  
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(f) 

Fig. 9. (a-c)physician outlined tumor, (b-f) outlined tumors of the proposed method 

non-tumor pixels, 
fnN  is the number of system classification as the non-tumor region 

in physician outlined tumor region, 
fpN  is the number of actual non-tumor pixels 

detected as tumor pixels.  
To demonstrate the accuracy of the proposed method is higher than that of Zhang’s 

method [9], Table 1 shows the comparison results. The accuracy of the proposed and 
Zhang’s methods are 91.58% and 90.54%, respectively. 

Table 1. Accuracy of Zhang’s and proposed method 

 The proposed method Zhang’s method 
Accuracy 91.58% 90.54% 

Table 2. The result for differential parameter 

ROI size Filter size # of the best feature set Accuracy 
17× 17 3× 3 6 89.4% 
17× 17 5× 5 5 87.67% 
17× 17 7× 7 6 87.04% 
19× 19 3× 3 7 89.08% 
19× 19 5× 5 6 88.3% 
19× 19 7× 7 6 87.06% 
21× 21 3× 3 4 88.24% 
21× 21 5× 5 5 89.49% 
21× 21 7× 7 6 85.53% 
23× 23 3× 3 4 91.56% 
23× 23 5× 5 5 93.45% 
23× 23 7× 7 6 91.85% 
25× 25 3× 3 4 90.88% 
25× 25 5× 5 5 91.74% 
25× 25 7× 7 5 90.88% 
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3.4 Determination of ROI Size and Denosing Filter Size 

To achieve a high accuracy, the size of ROI, masks, and the number of selected 
features should be appropriately set in the testing procedure. In order to obtain the 
appropriate parameters, various ROI sizes and denosing filter sizes were performed. 
Table 2 shows the accuracies for different parameters. The highest accuracy is 
achieved when the size of ROI and size of filter is set to 23×23 and 5×5, respectively. 

4 Conclusion 

In this paper, we proposed a SVM-based method for identification of prostate tumor in 
ultrasound images. The system can assist urologists on clinical diagnosis. The 
representative features after feature selection can save lots of time in classification and 
improve the classification results. According to the experimental results, the average 
accuracy rate has reach 91.58%. Our experiments have better accuracy than Zhang’s 
method.  
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Abstract. This paper deals with studying the effects of performance LTE net-
work throughput for data traffic. Utilisation rate of networks has a significant  
impact on the quality parameters of triple play services. LTE network was si-
mulated by the software module additionally implemented in a development 
environment MATLAB. Throughput model has been obtained using this simu-
lation that was used to test the QoS parameters for voice/video. Voice and video 
data streams using different codecs are transmitted for the obtained throughput. 
The measured qualitatively QoS parameters determine the resulting quality ser-
vices from the perspective of end user perception. 

Keywords: Quality of service, Long Term Evolution (LTE), E-model, 
Throughput, packet loss. 

1 Introduction 

Relative to increasing demands of mobile users for fast transmission of communica-
tions, enabling them to efficiently transmit both data and voice, but also multimedia 
documents, presentations or videos, the issue of QoS (Quality of Service) of multime-
dia services in modern data networks is topical theme.  With incoming requests from 
users, directly proportional connected evolution in the development of new technolo-
gies for data transmission is through mobile networks from GPRS, through EDGE to 
contemporary  4G network using LTE technology. Currently, LTE technology is put 
in test and real traffic, so we decided to take a series of measurements, which showed 
features of this technology. 

2 State of the Art 

Network convergence refers to the provision of telephone, video and data communi-
cation services within a single network. For VoIP to be a realistic replacement for 
standard public switched telephone network (PSTN) telephony services, customers 
need to receive the same quality of voice transmission they receive with basic tele-
phone services—meaning consistently high-quality voice transmissions. Like other 
real-time applications, VoIP is extremely bandwidth- and delay-sensitive. For VoIP 
transmissions to be intelligible to the receiver, voice packets should not be dropped, 
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excessively delayed, or suffer various delay (otherwise known as jitter). Evaluation of 
the quality of transmitted voice incurred delays and packet loss is addressed in the 
work [2] a [3]. 

ITU-T G.107 recommendation [9] defines computation model - E-model, which 
takes into account all the links between transmission parameters. Its output is a scalar 
labelled R, which is a function of total expected call quality [1]. To evaluate speech 
quality, MOS (Mean Opinion Score) scale as defined by the ITU-T recommendation 
P.800 is applied [8]. 

The traditional method of determining voice quality is to conduct subjective tests 
with panels of human listeners.  Extensive guidelines are given in ITU-T recommen-
dations P.800/P.830. The results of these tests are averaged to give mean opinion 
scores (MOS), but such tests are expensive and impractical for testing in the field. 
Because of this, the ITU recently standardized a new model, Perceptual evaluation of 
Speech Quality (PESQ), that automatically predicts the quality scores that would be 
given in a typical subjective test.  This is done by making an intrusive test and 
processing the test signals through PESQ [6]. 

Publication [10] deals with quality video and comparing the uploaded video codecs 
and their impact on the packet loss that causes errors in the transmission. In the work 
[7] we deal with focus on Packet loss and overall delay influence to objective QoS 
parameters of Triple play services. In the mentioned work, missing a comprehensive 
solution triple play services in real deployment; the impact of the policies used for the 
network and its quality parameters such as delay, jitter. The aim of our work and mea-
surements in it was to analyze the quality of voice/video in various scenarios LTE 
network at the physical layer. From each scenario was used measured percentage 
network throughput. Testing the quality of voice/video was therefore focused on ex-
amining the impact of network utilization on its quality. 

3 Methodology 

3.1 Simulation throughput LTE 

Technology LTE (Long Term Evolution) follows on HSPA and UMTS systems. It 
supports variable width of the frequency band ranging from 1.4 MHz to 20 MHz. The 
theoretical peak data rate in the downlink is 172.8 Mbit/s, in the uplink 57.6 Mbit/s. 
LTE system uses the principle of communication IP (MIP - Mobile IP). Communica-
tion thus takes place exclusively through the packet. The advantage is a low response 
in the radio interface (theoretically <10 ms) and high spectral efficiency [13] [14]. 
LTE system allows symmetrical (paired) or unsymmetrical (unpaired) communica-
tion. Symmetric communication using different uplink and downlink frequencies, 
which are mutually distant for the particular zone by a given value. The highest data 
rate can be achieved only when using symmetrical communication (FDD - Frequency 
duplex). When asymmetric communication is using to establish a connection to the 
constant frequency and communication takes place in alternating moments of time, so 
it is a time duplex (TDD).  
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In our case, LTE technology was simulated in an interactive environment 
MATLAB. We focused on the throughput parameter of this technology in certain 
scenarios set in the simulation of LTE. While simulating, we adjusted the frequency 
or time duplex (symmetric and asymmetric communication). Another parameter to 
measure was the ability to set the SNR, a signal-to-noise ratio. It is a parameter that 
indicates how many times the signal is fully reduced before we get to the noise level. 
It is expressed in decibels. Another parameter for testing and verification of the radio 
transmission, which affects throughput of LTE, were various options of the model 
channel. 

3.2 Quality of Voice 

During simulation of LTE, we implemented 4 types of codecs to compare quality of 
voice on the measured throughput of LTE. One type of codec was with two different 
bit rates. Capacity utilization of the network ensured IPERF tool. It can make capacity 
utilization to full at a given throughput LTE. We generated five voice traffic for each 
codec using program IxChariot with such busy network. Packets had not any priority, 
when voice was sending. Data were processed by FIFO. Parameters MOS, R-factor, 
the percentage packet loss and the percentage increase of jitter were evaluated after 
completion of voice traffic. These parameters evaluate toll IxChariot, which sets the 
parameters based on the E-model algorithm.  

To measure quality of call, mathematical computer model, known as the E-model, 
was developed. It was designated specifically for the purpose of planning the trans-
mission system, which takes into account many factors (particularly the impact of the 
delay on packet loss), that affect quality of voice in IP telephony. E-factor model 
assigns coefficient of deterioration to each partial factor that affects the quality of 
voice communication. Coefficients of deterioration are indicated in the following 
figure (figure.1), which presents connection between two participants. The output of 
the E-model is a value that is closer to the quality of the call in modern networks, 
either narrowband or broadband. It is called the R-factor and it is in the range of 0 to 
100. 

The R-factor is determined for the entire transmission chain. It takes into account 
not only the transmission channel, but also the end device. The higher the R-factor, 
the higher the quality of telephone service. The minimum acceptable value of R-factor 
is a ranking value 50. The resulting structure of mathematical relation of E-model is 
defined according to the recommendations by (1): 

0 s d e effR R I I I A−= − − − +                     (1) 

The R0 represents the basic signal-to-noise ratio, which includes all kinds of noise, 
including noise caused by electrical circuits of equipment and noise caused on elec-
trical wire.  I is the deterioration factor reflecting linear distortion of the transmission channel. 
This deterioration factor is the sum of a few individual factors, which may occur more 
or less simultaneously in conjunction with the transmission of the call. 

Factor ID represents all the deterioration which is caused by different combina-
tions of delay. 
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IE EFF includes deterioration caused by the use of a voice codec, the manifestation 
of potential packet loss, and its resistance to loss. Finally, parameter A slightly im-
proves the total final quality (for example in the case of satellite phone, the user is 
more focused to call than by normal use of solid terminal at home). 

The final R-factor is a numerical value, usually between 15-94. With a value above 
70, it is considered as acceptable. Parameter MOS is used as addition to R-factor. 
Generally known and most widely used is the five-point scale for quality rate. In this 
scale, it is possible to display display a value of R-factor (transfer described in  
recommendation G.107) [1]. 

 

Fig. 1. R-factor as a function of the MOS 

We tested four types of codecs in the measurement: G.711 A-law, G.729, G.726 a 
AMR.  

G.711 is the most commonly used voice codec. It isnarrowband audio codec that 
provides the bit rate of 64 kbit/s. Transmitting audio signals in the range from 300 to 
3400 Hz, the sampling rate is 8000 samples per second. A-law encoding takes a 13-bit 
linear sample as input and converts it into an 8 bit value.  

G.729 is the most commonly used voice codec. It is narrowband audio codec that 
provides the bit rate of 64 kbit/s. Transmitting audio signals in the range from 300 to 
3400 Hz, the sampling rate is 8000 samples per second. A-law encoding takes a 13-bit 
linear sample as input and converts it into an 8 bit value.  

G.729 is very effective in comparison with the codec G.711 with relative  to the 
final quality of the call. It uses a modified coding algorithm CELP, called CS-
ACELP, bit rate of this codec is 8 kbit/s. Its disadvantage is the higher computational 
complexity. Total delay in the encoder is about value 25 ms. 
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G.726 is speech codec that uses the ADPCM coding involving the transmission of 
voice at rates of 16, 24, 32 and 40 kbit/s. It has size of sample 2, 3, 4 and 5 bits. The 
most commonly is use transmission rate 32 kbit/s, which doubles the usable capacity 
of the network by using half speed  of G.711 codec. 

3.3 Quality of Video 

For measurement was selected two most used video formats for digital broadcasting, 
specifically MPEG-2 and MPEG-4 Part 10 (H.264). Both formats of video were in 
HD 720p resolution (1280x720), representing the standard of  digital broadcasts at 
present time. Both formats were processed in a static image "Lenna".  

Progam VLC was used to stream of both formats. Linux tool "iperf", simulating a 
UDP stream, was used for required network load. For the evaluation effects of degra-
dation by network traffic to quality of video were chosen and used two objective me-
thods for assessing the quality of video - PSNR and SSIM. These methods have been 
implemented by software MSU VQMT. 

PSNR method is based on the mean square error (MSE), which is the square devia-
tion between the test and the original sample. PSNR then determines the ratio be-
tween the maximum value of the signal to MSE in decibels. Basically, it can be said 
that while the MSE measures the difference between the two images, PSNR deter-
mines how closely the test image is similar to the original reference. Given a noise-
free m×n monochrome image I and its noisy approximation K, MSE is defined as (2): 
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where MAX is the maximum value that pixel can take (e.g. 255 for 8-bit image)  
[12]. 

SSIM method takes into account the perception of an image by the naked eye. It 
evaluate the visual impact of shifts the brightness of the image, change the contrast 
and other occurrence of errors in the transmitted picture (when compared it with the 
original image. Reference SSIM values are in the range 0-1, where zero means no 
similarity with the original and one is two completely identical pictures. 

The resulting value of SSIM is a combination of three parameters, when for the 
original signal x and encoded signal y is valid the following equation (4) [7]: 
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Table 2. The quality of video by a throughput LTE with time duplex 

 MPEG-2 MPEG-4 
Throughput [%] PSNR [db] SSIM PL [%] PSNR [db] SSIM PL [%] 

13,51 28,045 0,9396 3,48 17,048 0,7798 8,21 
22,56 33,062 0,9533 0,83 19,291 0,8488 2,51 
36,21 37,421 0,9557 0,81 21,254 0,8639 1,58 
49,73 37,547 0,9562 0,78 21,404 0,8661 1,41 
69,13 42,321 0,9658 0,12 24,962 0,9067 0,34 
81,25 49,622 0,9827 0,07 38,152 0,9676 0,14 
98,23 51,835 0.9897 0 51,2351 0,9848 0 

4 Conclusion 

Series of measurements were performed to test the characteristics of LTE technology 
and its impact on the quality of voice and video network. The difference between the 
time and frequency duplex in LTE had no significant imapact. Size of throughput was 
reflected in changing SNR and channel model. With increasing signal to noise ratio 
grew throughput, too. The results of the quality of voice show that at higher network 
bandwidth, the value of the R-factor increases and thereby the value of the MOS does 
too. The best results reported codec G.711 A-law at the highest throughput, respec-
tively, it was the worst quality at the lowest throughput. Stable voice quality respec-
tively, the difference between the worst and the best quality at the lowest and highest 
throughput recorded G.726 and AMR 12.2 kbit/s.  

Results for quality of video with the decreasing throughput of the network show a 
decrease in quality of video and increase the packet loss in the network. Although 
H.264 provides fold higher compression ratio than the older MPEG-2, there is visible 
significant drop in quality with the decreasing throughput and packet loss in the net-
work. Practical tests verify the basic hypothesis of lower throughput in the network 
that automatically decreases the quality of service. Sufficient QoS was achieved with 
throughput about 50%. 
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Abstract. The p-median problem is a well-known combinatorial opti-
mization problem with several possible formulations and many practical
applications in areas such as operational research and planning. It has
been also used as a testbed for heuristic and metaheuristic optimization
algorithms. This work proposes a new genetic algorithm for the p-median
problem and evaluates it in a series of computational experiments.

Keywords: genetic algorithm, p-median problem, experiments.

1 Introduction

The p-median problem is an NP-hard combinatorial optimization problem with
interesting real-world applications in various areas including operational re-
search, planning [4], and clustering [10]. The p-median problem (PMP) can be
defined in terms of operational research [9].

Definition 1 (p-median problem). For a set of m users U , set of n facilities
L, and distance matrix Dm×n representing the cost of serving user i from location
j find a subset P ⊆ L of exactly p facilities so that the sum of minimal values
in the rows of the column-reduced matrix will be minimized:

min
P∈{P⊆L : |P |=p}

{∑
i∈U

min
j∈P

dij

}
(1)

Alternatively, the PMP can be defined as an integer programming problem or a
graph problem. The PMP can be seen as a general combinatorial optimization
task of finding an optimal fixed-length subset of p elements out of n, p < n. It
has a number of real-world applications and it was also used as a testbed for
heuristic and metaheuristic optimization algorithms [9].

Intuitively, the problem is challenging due to the large search space of
(
n
k

)
possible solutions. Formally, it is known that the PMP is NP-hard [2,9].
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This study uses a novel pure metaheuristic genetic algorithm to solve the
PMP and evaluates its performance in a series of computational experiments
with PMP instances from the well-known OR-Library1 of operational research
problems.

The rest of this paper is organized in the following way: section 2 briefly in-
troduces genetic algorithms as the metaheuristic optimization method used in
this work to find good solutions to the p-median problem. Related work is sum-
marized in section 3. The genetic algorithm proposed in this work is detailed
in section 4 and numerical experiments are described in section 5. Section 6 con-
cludes the study and outlines future work.

2 Genetic Algorithms

Genetic algorithms (GA) form a family of well known population-based
metaheuristic soft optimization methods [8,1]. GAs solve complex optimization
problems by the programmatic evolution of an encoded population of candi-
date problem solutions. The solutions are ranked using a problem specific fitness
function. The artificial evolution is implemented by the iterative application of
genetic operators and leads to the discovery of above average solutions. The
basic workflow of a simple steady state GA [8] is shown in algorithm 1.

1 Define objective (fitness) function and problem encoding;
2 Encode initial population P of possible solutions as fixed length strings;
3 Evaluate chromosomes in initial population using objective function;
4 while Termination criteria not satisfied do
5 Apply selection operator to select parent chromosomes for reproduction:

sel(Pi) → parent1, sel(Pi) → parent2;

6 Apply crossover operator on parents with respect to crossover probability to
produce new chromosomes:
cross(pC, parent1, parent2) → {offspring1, offspring2};

7 Apply mutation operator on offspring chromosomes with respect to
mutation probability: mut(pM, offspring1) → offspring1,
mut(pM, offspring2) → offspring2;

8 Create new population from current population and offspring chromosomes:
migrate(offspring1, offsprig2, Pi) → Pi+1;

9 end

Algorithm 1. A summary of the genetic algorithm

Problem encoding is an important part of the genetic search. It translates can-
didate solutions from the problem domain (phenotype) to the encoded search
space (genotype) of the algorithm and defines the internal representation of

1 http://people.brunel.ac.uk/~mastjjb/jeb/orlib/pmedinfo.html

http://people.brunel.ac.uk/~mastjjb/jeb/orlib/pmedinfo.html
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the problem instances used during the optimization process. The representa-
tion specifies chromosome data structure and a decoding function [5]. The data
structure defines the actual search space, its size and shape.

The crossover operator is the main operator of genetic algorithms distinguish-
ing it from other population based stochastic search methods [8]. Crossover is
primarily a creative force in the evolutionary search process. It is supposed to
re-combine parent chromosomes in a stochastic manner and propagate building
blocks (low order, low defining-length schemata with above average fitness) from
one generation to another and to create new (higher order) building blocks by
combining low order building blocks. It is intended to introduce to the popula-
tion large changes with low disruption of the building blocks [12]. In contrast,
mutation is expected to insert new material into the population by random per-
turbation of the chromosome structure. By doing this, however, new building
blocks can be created or old ones disrupted [12].

Genetic algorithms have been successfully used to solve non-trivial multimodal
optimization problems including data mining, classification, and prediction prob-
lems [13,11]. They inherit the robustness of emulated natural optimization pro-
cesses and excel in browsing huge, potentially noisy problem domains. This study
proposes a new genetic algorithm for the PMP. It defines suitable chromosome
encoding, mutation and crossover operators and a fitness function to evaluate
candidate PMP solutions.

3 Genetic Algorithms for the p-Median Problem

The p-median problem has been solved by a variety of genetic algorithms in the
past [9].

A GA for the PMP is due to Correa et al. [4]. The authors developed a GA
for the capacitated PMP in order to find good placement for university facilities
with respect to the location and capacity of student residences. In capacitated
PMP, each facility can serve only a limited demand. The algorithm used a set of
facility indexes to represent selected subset of facilities and modified crossover
and mutation operators to evolve the population of candidate solutions. The
crossover constructed ”exchange vectors” to indicate which alleles can be ex-
changed between parents. Mutation replaced one facility index by a randomly
selected index of another facility that was not part of the solution yet. Addition-
ally, the algorithm used a “heuristic hypermutation” operator that performed
local search for good solutions. The proposed algorithm was compared to Tabu
Search and the results suggested that the GA with heuristic hypermutation per-
forms better than plain GA and Tabu Search with similar number of fitness
function evaluations.

Alp et al. [2] proposed in 2003 another genetic algorithm for the PMP called
ADE. The algorithm used specially tailored operators, steady state migration,
complex chromosome initialization strategy, and a greedy heuristic to improve
solutions found by the artificial evolution. Crossover operator was in ADE based
on the union of parents’ genes and a greedy method for deletion of extra genes.



38 P. Krömer and J. Platoš

No mutation operator was used in the algorithm since the authors reported it
had no significant effect on the quality of solutions. The study showed that the
proposed algorithm performed well and solved 28 uncapacitated PMP instances
from the OR-Library to optimality.

A short paper by Lim and Xu [7] compared the performance of a fixed-length
subset GA with and without problem specific heuristic recombination opera-
tors on the PMP. As in the previous cases, the GA used set representation of
candidate solutions and additional heuristics to improve the solutions. It was
concluded that the heuristics improve the quality of solutions found by this type
of GA.

Pullan [10] used in 2008 a GA with cut-and-paste crossover operator and
hybrid local search to find good PMP solutions. The local search was used to
modify candidate solutions found by the evolution to have the required size and
to explore the surrounding of evolved solutions. The experiments showed that
the algorithm solved all 40 uncapacitated PMP instances from the OR-Library
to optimality.

A multiobjective GA for the PMP is due to Arroyo et al. [3]. The algorithm
looked for PMP solutions that would minimize both service costs and facility
opening costs. Crossover operator of this GA used differences between parents
to perform symmetric exchange of genes (whenever possible) and the mutation
operator replaced randomly selected facility indexes by different indexes that
were not part of the solution yet. The algorithm also used a path relinking
strategy to explore search space between best individuals found by the GA in
an attempt to improve the evolution.

A more recent work by Landa-Torres et al. [6] solved the capacitated PMP by
a new grouping GA and grouping Harmony Search algorithm respectively. Both
methods were improved by additional local search steps in order to improve
their results. However, solution representation and genetic operators were quite
different from those of the previous GAs due to the different nature of grouping
algorithms.

This section reviewed recent GAs and GA-based methods for the PMP. A
majority of the methods used local search and greedy steps in order to improve
solution quality and most of them struggled with the generation of invalid solu-
tions. Moreover, most reviewed works did not discuss computational aspects of
chromosome decoding, genetic operator application, and local search steps. In
this study we use a new simple GA for the PMP. It uses modified set encoding
and only slightly altered crossover and mutation operators. The operations of the
algorithm are, in contrast with some previous GAs for PMP, computationally
inexpensive. The algorithm does not exploit any form of local search and does
not use greedy steps in order to maintain generality. Therefore, it can be used
for any other fixed-length subset selection problem when an appropriate fitness
function is provided.
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4 New Genetic Algorithm for the p-Median Problem

In order to design an efficient genetic algorithm for the PMP, we define the
chromosome encoding, genetic operators, and fitness function. The encoding
and operators are designed with the aim to obtain a compact representation,
to exploit both crossover and mutation, and to avoid the creation of invalid
individuals in the course of the evolution.

4.1 Chromosome Encoding

A valid subset of exactly k columns can be defined by the indices of the k columns
selected from the full set of n columns in Am×n. No column can appear in the
subset more than once in order to achieve the required subset size of k. The
natural fixed-length encoding of a column subset is based on the indices of the
selected columns, i.e. a chromosome c can be defined by eq. (2):

c = (c1, c2, . . . ck), ∀(i, j) ∈ {0, . . . n} : ci �= cj (2)

However, such an encoding would be prone to the creation of invalid individuals
in case traditional genetic operators such as the 1-point crossover or uniform
mutation were applied. A few examples of the creation of invalid individuals
from valid individuals are given in fig. 1 (conflicting genes are shown in bold).
To avoid the creation of such invalid individuals, we slightly modify the encoding

Fig. 1. Examples of the creation of invalid individuals

by sorting the indices within each chromosome, i.e. the encoding of a sample of
k columns from n is defined by eq. (3):

c = (c1, c2, . . . ck),

∀(i, j) ∈ {0, . . . n} : i < j =⇒ ci < cj (3)
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With this modified encoding, the generation of random PMP individuals involves
two steps. First, k unique columns out of all n possible columns are selected.
Then, the indices in each individual are sorted in an increasing order. However,
the ordering of the indices within the chromosome still requires the use of mod-
ified mutation and crossover operators that do not generate invalid individuals.

4.2 Genetic Operators

The genetic operators used by the proposed GA are based on the traditional
mutation and crossover operators that were modified with respect to chromosome
encoding so that they do not create invalid individuals and do not break the
ordering of the chromosomes.

Order-Preserving Mutation. The order-preserving mutation operator
replaces ith gene ci in chromosome c with a value from the interval defined
by its left and right neighbour as defined in eq. (4):

mut(ci) =

⎧⎪⎨
⎪⎩
urand∗(0, ci+1), if i = 0

urand(ci−1, ci+1), if i ∈ (0, n− 1)

urand(ci−1, N), if i = N − 1

(4)

where i ∈ {0, . . . , n} and urand(a, b) selects a uniform pseudo-random integer
from the interval (a, b) (whereas urand∗(a, b) selects a uniform pseudo-random
integer from the interval [a, b)). Such mutation operator guarantees that the
ordering of the indices within each chromosome remains valid. However, the
order-preserving mutation of ith gene has no effect on chromosomes for which it
holds that (ci−1 + 1) = ci = (ci+1 − 1).

Order-Preserving Crossover. The order-preserving crossover is based on the
traditional one-point crossover operator [1,8]. It selects a random position i in
parent chromosomes c1 and c2 and checks whether it is a suitable crossover
point. A position i is a suitable crossover point if eq. (5) is true.

c1i < c2i+1 ∧ c2i < c1i+1 (5)

If eq. (5) does not hold for i, the remaining positions in the chromosomes are
scanned in the search for a suitable crossover point (i.e. first available position
for which eq. (5) holds). It should be noted that an order-preserving crossover
between 2 chromosomes might not always be possible. Examples of the use of
the order-preserving crossover in different situations are shown in fig. 2.

4.3 Fitness Function

The fitness function used in this work is based on the definition of uncapacitated
PMP in (1). Fitness of chromosome c is defined by eq. (6):

fit(c) =
∑
i∈U

min
j∈c

dij (6)



New Genetic Algorithm for the p-Median Problem 41

Fig. 2. Examples of order-preserving crossover

The GA for PMP minimizes fit(c).

5 Experiments

In order to evaluate the proposed algorithm, a series of computational exper-
iments was performed. The algorithm was implemented in C++ and used to
find solutions to 40 uncapacitated PMP instances from the OR-Library. GA pa-
rameters used in the experiment were selected on the basis on initial trials and
previous experience. The parameters were: steady state migration with genera-
tion gap 2 and elitism (only offspring with fitness better than worst member of
current population are accepted), population size 100, crossover probability 0.8,
mutation probability 0.4, and max. no. of generation 150000. Due to the stochas-
tic nature of GA, all experiments were performed 30 times independently and
presented results are averages over the 30 runs.

Overall, the average error of best solutions for all PMP instances found by the
GA was 3.231%, the average error of average solutions was 5.46975% and the
average error of worst solutions was 8.1845%. Results for different PMP instances
are detailed in table 1. Names of the instances that were solved to optimality by
at least one GA run are emphasized. It can be seen that the GA managed to find
optimal solutions for 7 out of 40 instances in at least one run. This result is not
as good as the results of previous genetic methods for PMP. However, it must be
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Table 1. Service cost and error of solutions found for OR-Library PMP instances

PMP Service cost found by GA Solution error [%]

Instance best worst average (σ) best worst avg.

pmed1 5819 5978 5884.133 (46.985) 0.00 2.73 1.12
pmed2 4105 4358 4202.500 (69.696) 0.29 6.47 2.68
pmed3 4254 4536 4347.500 (73.799) 0.09 6.73 2.29
pmed4 3063 3227 3148.967 (37.464) 0.96 6.36 3.79
pmed5 1392 1539 1468.200 (32.839) 2.73 13.58 8.35
pmed6 7824 7992 7911.233 (46.284) 0.00 2.15 1.11
pmed7 5642 5904 5729.267 (65.984) 0.20 4.85 1.75
pmed8 4565 4881 4687.100 (78.883) 2.70 9.81 5.45
pmed9 2871 3070 2966.100 (58.795) 5.01 12.29 8.49

pmed10 1364 1522 1441.767 (40.390) 8.69 21.27 14.88
pmed11 7702 7941 7783.267 (60.859) 0.08 3.18 1.13
pmed12 6683 7069 6767.667 (79.799) 0.74 6.56 2.01
pmed13 4555 4724 4623.733 (48.046) 4.14 8.00 5.71
pmed14 3151 3350 3248.433 (52.992) 6.17 12.87 9.45
pmed15 1858 2028 1962.800 (38.748) 7.46 17.29 13.52
pmed16 8162 8356 8235.400 (47.539) 0.00 2.38 0.90
pmed17 7037 7331 7169.333 (73.662) 0.54 4.74 2.43
pmed18 4944 5239 5051.800 (67.250) 2.81 8.94 5.05
pmed19 3020 3173 3088.500 (33.516) 6.15 11.53 8.56
pmed20 1982 2148 2061.267 (39.826) 10.79 20.07 15.22
pmed21 9192 9520 9338.767 (67.524) 0.59 4.18 2.20
pmed22 8653 8874 8755.367 (56.862) 0.86 3.44 2.06
pmed23 4797 5022 4903.833 (52.075) 3.85 8.72 6.17
pmed24 3155 3283 3216.367 (28.846) 6.55 10.87 8.62
pmed25 2028 2182 2112.933 (36.535) 10.94 19.37 15.59
pmed26 9917 10175 10045.467 (80.257) 0.00 2.60 1.30
pmed27 8343 8541 8428.100 (54.811) 0.43 2.82 1.46
pmed28 4636 4842 4755.100 (48.889) 3.07 7.65 5.72
pmed29 3253 3369 3322.600 (30.290) 7.25 11.08 9.55
pmed30 2231 2373 2280.200 (35.057) 12.17 19.31 14.64
pmed31 10086 10315 10184.400 (62.649) 0.00 2.27 0.98
pmed32 9394 9790 9488.233 (77.665) 1.04 5.30 2.06
pmed33 4910 5118 4986.800 (46.358) 4.47 8.89 6.10
pmed34 3250 3360 3311.533 (25.425) 7.87 11.52 9.91
pmed35 10400 10663 10527.233 (70.803) 0.00 2.53 1.22
pmed36 9980 10248 10121.700 (65.845) 0.46 3.16 1.89
pmed37 5317 5490 5390.533 (47.432) 5.14 8.56 6.60
pmed38 11060 11375 11171.900 (76.102) 0.00 2.85 1.01
pmed39 9471 9695 9584.933 (53.447) 0.51 2.89 1.72
pmed40 5358 5516 5440.667 (41.527) 4.49 7.57 6.10
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noted that, in contrast to the GAs reviewed in section 3, this algorithm used no
problem specific heuristic as a local search or greedy exploration step in order
to improve the results. Considering it was a pure metaheuristic, the results are
encouraging and suggest that the proposed algorithm is a competitive method
for the PMP.

6 Conclusions

A new genetic algorithm for the p-median problem was introduced in this work.
The algorithm was defined in terms of chromosome encoding, genetic operators,
and fitness function. It was designed to be memory efficient and fast. It does not
waste time and resources by creating and/or fixing invalid candidate solutions
and it also does not need to maintain any hash/lookup tables or bitmaps to
check whether a column was already selected or not.

The algorithm was used to find solutions for 40 uncapacitated PMP instances
from the well-known OR-Library. The average error of solutions for OR-Library
instances was 5.46975% and 7 out of 40 instances were solved to optimality by at
least one GA run. The results are encouraging considering the pure metaheuristic
nature of the algorithm. Because no problem specific heuristic was used, the
algorithm remained general and it can be applied to other tasks that can be
expressed by the means of fixed-length subset selection.

Our future work will include further evaluation of the proposed GA, thorough
comparison with other metaheuristic and heuristic algorithms for the PMP, and
applications of the proposed algorithm to practical problems. The performance
of the algorithm in connection with heuristics for PMP will be studied as well.
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Abstract. In this paper, a hybrid between Bat algorithm (BA) and Artificial Bee 
Colony (ABC) with a communication strategy is proposed for solving numeri-
cal optimization problems. The several worst individual of Bats in BA will be 
replaced with the better artificial agents in ABC algorithm after running every 
Ri iterations, and on the contrary, the poorer agents of ABC will be replacing 
with the better individual of BA. The proposed communication strategy pro-
vides the information flow for the bats to communicate in Bat algorithm with 
the agents in ABC algorithm. Four benchmark functions are used to test the be-
havior of convergence, the accuracy, and the speed of the proposed method. 
The results show that the proposed increases the convergence and accuracy 
more than original BA is up to 78% and original ABC is at 11% on finding the 
near best solution improvement. 

Keywords: Hybrid Bat Algorithm with Artificial Bee Colony, Bat Algorithm, 
Artificial Bee Colony Algorithm Optimizations, Swarm Intelligence. 

1 Introduction 

Computational intelligence algorithms have also been successfully used to solve op-
timization problems in the engineering, the financial, and the management fields for 
recently years. For example, genetic algorithms (GA) have been successfully various 
applications including engineering, the financial, the security [1-3], particle swarm 
optimization (PSO) techniques have successfully been used to forecast the exchange 
rates, the optimizing, [4-6], to construct the portfolios of stock, human perception [3, 
7, 8], ant colony optimization (ACO) techniques have successfully been used to solve 
the  routing problem of networks, the secure watermarking [9, 10], artificial bee co-
lony (ABC) techniques have successfully been used to solve the lot-streaming flow 
shop scheduling problem [11], cat swarm optimization (CSO) [12] techniques have 
successfully been used to discover proper positions for information hiding [13]. 
Communication between two algorithms is taking advantage of the strength points of 
each type of algorithms. This idea is based on communication strategies in parallel 
processing for swarm intelligent algorithms. They only exchange information be-
tween populations when the communication strategy is triggered. The existing  



46 T.-T. Nguyen et al. 

 

methods of these fields are such as such as ant colony system with communication 
strategies [14], parallel particle swarm optimization algorithm with communication 
strategies [15], parallel cat swarm optimization [16], Island-model genetic algorithm 
[17], and parallel genetic algorithm [18]. The parallelized subpopulation of artificial 
agents increases the accuracy and extends the global search capacity than the original 
structure. The parallelization strategies simply share the computation load over sever-
al processors. The sum of the computation time for all processors can be reduced 
compared with the single processor works on the same optimum problem. Those algo-
rithms are working only in them self.  

In this paper, the concepts of parallel processing and communication strategy are 
applied to hybrid Bat algorithm with Artificial Bee Colony algorithm is proposed. In 
the new proposed method, the several poorer individuals in BA algorithm will be 
replaced with better artificial agents in ABC algorithm after running Ri iterations.  

The rest of this paper is organized as follows: a briefly review of ABC and BA is 
given in session 2; our analysis and designs for the hybrid BA-ABC is presented in 
session 3; a series of experimental results and the comparison between original BA, 
original ABC and Hybrid BA-ABC are discussed in session 4; finally, the conclusion 
is summarized in session 5 

2 Related Work 

In 2010, Xin-SheYang proposed a new optimization algorithm, namely, Bat Algo-
rithm or original Bat Algorithm (BA), based on swarm intelligence and the inspiration 
from observing the bats [19]. Original BA simulates parts of the echolocation charac-
teristics of the micro-bat in the simplicity way. It is potentially more powerful than 
particle swarm optimization and genetic algorithms as well as Harmony search.  The 
primary reason is that BA uses a good combination of major advantages of these algo-
rithms in some way. Moreover, PSO and Harmony search are the special cases of the 
Bat Algorithm under appropriate simplifications. Three major characteristics of the 
micro-bat are employed to construct the basic structure of BA. The used approximate 
and the idealized rules in Xin-SheYang’s method are listed as follows:  

All bats utilize the echolocation to detect their prey, but not all species of the bat 
do the same thing. However, the micro-bat, one of species of the bat is a famous ex-
ample of extensively using the echolocation.  Hence, the first characteristic is the 
echolocation behavior. The second characteristic is the frequency that the micro-bat 
sends a fixed frequency fmin with a variable wavelength λ and the loudness A0 to 
search for prey. 

1. Bats fly randomly with velocity vi at position xi. They can adjust the wavelength 
(or frequency) of their emitted pulses and adjust the rate of pulse emission r ∈ [0, 
1], depending on the proximity of their target. 

2. There are many ways to adjust the loudness.  For simplicity, the loudness is 
assumed to be varied from a positive large A0 to a minimum constant value, 
which is denoted by Amin.  

In Yang’s method, the movement of the virtual bat is simulated by equation (1) – 
equation (3): 
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= ( − )                              1) 

    = ( − )                       (2) 

 = v                                 (3) 

where f is the frequency used by the bat seeking for its prey, fmin and fmax,  represent  
the minimum  and maximum value, respectively. The xi denotes the location of the ith 
bat in the solution space, vi represents the velocity of the bat, t indicates the current 
iteration, β is a random vector, which is drawn from a uniform distribution, and β ∈
[0, 1], and xbest  indicates the global near best solution found so far over the whole 
population. In addition, the rate of the pulse emission from the bat is also taken to be 
one of the roles in the process. The micro-bat emits the echo and adjusts the wave-
length depending on the proximity of their target. The pulse emission rate is denoted 
by the symbol ri, and ri   ∈[0, 1], where the suffix i indicates the ith bat. In every 
iteration, a random number is generated and is compared with ri. If the random num-
ber is greater than ri, a local search strategy, namely, random walk, is detonated. A 
new solution for the bat is generated by equation (4):  

 =  (4) 

where ε is a random number and  ε∈[-1, 1], and at represents the average loudness of 
all bats at the current time step. After updating the positions of the bats, the loudness 
Ai and the pulse emission rate ri are also updated only when the global near best solu-
tion is updated and the random generated number is smaller than Ai. The update of Ai 
and ri are operated by equation (5) and equation (6): 

 =             (5) 

  = 1 −  (6) 

where α and γ are constants. In Yang’s experiments, α = γ = 0.9 is used for the sim-
plicity. The process of BA is depicted as follows: 

Step1. Initialize the bat population, the pulse rates, the loudness, and define the pulse 
frequency 
Step2. Update the velocities to update the location of the bats, and decide whether 
detonate the random walk process. 
Step3. Rank the bats according to their fitness value, find the current near best solu-
tion found so far, and then update the loudness and the emission rate. 
Step4. Check the termination condition to decide whether go back to step 2 or end the 
process and output the result. 

In 2005, the Artificial  Bee Colony (ABC) algorithm was proposed Karaboga [20], 
and in 2008, on the performance of ABC was analyzed [21] whose are based on  
inspecting  the  behaviors  of  real  bees  on finding nectar and sharing the 
information of food sources to the bees in the nest. There is three kinds of bee was 
defined in ABC as being the artificial agent known as the employed bee, the onlooker, 
and the scout. Every kind of the bees plays different and important roles in the  
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optimization process. For example:  the employed  bee stays  on  a food source,  
which represents a spot in the solution space, and provides the coordinate for the on-
lookers in the hive for reference. The onlooker bee receives the locations of the food 
sources and selects one of the food sources to gather the nectar. The scout bee moves 
in the solution space to discover new food sources. The process of ABC optimization 
is listed as follows:  

Step1. Initialization: Spray ne percentage of the populations into the solution space 
randomly, and then calculate their fitness values, called the nectar amounts, where ne 
represents the ratio of employed bees to the total population. Once these populations 
are positioned into the solution space, they are called the employed bees. The fitness 
value of the employed bees is evaluated to take account in their amount of nectar. 

 =  ( )∑ ( )                                (7) 

Step2. Move the Onlookers:  Calculate the probability of selecting a food source by 
equation (1), where θi denotes the position of the ith employed bee, F(θi) denotes  the 
fitness  function, S represents the number of employed bees, and Pi is the probabil-
ity  of selecting  the ith  employed bee. The roulette wheel selection method is 
used to select a food source to move for every onlooker bees and then determine the 
nectar amounts of them. The onlookers are moved by equation (2), where xi denotes 
the position of the ith

   onlooker bee, t denotes the iteration number, θ is the randomly   
chosen employed bee, j represents the dimension of the solution and Φ(.) produces  a 
series of random variable in the range from -1 to 1. 

     ( 1) = ( ) ( ( ) − ( ))                 (8) 

Step3. Update the Best Food Source Found So Far: Memorize the best fitness value 
and the position, which are found by the bees.  
Step4. Move the Scouts: If the fitness values of  the employed  bees do not be im-
proved by a continuous predetermined number of iterations, which is  called “Limit”, 
those food sources are abandoned, and these employed bees become the scouts. The 
scouts are moved by equation (3), where r is a random number and r ∈ range from 
0 to 1. 

    = ( − )                     (9) 

Step5. Termination Checking: Check if the amount of the iterations satisfies the ter-
mination condition.  If the termination condition is satisfied, terminate the program 
and output the results; otherwise go back to Step 2. 

3 Hybrid BA with ABC 

Hybrid optimization algorithm is structured by communication strategies between two 
algorithms. This idea is based on replacing the weaker individuals according to fitness 
evaluation of one algorithm with stronger individuals from other algorithm in parallel 
processing for swarm intelligent algorithms. Several groups in a parallel structure are 
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created from dividing the population into subpopulations to construct the parallel 
processing algorithm. Each of the subpopulations evolves independently in regular 
iterations. They only exchange information between populations when the communi-
cation strategy is triggered. It results in taking advantage of the individual strengths of 
each type of algorithm, replacing the weaker individuals with the better one from 
other, the reducing of the population size for each population and the benefit of coop-
eration is achieved.  

The hybrid BA-ABC is designed based on original BA optimization and 
Artificial Bee Colony optimization algorithm. Each algorithm evolves by optimization 
independently, i.e. the BA has its own bats and near best solution to replace artificial 
agents of ABC worst and not near best solution. In contrast, the artificial agents better 
of ABC are to replace the poorer bats of BA after running Ri iterations. The total 
iteration contains R times of communication, where R = {R1, 2R1,3 R1,...} . The bats in 
BA don’t know the existence of artificial bees of ABC in the solution space. 

Let N be the number of population of hybrid BA-ABC, and N1, N2 be the number 
of population of BA and ABC respectively, where N1=N2 = N/2.  If t ∩ R ≠ φ, k 
agents with the top k fitness in N1 will be copied to N2 to replace the same number 
of agents with the worst fitness, where t denotes the current iteration count, R1 
and k are the  predefined constants. The diagram of the hybrid BA-ABC with 
communication strategy is shown in figure 1. 

1R 2R

1R 2R

 

Fig. 1. The diagram of hybrid BA-ABC with a communication strategy 

1. Initialization: Generate populations for both BA and ABC. Each population is 
initialized by ABC or by BA independently. Defined the iteration set R for executing 
the communication strategy. The N1,N2 bats and artificial agents  and   for 

populations of BA and ABC respectively, i = 0, 1, …, N1- 1, j = 0, 1, and t is current 
iteration number. Set t = 1. 
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2. Evaluation: Evaluate the value of f1( ),  f2( ) for both BA and ABC in each 

population. The evolvement of the populations is executed independently by both BA 
and ABC optimization. 

3. Update: Update the velocity and the positions of Bat using Eqs. (1), (2) and (3). 
Update the best Food Source Found So Far: Memorize the best fitness value and the 
position, which are found by the bees using Eqs. (7),(8) (9).   

4. Communication Strategy: Migrate the best bats among all the individual of BA’s 
population, copy k individuals with the top k fitness in N1 replace the poorer agents 
in N2 of ABC’s population and update for each populations in every R1 iterations. 
Conversely, migrate the best artificial agents among all the individual of ABC’s popu-
lation, copy k agents with the top k fitness in N2 replace the poorer bats in N1 and 
update for each population every R1 iterations. 

5. Termination: Repeat step 2 to step 5 until the predefined value of the function is 
achieved or the maximum number of iterations has been reached. Record the best 
value of the function f(St) and the best bat position among all the bats St. Record the 
best value of the function f(Xt) and the best food Source among all the agents Xt. 

4 Experimental Results 

This section presents simulation results and compares the hybrid BA-ABC with the 
original BA, and original ABC, both in terms of solution quality, convergence capa-
bility, and the execution time in the number of function evaluations taken. Four 
benchmark functions are used to test the accuracy and the convergence of hybrid BA-
ABC. All the benchmark functions for the experiments are averaged over different 
random seeds with10 runs.  

Let S ={s1, s2 ,..., sn}, X ={x1, x2 ,..., xn} be the m-dimensional real-value vectors for 
BA and ABC respectively. The benchmark functions are Griewank, Rastrigin, Rosen-
brock and Spherical and listed in equation (10) to equation (13). The goal of the opti-
mization is to minimize the outcome for all benchmarks.  The population size of  
Hybrid BA-ABC, original BA and original ABC are set to 20 for all the algorithms in 
the experiments. The detail of parameter settings of BA can be found in [19] and set-
ting of ABC can be found in [21]. 

 ( ) = 1 ∑ ∏ √            (10) 

 ( ) = ∑ 10 − 10 2             (11) 

        ( ) = ∑ (100( − ) (1 − )                 (12)                                                      ( ) = ∑                      (13) 

The initial range and the total iteration number for all test functions are listed in  
Table 1. 
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Table 1. The initial range and the total iteration of test standard functions 

Function  
Initial range Total 

iteration [xmin, xmax] ( ) [-100,    100] 400 ( ) [5.12, 5.12] 400 ( ) [-30,30] 400 ( ) [-100, 100] 400 

The optimization for all of these test functions is to minimize the outcome.  The 
parameters setting for hybrid BA-ABC with original BA side are the initial loudness  = 0.25, pulse rate  = 0.5  the total population size N1 = 10 and the dimension 
of the solution space M = 10, frequency minimum fmin = the lowest of initial range 
function and frequency minimum fmax = the highest of initial range function, and with 
original ABC side are the initial ‘limit’=10 of food source the total population size N2 
= 10 and the dimension of the solution space M = 10:.  Each benchmark function 
contains the full iterations of 400 is repeated by different random seeds with 10 runs. 
The final result is obtained by taking the average of the outcomes from all runs. The 
results are compared with the original BA and original ABC respectively.  

Table 2 compares the quality of performance and time running for numerical prob-
lem optimization between Hybrid BC-ABC and original Bat algorithm. It is clearly 
seen that, almost these cases of testing benchmark functions for Hybrid BA-ABC are 
better than original BA in terms of convergence. It is special case with test function  ( ), the Spherical has the mean of value function minimum of total 10 seed runs is 
3.18E+07 for Hybrid BA-ABC’s performance evaluation, but, for original BA is 
2.63E+08, reaches at 78% improvement of convergence. However, all benchmark 
functions for average time consuming of Hybrid BA-ABC are double time taken in 
comparison in original BA, for the reasons, the Hybrid algorithm must perform muta-
tion and update operations.  

Table 2. The comparison between original BA and hybrid BA-ABC in terms of quality 
performance evaluation and speed 

Function 
 

Performance evaluation Time running evaluation (seconds) 
Original BA Hybrid BA-ABC Original BA Hybrid BA-ABC ( ) 31.3202 31.0783 0.1657 0.473 ( ) 4.60E+02 1.39E+03 0.225 0.4318 ( ) 7.46E-01 3.83E-01 0.1773 0.3897 ( ) 2.63E+08 3.18E+07 0.1639 0.3491 

Average 
value 

2.63E+08 3.18E+07 0.7319 1.6436 
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Figures from 2 to 3 show the experimental results of four benchmark functions in 
running 10 seeds output with the same iteration of 400 in comparison win original 
BA. 
 
 

 

Fig. 2. The mean of function minimum curves in comparing Hybrid BA-ABC and original BA 
algorithms for function of Griewangk and Rastrigin 

 

 

Fig. 3. The mean of function minimum curves in comparing Hybrid BA-ABC and original BA 
algorithms for function of Rosenbrock and Spherical 

Table 3 compares the quality of performance and time running for numerical prob-
lem optimization between Hybrid ABC-BA and original ABC. It is clearly seen that, 
almost these cases of testing benchmark functions for Hybrid ABC-BA are more con-
vergence than original ABC. Average value of all benchmark functions for Hybrid 
ABC- BA is 8.02E+06 in performance evaluation, but this figure is 9.93E+06 for 
original ABC, reaches at 11% improvement of convergence. However, average times 
consuming of all benchmark functions for Hybrid ABC-BA are longer taken than that 
for original ABC. For this result, the reason is the Hybrid algorithm must perform 
mutation and update operations.  
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Table 3. The comparison between hybrid ABC-BA and origianl ABC in terms of quality 
performance evaluation and speed 

Function 
 

Performance evaluation Time running evaluation (seconds) 
Original ABC Hybrid ABC-BA Original ABC Hybrid ABC-BA ( ) 0.2134 0.078 0.3281 0.4503 ( ) 2.55E+02 2.04E+02 0.2249 0.4218 ( ) 9.93E+06 8.02E+06 0.2333 0.3997 ( ) 8.49E+02 5.94E+02 0.1759 0.3591 

Average 
value 9.93E+06 8.02E+06 0.9622 1.6309 

Figures from 4 to 5 show the experimental results of four benchmark functions in 
running 10 seeds output with the same iteration of 400 in comparison win original 
ABC. 

 

  

Fig. 4. The mean of function minimum curves in comparing Hybrid ABC-BA and original 
ABC algorithms for function of Griewangk and Rastrigin 

 

 

Fig. 5. The mean of function minimum curves in comparing Hybrid ABC-BA and original 
ABC algorithms for function of Rosenbrock and Spherival 
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5 Conclusion 

This paper, a novel proposed optimization algorithm is presented, namely Hybrid BA-
ABC (hybrid Bat algorithm with Artificial Bee Colony). The implementation of hybr-
id for optimization algorithms could have important significance for taking advantage 
of the power of each algorithm and achieving cooperation of optimization algorithms. 
In new proposed algorithm, the several worse individual of Bats in BA are replaced 
with the better artificial agents in ABC algorithm after running every Ri iterations, 
and on the contrary, the poorer agents of ABC are replacing with the better individual 
of BA. The proposed communication strategy provides the information flow for the 
bats to communicate in Bat algorithm with the agents in ABC algorithm. The perfor-
mance of Hybrid BA-ABC algorithm is better than both original BA and ABC in 
terms of convergence and accuracy. The results of proposed algorithm on a set of 
various test problems show that Hybrid BA-ABC increases the convergence and accu-
racy more than original BA is up to 78% and original ABC is at 11% on finding the 
near best solution improvement.  
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Abstract. Addressing to the computational requirements of the hardware devic-
es with limited resources such as memory size or low price is critical issues. 
This paper, a novel algorithm, namely compact Bat Algorithm (cBA), for solv-
ing the numerical optimization problems is proposed based on the framework of 
the original Bat algorithm (oBA).  A probabilistic representation random of the 
Bat’s behavior is inspired to employ for this proposed algorithm, in which the 
replaced population with the probability vector updated based on single compe-
tition. These lead to the entire algorithm functioning applying a modest memory 
usage. The simulations compare both algorithms in terms of solution quality, 
speed and saving memory. The results show that cBA can solve the optimiza-
tion despite a modest memory usage as good performance as oBA displays with 
its complex population-based algorithm. It is used the same as what is needed 
for storing space with six solutions. 

Keywords: Bat algorithm, compact Bat algorithm, Optimizations, Swarm intel-
ligence. 

1 Introduction 

Computational intelligence algorithms have also been successfully used to solve op-
timization problems in the engineering, the financial, and the management fields for 
recently years. For example, genetic algorithms (GA) have been successfully various 
applications including engineering, the financial, the security [1-3], particle swarm 
optimization (PSO) techniques have successfully been used to construct the portfolios 
of stock, human perception [3-5], ant colony optimization (ACO) techniques have 
successfully been used to solve the  routing problem of networks, the secure water-
marking [6, 7], artificial bee colony (ABC) techniques have successfully been used to 
solve the lot-streaming flow shop scheduling problem [8], cat swarm optimization 
(CSO) [9] techniques have successfully been used to discover proper positions for 
information hiding [10]. Some applications require the solution of a complex optimi-
zation problem event though in limited hardware conditions. These conditions are to 
use a computational device due to cost and space limitations. For example, wireless 
sensor networks (WSN) are networks of small, battery-powered, memory-constraint 
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devices named sensor nodes, which have capability of wireless communication over a 
restricted area [11].  Due to memory and power constraints, they need to be well 
arranged to build a fully functional network. The other applications require a very fast 
solution of the optimization problem due to the communication time between a con-
trol/actuator devices and an external computer, real-time necessities within the con-
trol/actuator devices. For instance, in telecommunications[12] or in industrial plants 
for energy production[13]. Special applications require fault-tolerance in a high 
priority and/or to avoid rebooting of the device. For example, in the space shuttle 
control [14], or in communication underwater [15]. The mentioned problem is not 
enough memory of computational devices to store a population composed of numer-
ous candidate solutions of those computational intelligence algorithms.  

Compact algorithms are a promise answer for this problem. An efficient compro-
mise is used in compact algorithms to present some advantages of population-based 
algorithms but the memory is not required for storing an actual population of solu-
tions. Compact algorithms simulate the behavior of population-based algorithms by 
employing, instead of a population of solutions, its probabilistic representation. In this 
way, a much smaller number of parameters must be stored in the memory. Thus, a run 
of these algorithms requires much less capacious memory devices compared to their 
correspondent population-based structures. 

The very  first implementation of compact algorithms has been the compact Genet-
ic Algorithm (cGA) [16]. The cGA simulates the behavior of a standard binary en-
coded Genetic Algorithm (GA). It can be seen that cGA has a performance almost as 
good as that of GA and that cGA requires a much less capacious memory. The com-
pact Differential Evolution (cDE) algorithm has been introduced in [17]. The success 
of cDE implementation is the combination of two factors. The first is that a DE scheme 
seems to benefit from the introduction of a certain degree of randomization due to the 
probabilistic model. The second is that the one-to-one spawning survivor selection 
typical of DE (the offspring replaces the parent) can be naturally encoded into a com-
pact logic. The compact Particle Swarm Optimization (cPSO) has been defined in [18]. 
The implementation of cPSO algorithm benefits from the same natural encoding of the 
selection scheme employed by DE and another ‘‘ingredient’’ of compact optimization, 
i.e. a special treatment for the best solution ever detected and reinterpreted as an evolu-
tionary algorithms in order to propose a compact encoding of PSO.  

In this paper, the behavior and the characteristic of the Bat are reviewed to improve 
the Bat algorithms [19, 20] and to present the compact Bat Algorithm (cBA) based on 
the framework of the original BA (oBA). According to the experimental results, our 
proposed cBA presents same result in finding original Bat algorithm.  

The rest of this paper is organized as follows: a briefly  review of BA is given in 
session 2; our analysis and designs for the cBA is presented in session 3; a series of 
experimental results and the compare between oBA and cBA are discussed  in ses-
sion 4;  finally, the conclusion is summarized in session 5.  

2 Related Works 

A random walk is a mathematical formalization of a path that consists of a succession 
of random steps. This work is primarily inspired by the random walk model in [21, 
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22]. This model focused on building block for representing individual in warms. 
Compact algorithms is represented the population as probability distribution based on 
random steps over the set of solutions. By discretizing its probability representation, 
the proposed algorithm reduces the oBA’s memory requirements. A set of frequencies 
of Bats is a building block as a whole given high contribution to the fitness of an in-
dividual. There are no interactions among building blocks, so they could be solved 
independently. The behavior of building blocks for solving to optimality could be 
simulated by the dynamics of the random walk model[22].   

In 2010, Xin-SheYang proposed a new optimization algorithm,  namely, Bat  
Algorithm or original Bat Algorithm (oBA), based on swarm intelligence  and the 
inspiration form observing the bats [19] . oBA simulates parts of the echolocation 
characteristics of the micro-bat in the simplicity way. Three major characteristics of 
the micro-bat are employed to construct the basic structure of BA. All bats utilize the 
echolocation to detect their prey, but not all species of the bat do the same thing. 
However, the micro-bat, one of species of the bat is a famous example of extensively 
using the echolocation.  Hence, the first characteristic is the echolocation behavior. 
The second characteristic is the frequency that   the micro-bat sends a fixed fre-
quency fmin with a variable wavelength λ and the loudness A0 to search for prey. 

1. Bats fly randomly with velocity vi at position xi. They can adjust the wavelength 
(or frequency) of their emitted pulses and adjust the rate of pulse emission r ∈ [0, 
1], depending on the proximity of their target; 

2. There are many ways to adjust the loudness.  For simplicity, the loudness is 
assumed to be varied from a positive large A0 to a minimum constant value, 
which is denoted by Amin.  

In Yang’s method, the movement of the virtual bat is simulated by equation (1) – 
equation (3): 
 

 = ( − )           (1) 

    = ( − )    (2) 

 = v      (3) 

where f is the frequency used by the bat seeking for its prey, fmin and fmax,  represent  
the minimum  and maximum value, respectively.  xi denotes the location of the ith bat 
in the solution space, vi represents the velocity of the bat, t indicates the current itera-
tion, β is a random vector, which is drawn from a uniform distribution, and β ∈[0, 
1], and xbest  indicates the global near best solution found so far over the whole pop-
ulation. In addition, the rate of the pulse emission from the bat is also taken to be one 
of the roles in the process. The micro-bat emits the echo and adjusts the wavelength 
depending on the proximity of their target. The pulse emission rate is denoted by the 
symbol ri, and ri   ∈[0, 1], where the suffix i indicates the ith bat. In every iteration, 
a random number is generated and is compared with ri. If the random number is  
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greater than ri, a local search strategy, namely, random walk, is detonated. A new 
solution for the bat is generated by equation (4):  

 =  (4) 

where ε is a random number and  ε∈[-1, 1], and at represents the average loudness of 
all bats at the current time step. After updating the positions of the bats, the loudness 
Ai and the pulse emission rate ri are also updated only when the global near best solu-
tion is updated and the random generated number is smaller than Ai. The update of Ai 
and ri are operated by equation (5) and equation (6): 

 =        (5) 

  = 1 −  (6) 

where α and γ are constants. In Yang’s experiments, α = γ = 0.9 is used for the sim-
plicity. The process of oBA is depicted as follows: 

Step 1. Initialize the bat population, the pulse rates, the loudness, and define the pulse 
frequency 
Step 2. Update the velocities to update the location of the bats, and decide whether 
detonate the random walk process. 
Step 3. Rank the bats according to their fitness value, find the current near best solu-
tion found so far, and then update the loudness and the emission rate. 
Step 4. Check the termination condition to decide whether go back to step 2 or end the 
process and output the result. 

3 Compact Bat Algorithm 

As mentioned above that compact algorithms process an actual population of solution 
as a virtual population. This virtual population is encoded within a data structure, 
namely Perturbation Vector (PV) as probabilistic model of a population of solutions. 
The distribution of the individual in the hypothetical swarms must be described by a 
probability density function (PDF) [23] defined on the normalized interval is from -1 
to +1.  The distribution of the each Bat of swarms could be assumed as Gaussian 
PDF with mean μ and standard deviation σ [16]. A minimization problem is  
considered in an m-dimensional hyper-rectangle in Normalization of two truncated 
Gaussian curves (m is the number of parameters).  Without loss of generality, the 
parameters assume to be normalized so that each search interval is [-1,+1] . Therefore 
PV is a vector of m×2 matrix specifying the two parameters of the PDF of each design 
variable being defined as: 

    =  ,  (7) 

where μ  and σ are mean and standard deviation values a Gaussian (PDF) truncated 
within the interval [-1, +1], respectively. The amplitude of the PDF is normalized in 
order to keep its area equal to 1. The apex t is time steps. The initialization of the 
virtual population is generated for each design variable i, = 0 and = k where k is 
set as a large positive constant (e.g.  k = 10). The PDF height normalization is ob-
tained approximately sufficient in well the uniform distribution with a wide shape. 
The generating for a candidate solution  is produced from ( , ). The value of 
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mean μ and standard deviation  in PV are associated equation of a truncated Gaus-
sian PDF is described as following: 

                              ( ) = ( )
( √ √ )                (8) 

The PDF in formula (8) is then used to compute the corresponding Cumulative 
Distribution Function (CDF). The CDF is constructed by means of Chebyshev poly-
nomials by following the procedure described in [24], the codomain of CDF is ar-
range from 0 to 1. The distribution function or cumulative distribution function (CDF) 
describes the probability that a real-valued random variable X with a given probabili-
ty distribution will be found at a value less than or equal to  CDFs are also used to 
specify the distribution of multivariate random variables. 

 =  (9) 

The sampling of the design variable  from PV is performed by generating a 
random number rand (0, 1) from a uniform distribution and then computing the in-
verse function of CDF in rand (0, 1). The newly calculated value is . 

 x =inverse(CDF)      (10) 

When the comparison between two design variables for individuals of the swarm 
(or better two individuals sampled from PV) is performed the winner solution biases 
the PV. Let us indicate with winner the vector that scores a better fitness value and 
with loser the individual losing the (fitness based) comparison. Regarding the mean 
values l, the update rule for each of its elements is , = , . 

 = ( − )              (11) 

where Np is virtual population size.  Regarding  values, the update 
rule of each element is given by:               = ( ) ( ) − ( ) ( − )  (12)                , = ( , )                         (13) 

The construction of formulas (11)  and (12)  are  persistent and non-persistent 
structures with tested results given in [25]. Similar to the binary cGA case, it was 
impossible to assess whether one or another elitist strategy was preferable. As re-
ported in [17], it is fundamental to remember that the virtual population size Np is 
parameter typical of compact algorithms and does not  strictly correspond to  the 
population size in a population-based algorithm. The virtual population size, in real-
valued compact optimization, is a parameter which biases the convergence speed of  
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the algorithm. In [25] has been mentioned that, for a given problem (with its dimen-
sionality), this parameter should be set  several times bigger than the population size  
of a corresponding population-based algorithm. In elitist compact schemes, at each 
moment of the optimization process, the solution displaying the best performance is 
retained in a separate memory slot. If a new candidate solution is computed, the 
fitness based comparison between it and the elite is carried out.  If elite is a winner 
solution, it biases the PV as shown in formulas (11) and (12). 

1) Initialization probability vector (PV(µ, δ)) 
for i=1:n do µ  =0; δ =k= 10; 

2) Initialization parameters: pulse rate ri , the loudness Ai ,  = random, and  = 0; 
Generate global best solution x  from PV; Define pulse frequency fmin, fmax as 
search range; 

3) Evaluate new solutions 
while termination is not satisfied do 
xt = generateFrom(PV) 
Update velocities and locations 
Use equations (1),(2), and (3)  
if (β > ri) 
Select a solution among the best solution,  
Generate a local solution around selected best solution  
endif 
 [winner, loser]=compete( , ) 

4) Update PV 
Use equations (11), and (12) 

5) Global best update x  =winner; µ = µ       
6) Accept new solutions,  

 Fnew =fitness(x); 
      Rank the bats and find the current best 
      Update if the solution improves, or not too loud 

   if (Fnew<=fmin) & (β <A)  
    best=xt;     fmin=Fnew; 
   endif 

    endwhile 

Fig. 1. The pseudo code of compact Bat algorithm 

The fitness value of the position xt+1 is calculated and compared with xbest  to de-
termine a winner and a loser. Equation (11) and equation (12) are then applied to 
update the probability vector PV. If f(xt+1) <= f(min) and β <A, the value of the global 
best is then updated: fmin=Fnew and the process is repeated over  for  the subsequent 
steps. Current values for xt+1 and vt+1 are retained for subsequent algorithm steps. 
Figure 1 shows the pseudo code of algorithm working principles of cBA. 
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4 Experimental Results 

This section presents simulation results and compares the cBA with the oBA, both in 
terms of solution quality and in the number of function evaluations taken. To evaluate 
the accuracy and the computational speed of the proposed cBA, four benchmark  
functions are chosen to use in the experiments. All experiments are averaged over 
different random seeds with 25 runs. All benchmark functions are listed in equation 
(14) - equation (19).                                        ( ) = ∑ (100( − ) (1 − )           (14) 

        ( ) = ∑ (∑ )    (15)                                           ( ) = 1 ∑ ∏ √  (16)                                         ( ) = ∑ 10 − 10 2  ]      (17) 

The initial range and the total iteration number for all test functions  
are listed in Table 1. 

Table 1. The initial range and the total iteration of test standard functions 

Function  
Initial range Total 

iteration [xmin, xmax] ( ) [-100,100] 5000 ( ) [-100,100] 5000 ( ) [-100,100] 5000 ( ) [-5.12,5.12] 5000 

The optimization goal for all of these test functions is to minimize the outcome.  
The parameters setting for both cBA and oBA: are the initial loudness =0.25 (range 0.1 to 0.9), pulse rate  = 0.5 (range 0.5 to 0.9) the total population 
size n = 20 and the dimension of the solution space M = 30, frequency minimum fmin 
= the lowest of initial range function and frequency minimum fmax = the highest of 
initial range function.  Each function contains the full iterations of 5000 is repeated 
by different random seeds with 25 runs. The final results are obtained by taking the 
average of the outcomes from all runs. The results are compared with the original BA 
(oBC).  

4.1 Comparison Optimizing Performance Algorithms 

Table 2 compares the quality of performance and time running for numerical problem 
optimization between cBA and oBA. It is clearly seen that, almost cases of bench-
mark functions for optimizing in compact Bat algorithm are faster convergence.  
It is special case with test function ( ) quadric has the mean of value function 
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minimum of total 25 runs is 44865 with average time running equal 3.1764 seconds 
for oBA evaluation. However, for cBA this value of function minimum of total 25 
runs is 36321 with time running equal 0.9936 seconds in same executing computer. 
The mean of four test functions evaluation of minimum function 25 runs is 9.40E+08 
with average time consuming 7.0093 for oBA  but,  8.87E+08 with average time 
consuming 3.5843 for cBA respectively. It improved the accuracy and the conver-
gence is up to 4%. 

Table 2. The comparison between oBA and cBA in terms of quality performance evaluation 
and speed 

Function 
Performance evaluation Time running evaluation 

oBA cBA oBA cBA ( ) 9.4E+08 8.87E+08 1.2659 1.0141 ( ) 44865 36321 3.1764 0.9936 ( ) 6.5331 6.1153 1.3823 0.8845 ( ) 209.356 256.2685 1.1847 0.6921 
Average value 9.40E+08 8.87E+08 7.0093 3.5843 

Figure 2 shows the average of function minimum of four test functions in 25 runs 
output in the same iteration of 5000. It can be clearly seen that the curves of compact 
BA (red and star lines) are faster in convergence. 

 

Fig. 2. The mean of function minimum curves in comparing cBA and oBA algorithms  
for four benchmark functions 
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4.2 Comparison Saving-Memory and Time-Complexity Algorithms 

Table 3 compares the saving-memory computations of two algorithms cBA and oBA. 
It can be clearly seen that the number memory variables of cBA is smaller than that of 
oBA in the same condition of computation such as iterations.  The real number of 
population or population size of oBA is N, but that size for cBA is only one. Even 
though, the number equations used for optimizing computation in cBA is six such as 
equations (1), (2), (3), (12), (13) and (14), and the number equations used for optimiz-
ing computation in oBA is only three of them such as equations (1), (2), and (3), the 
computing complexity of cBA is 6×T×iteration and it for oBA is 3×T×N×iteration. 
Thus, the rate of saving-memory equals the computing complexity of cBA per the 
computing complexity of oBA as given: rate = 2/N. 

Table 3. The saving-memory comparison between cBA and oBA 

Algo-
rithms

Population 
size 

#Memory 
variable 

# Equ-ations Computing 
complexity 

oBA N 3×N (1),(2),(3) 
3×T×N 

×iteration 

cBA 1 6 
(1),(2),(3),(12), 

(13),(14) 
6×T 

×iteration 

The considered computational times, for both the algorithms cBA and oBA, have 
been calculated by means of a PC Intel Core 2 Duo 2.4 GHz with 4 GB RAM em-
ploying in Windows7-OS, with Matlab (R2011b), version 7.13.0.564 32bits. Figure 4 
illustrates the comparison of executing time between cBA and oBA in 25 seed runs 
with iteration 5000 for four benchmark functions. It is clearly seen that the most cases 
of test functions time executing in the proposed cBA (red colored bar) are smaller 
than that executing in oBA (blue colored bar). The bar of test function number 2 is 
longest distance different oBA and cBA more than double time executed. 

 

Fig. 3. Comparison two algorithms in term of time running for 6 chosen benchmark functions 
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For the computational times, several dimensionality levels such as 5, 10, 20, 30, 
and 40 dimensions should be tested in standard test functions. Figure 4 compares two 
algorithms in term of different dimensions for test functions. The most of cases test 
functions for convergence of cBA is smaller than that for oBA.   

 

 

Fig. 4. Comparison two algorithms in term of different dimension for test functions 
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problems show that cBA seems to be a valid alternative for optimization problems 
plagued by a limited memory. Experimental results on this real-world application also 
show the applicability of the proposed approach and highlight the good cBA perfor-
mance within the category of memory-saving algorithms. 
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Abstract. To a good number of medium and small enterprises, it is a serious 
problem how to decline production cost and improve the response to the market 
by normative management and sharing the information. As an advanced 
management method and an IT tool, ERP can solve all these problems well. 
And how to combine ERP with other advanced management methods (such as 
SCM) and make ERP fit to the mid-small enterprises becomes a hot question 
recently. Purchase stands on the upstream of SC and takes a strategic effect on 
cost and quality control. Advanced and efficient purchase management not only 
can supply continuous material to keep enterprise run perfectly but also can 
make enterprise more competitive in controlling the whole SC. MRP algorithm 
designed in this paper can be a good application of procurement management in 
the ERP system, and achieved good economic. 

Keywords: MRP, SCM, DWT, production, Algorithm.  

1 Introduction 

Human society has entered the information age, with social and economic development 
and scientific and technological progress, especially the rapid development of 
information technology, information resources and their management have become an 
increasing concern all sectors of society in general, human and efficient acquisition, 
processing, transmission and the ability to greatly enhance the use of information, 
making information and knowledge in human life and economic activities more and 
more prominent role. Information resources is a very important strategic resources, 
effective use of information resources to promote social and economic development has 
become an important part. For the vast majority of enterprises in China, give them the 
information age has brought unprecedented opportunities for development, so that they 
face new challenges. In the market economy, increasing competition among enterprises, 
the traditional way by hand more and more management business model can not meet the 
needs of enterprise survival and development, can not adapt to fast-paced changes in the 
information age, it can not meet the market rapid response to changing requirements. In 
this case, only the full use of information technology enterprises, the use of modern 
management methods to improve the overall quality of employees, the use of modern 
means of purchase, sales, inventory and other operations management, advanced 
information technology and advanced management science integration in order to truly 
improve the operational efficiency of enterprises to maximize existing equipment, 
resources, people, technology, role in promoting the development of enterprises, enhance 
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their competitiveness and create more economic benefits, which is to vigorously promote 
enterprise information. Enterprise information is the use of information and information 
technology to improve production and efficiency of management decision-making 
process, thereby enhancing competitiveness and economic efficiency, and promote 
information technology is to strengthen the popularization and application of information 
technology to promote the development and use of information resources. Advance 
information of all the content and process are to develop information resources as a 
starting point on, he use of information resources for the ultimate home. Enterprise 
information resources are very rich, such as market information products and design 
information, equipment, materials, technology and equipment and various types of fixed 
information appliances, quality information, stock information, capital and financial 
information, sales information, supplier and customer information, statistical information 
and decision-making information. Production and operation management of the process 
is essentially a variety of information processing and delivery of data generation and use 
of the process, the product is the ultimate physical embodiment [1]. 

2 The Main Principles of ERP Modules 

2.1 MPS Works 

Manufacturing production plans (Production Plans), a factory manufacturing activities 
guiding framework, it focuses on the required business plan and production facilities. 
The scheduled time is usually longer (2-5 years), the number and types of products in 
the enterprise too much, mostly by product category rather than individual products 
according to plan, plan to work properly simplified. When used in production planning 
cell (Time Bucket) is often the month. 

Production and marketing schedule (Master Production Scheduling, referred to as 
MPS), also known as master production scheduling, detailed production plan is  
the expression usually used by the MPS for the week or day when the grid, covering 
the time is often three to twelve months to individual products for the object, that is, 
the products specified in MPS must be specific, individual BOM described [2]. In 
principle, it is the content of the production plan to do further subdivided and received. 

2.2 BOM Functionality 

Using computer-aided production management, first get the computer to read out the 
composition of products manufactured by enterprises and all the materials to be 
involved, in order to facilitate computer recognition, must be expressed with the icon 
into the product structure of a data format, such the data format to describe the product 
structure of the document is a list of materials, that is, BOM (Bill-Of-Material). It is the 
technical definition of product structure file, so it is called the product structure and 
product structure tree table. In some industries, may be called the "recipe", "elements 
of the table" or other name [3]. 

In the MRP Ⅱ and ERP systems, the material has a broad meaning of the word, it 
is all products, semi-finished products, work in process, raw materials, parts, 
collaboration parts, consumables, etc. and production of related materials collectively. 
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In the usual MRP Ⅱ and ERP systems is the BOM components and sub-components 
by the parents formed tree. BOM can be decomposed in the form of top-down or 
bottom-up track to the form of information. 

In the ERP system, MRP Ⅱ  and BOM is a relationship between the data 
organization, hierarchical relationship between the use of these data can be used as the 
basis for many features modular design, some form of these data is a summary of all of 
us are familiar with the report. 

BOM is the MRP Ⅱ / ERP information system is the most important basic data, 
reasonable or not their organizational format is designed to directly affect the system's 
processing performance, therefore, according to the actual use of the environment, 
flexible and reasonable and effective BOM design is very important. 

BOM MRP Ⅱ system is not only important input data and cost accounting of the 
financial sector, manufacturing and production in an important basis, therefore, BOM's 
impact was greatest, it also had the highest accuracy requirements. Proper use and 
maintenance of BOM management system is very important work during the 
operation. 

2.3 MRP Decomposition 

Manufacturing operations in a large number of materials used in the demand is certain 
to produce material goods containing these materials determined. In fact these 
materials, not to sustain a uniform rate is used, and they are composed of material 
goods is not required prior to production.  

MRP system in Fig 1 is a schematic diagram [4]: 

Forecast Order 

Master 

MaterialssInventory BOM

NetProduction Procurement Outsourcing

Order Order Order
 

Fig. 1. MRP Principle chart 
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3 Algorithm Design 

3.1 MRP Algorithm Flowchart 

Gross Requirements 

 
Start 

Initialization 

Net demand 

Decomposition? 

Y 

N 

End 

Update database 

n+1--n 

 

Fig. 2. Long-lost manufacturing MRP in the mode calculation flow chart 

3.2 Algorithm Steps 

Remove the master production schedule based on the final demand for the product 
number. 

First of all levels of the table followed by BOM calculated the net demand for each 
component, the net demand in the process of seeking attention compared to the lower 
parts of the code is equal to the current level of N. If the code is not equal to the 
current level of level N, the time being, does not deal with the material requirements, 
and then continue down the decomposition. 
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Find the components of net requirements make the appropriate data into the 
temporary table to the database and find the corresponding gross demand. 

Update the database. 
BOM table to determine whether the complete decomposition of all levels, if not 

complete, repeat steps 2-4. 

4 Conclusion 

Certain enterprise resource planning (ERP) has begun the next chapter; the title is 
"ERP II". Companies are beginning to own from a focus on optimization of the 
internal functions of the vertical integration organization, into a more flexible core 
competency-based entities, to enable enterprises in the supply chain and value 
network to find the best Ding Wei. The main features of this positioning in the B2B 
and B2C e-only transactions, but also participate in collaborative commerce (c-
commerce) process. MRP algorithm written in this article, it is consistent with the 
development trend of ERP and achieved good results. 
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Abstract. This study uses wireless sensor and mobile APP technologies to plan 
and build an agriculture security system to prevent farmers’ losses. This security 
system consists of a variety of different sensor functions. The data collected will 
be analyzed and judged through the Arduino microprocessor and the information 
is sent to the control end by the ZigBee wireless transmission module. The 
control end will activate all buzzers and the searchlight if an invasion has been 
confirmed. Also, the installation of the CCD camera will activate when 
suspicious activity occurs and will thus take clear and definite photos as evidence 
and send an email to notify the user. Using the mobile APP program developed 
by ourselves, when the smart phone APP detects new photos being stored in the 
cloud database, it sends an alert message to the user to remind him/her to check 
the new photo. 

Keywords: wireless sensor, mobile APP, microprocessors, ZigBee wireless 
transmission module, smart phone. 

1 Introduction 

In recent years, the weather globally has been going through drastic changes. As a 
result, food supply shortage is also becoming more apparent. In addition, hardworking 
farmers often suffer heavy losses as their crops are often stolen by thieves. Police 
reports that in recent years, agriculture related thefts are rising so there is a high demand 
for agricultural security systems. This can create a large market. 

Wireless sensor network techniques (WSN)[1,2,3] are becoming popular and a 
variety of different sensors are developed, such as temperature/humidity, pressure, 
and photo-frequency sensors, making WSN applications more extensive. ZigBee is a 
wireless network protocol defined by ZigBee Alliance[4]. It is currently the most 
common technique used. It has characteristics of low complexity, low cost, and 
energy saving. According to the Gartner report, 210 million Smartphone were sold in 
the first season in 2013. Therefore, various smart phone APP are being developed 
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continuously. To improve farmers’ life, we develop an agriculture security system to 
prevent the farmers’ losses. 

2 Introduction of Related Techniques 

2.1 Introduction of Related Sensors  

A variety of different sensors incorporated in this agricultural security system are 
introduced below. 

2.1.1   PIR Body Sensor 
Pyro-electric Infrared Detector (PIR) body sensor is shown in Fig.1. A multilayer 
coating on the sensor cover can block most of the Infrared wavelength and only let 
wavelength of Infrared temperature near 36.5 degree to pass. Therefore, this is 
suitable for human body motion detection. A detection angle in the front is around 
120 degree and the detection distance is around 6 meter. 

 

Fig. 1. PIR body sensor 

2.1.2   FSR Pressure Sensor 
Pressure sensor is a pressure sensitive resistor as shown in Fig.2. Reaction distribution 
area is 0.25*24 inch. Reaction pressure is detected by the change of the resistor value. 
The resistor value of FSR408 is greater than 1MΩ when there is no pressure and the 
ideal reaction pressure value is between 100g and 10Kg. 

 

Fig. 2. FSR pressure sensor 

2.1.3   SW-180 Vibration Sensor 
A root of metallic stick is held between two electrodes of the mini vibration sensor, as 
shown in Fig.3. When there is no vibration or inclination, the resistor of the sensor is 
stable. However, when vibration is detected, the conduct resistor value increases 
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rapidly. The signal amplitude increases in direct proportion to the amount of 
vibration, thus triggering the circuit.  

 

Fig. 3. SW-180 vibration sensor 

2.1.4   Bending Rate Detection Sensor 
Bending rate detection sensor is a simple Flex transducer as shown in Fig.4. It uses 
different of bending angle to change the resistor value. 

 

Fig. 4. Bending rate detection sensor 

2.1.5   X-band Motion Detector 
X-band motion detector, as shown in Fig.5, uses 10.525GHz of X-band frequency to 
detect the presence of absence of relative motion of an object.  It also produces 
output of high/low waveform to show the motion speed. X-band motion detector has a 
general application in security systems and automatic door opening detection. It can 
detect motions indoor, a general area, and even motion detection on the other side of a 
partition wall. 

 

Fig. 5. X-band motion detector 



80 C.–C. Fan et al. 

 

2.2 Single-Chip System Arduino Develop Board 

This study adopts the single-chip system Arduino develop board [5]. The develop 
board has wide range of function and uses low cost of Atmel Mega single-chip as 
core. This development board can supply digital I/O, analog I/O, UART, ISP, source 
code, and circuit board. 

2.3 Introduction of XBee Wireless Transmission Module 

XBee is designed by Digi International Company for network standard module and is 
manufactured by Maxstream Company. XBee passed the IEEE 802.15.4 protocol of 
2.4GHz RF wireless transmission module and it also holds all advantages of WSN, 
such as small volume of hardware, low energy consumption, high stability, and low 
cost. The transmission range of indoors and outdoors are 30 and 150 meters, 
respectively, due to the low energy consumption. 

2.4 Cloud End Database 

The Dropbox [6] is used in this study. Dropbox is a free of charge and popular cloud 
storage space. It can operate on Windows, Mac, and Linux operation system. Beside 
Dropbox, there are other clouds such as Google cloud hard disk、SkyDrive, and 
SugarSync. 

3 System Structure and System Operating 

3.1 System Structure 

Figure 6 shows the system structure of an agriculture security system builds in four parts: 
sensor, alarm, central control, and mobile device application. The main sensor is 
composed of 5 different sensor components (PIR body infrared sensor, FSR pressure 
sensor, SW-18010P vibration sensor, bending rate detector, and X-band motion detector) 
and Arduino ATMEGA328 single-chip microprocessor and XBee wireless transmission 
module. If an invasion has been confirmed by the sensor, Arduino single-chip will 
generate a control package signal and broadcast to the alert and host control end via 
XBee wireless transmission module. The alert end is composed of LED, buzzer, CCD 
camera, server, Arduino single-chip, Blue-tooth speech system, and XBee wireless 
transmission module. When XBee wireless transmission module of alert end receives the 
control signal from sensor end, the Arduino single-chip will start the relative alert device. 
Photos taken by CCD camera at alert end will be transmitted and stored into cloud 
database. The host end use XBee wireless transmission module to receive control signals 
from the sensor and display these signals on C# interface. Afterwards, these data are 
stored in host database and also into cloud database for convenient access anytime and 
from any device. If needed, the host end can transmit an E-mail to Google G-mail so the 
use can receive the real-time situation at the farm, granted that the user’s mobile device 
and G-mail are synchronized. Besides receiving E-mail, mobile devices (smart phones) 
can also use the mobile APP program that we have developed to receive notifications 
when new photos are being stored in the cloud database. This will remind the user to 
check the photos.  
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Fig. 6. The system structure of an agriculture security system 

3.2 System Operating Procedures 

The operating procedures of the agriculture security system is explained and 
illustrated below.  

3.2.1   Arrangement Procedures of the Sensor End of Agriculture Security System 

Figure 7 shows arrangement procedures of agriculture security system of sensor end. 

 

Fig. 7. Arrangement procedures of sensor end 
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3.2.2   Arrangement Procedures of Alarm End of Agriculture Security System 
Figure 8 shows arrangement procedures of agriculture security system of alarm end. 

 

Fig. 8. Arrangement procedures of alarm end 

3.2.3   Host End of Agricultural Security System  
The main function of host end is to transmit signals from sensor end at the farmland 
to the host computer through XBee wireless transmission module. These signals are 
carefully viewed and documented by means of C# of the human machine interface 
(HMI). Then they are saved at the host end Access database to allow the user to 
conveniently know the exact time each sensor has been triggered.  

4 Results from System Implementation 

Hardware practical of agriculture security system along with software design and 
program development is introduced in this section. 

4.1 Hardware Used in the Agriculture Security System 

A sketch of whole installation of agriculture security system is shown in Fig. 9.  
Fig.10 and 11 are separate parts physical hardware. 
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Fig. 9. A sketch of whole installation of agriculture security system 

 

Fig. 10. A physical hardware of sensor end    Fig. 11. A physical hardware of alarm end 

4.2 Human Machine Interface of Agriculture Security System 

When host end initiates C# interface software, XBee connects to a computer through 
the TTL connection board. Fig.12 shows the detection result after COMPORT is 
chosen and Fig. 13 shows the sensor state of access database. 
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Fig. 12. Interface of the agriculture security
system 

Fig. 13. The sensor state of access database 

4.3 Mobile Device End of Agriculture Security System 

When there’s detection of human invasion into the farmland, the central control of the 
computer will automatically send an email to notify the user. If the user’s mobile 
device and G-mail are synchronized, a notification can be received along with 
description of the message in the email, as illustrated in figure 14.  

 

Fig. 14. The contents of the E-mail transmitted from the agriculture security system 

In addition to sending via E-mail, photos taken by CCD will be sent and saved in a 
cloud database. Using the mobile APP program developed by ourselves, when the 
smart phone APP detects new photos being stored in the cloud database, it sends an 
alert message to the user to remind him/her to check the new photo, as illustrated in 
figure 15. 
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Fig. 15. Display of CCD photo on mobile device  

5 Conclusion 

This study simulates an orchard and a farmland. We have successfully built numerous 
sensors and ZigBee wireless transmission module to detect and send information to 
the central control end. If it has been verified that a thief has entered the premise, an 
alarm or a notification via APP will be sent to the user. This system has the function 
of guarding and scaring off any intruders. In addition, the system built in this study 
for sensor detection and verification can be used as a reference for other related 
studies. 
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Abstract. The rising and developing of information technologies has made 
information overflow. Even in the same topics, a lot of different aspects of 
knowledge were setup. So, the knowledge integration is one of the important 
research topics. In this paper, the diabetes drug prescriptions are used as 
examples to do the knowledge integration which according to American Diabetes 
Association (ADA), American Journal of Clinical Endocrinology Society 
(AACE), the Republic of China Diabetes Association and the British National 
Health Service Bureau (NHS). The system will integrate the four medication 
diabetes associations to establish knowledge ontologies. The system includes 
three parts. First, the ontologies pre-processing will calculate the similarity 
between the ontologies and then find out the correlation between ontologies, 
Next, the system transfers the ontologies format into Joseki, and finally the user 
through a graphical user interface to obtain information.  

Keywords: Ontology, Ontology Integration, Diabetes Drugs, OWL, SPARQL. 

1 Introduction 

The knowledge may come from different sources in a particular area such as medical, 
business and so on. Therefore, the knowledge presentation and structure will be 
different from various people. So it is important to solve communication barriers from 
knowledge integration. Then it can achieve to share the knowledge. Through 
information technology, knowledge can be presented by ontology. At present there are 
many specific areas of the ontology of knowledge are presented. The main benefits are 
to find the relationships of knowledge.  

The term of ontology is from the philosophy field which refers to “a systematic 
approach to explain the existence of things in the world” [1]. Ontology can also be used 
in different fields such as artificial intelligence, semantic web, systems engineering, 
software engineering and so on. In this paper, we use ontology as a knowledge 
expression tool. The advantage of ontologies, compared to other data structuring 
technologies, is the ability to reason upon data. By adding rules and logic it is possible 
to merge data from different sources, extract and combine data in new ways to 
produce new information. In general, the elements of ontology include class, attribute 
and instance [2,3]. Class defines the general things, such as diabetes, diabetes drugs, 
drugs testing and so on. Attribute: It describes the property of class or the relationship 
between the concepts. In addition, the relationship between the superclass and the 
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subclass is also the property. Instance is the entity of concept or class in the ontology. 
It would inherit all the properties or relation of their class. Nicola [4] proposed the 
definition of ontology can be based on different conditions to give the different 
structure and application. 

The diabetes drugs are divided into six categories: (1) biguanides, (2) sulfonylurea, 
(3) DDP4 (DPP4 inhibitor), (4) thiazolidnedione, (5) alpha-glucosidase, (6) 
meglitinide in Taiwan. Therefore, the six categories of drugs are only considered in 
this paper[5,6]. In addition, the diabetes drugs are divided into two types: oral 
hypoglycemic agent (OHA) and insulin. In this paper, only oral hypoglycemic agent 
to be considered because OHA is convenient to use. Although insulin can effectively 
control blood glucose, it must be long-term injection. In addition, patients are fear. 

Ontology integrations are divided into three kinds: (1) ontology mapping, (2) 
ontology merging, and (3) ontology alignment. Ontology Mapping is also divided into 
two parts: One-way mapping and Two-way mapping. One-way mapping refers to 
ontology A replace ontology B; Two-way mapping refers to ontology A and ontology 
B can interact with each other. OWL is proposed by W3C and it combines the Darpa 
Agent Markup Language (DAML) and OIL. The main spirit of OWL is describing the 
concept of logic[7]. OWL can be divided into three sub-languages: OWL Lite, OWL 
DL and OWL Full. In this paper, we will use OWL DL to establish diabetes 
associations and protégé to setup the ontologies of domain knowledge.  

In this paper, we will use the domain knowledge of diabetes as an example to do 
knowledge integration. The main reason of selecting the diabetes domain knowledge is 
that this disease is one of leading cause of death in the world which is ranked at the top 
five every year in Taiwan. In addition, diabetes medication knowledge is extensive and 
it hard to effectively interact and share. This paper will base on four associations 
included ADA, AACE, Diabetes Association of the Republic of China and NHS to do 
knowledge integration. We integrated the four medication diabetes associations to 
establish knowledge ontologies to recommend drugs to the doctors for better treatment 
for patients. 

2 Methodology 

Figure 1 shows the flow chart of the drugs recommendation system which divided 
into five steps:  

(1) collect data, (2) create four diabetes associations ontologies, (3) calculate 
the similarity between the diabetes associations of ontologies, (4) evaluate the 
relationship between the diabetes associations. 

Protégé is used to construct ontologies database in this paper. Protégé is an 
ontology editor developed by Standford University and the knowledge acquisition 
software. Protégé use JAVA programming language to develop ontology editor. It 
provides an interface to users for more flexible applications and access their database 
and supports RDF (Resource Description Framework). RDF is uesd to describe the 
relations between web pages and other resources. Protégé mainly has the advantages: 
easy to learn, free software, supporting a variety of ontologies, supporting multiple 
store formats, providing complete interface, and providing plug-in program 1. Protégé 
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Fig. 1. The flow chart of the drugs recommend system 

is an excellent design which allowed many plug-ins. Hence, it has become one of the 
most widely used ontology editors. In addition, the others more popular ontology 
editors are such as OntoEdit, OILED, WebODE and so on. In this paper, ontology 
composition is divided into four parts: (1) class, (2) instance, (3) property, (4) 
relationship.  

2.1 Diabetes Drugs Knowledge Integration 

Protégé is used to construct patient ontology and diabetes association ontology. And 
then we will use Jambalaya to show the various class relationships graph. This paper 
will use four diabetes association included ADA, AACE, Diabetes Association of the 
Republic of China and NHS to do knowledge integration. The system can help doctors 
to diagnose patients in the same situation can give the treatment of diabetes-related 
knowledge from different countries. It can give more accurate drugs or provide doctors 
as assistant in the diagnostic process. In this study, four diabetes associations are the 
main difference between them that they identified the range for glycated hemoglobin 
(or HbA1c) are different. In this paper, drugs administration divided into two parts: 
single drugs and combo drugs. Single drug have MET, DPP4, SU, Glinide, TZD and 
AGI; combo drugs have MET+DPP4, MET+TZD, MET+SU, MET+Glinide, 
MET+AGI, SU+DPP4, SU+TZD and TZD+DPP4.  

The AACE, ADA, Diabetes Association of the Republic of China and NHS 
ontologies are sequential represented to O1, O2, O3, and O4.  

In addition, the six categories of drugs for diabetes MET, DPP4, SU, Glinide, TZD 
and AGI are sequential defined as Xm1, Xm2, Xm3, Xm4, Xm5, and Xm6. And then we will 
define the weight of drugs as Wm1, Wm2, Wm3, Wm4, Wm5, and Wm6. Table 1 shows the 
symbol of drugs and weights. Each diabetes association of the drugs weight are sum up 
to one. For example: the sum weight of drugs in O1 are Wm1+ Wm2+ 
Wm3,+Wm4,+Wm5+Wm6 =1. 

 

 



90 R.-C. Chen et al. 

 

Table 1. The definition of drugs and weights 

Drug MET DPP4 SU Glinide TZD AGI 

Symbol Xm1 Xm2 Xm3 Xm4 Xm5 Xm6 

Weight Wm1 Wm2 Wm3 Wm4 Wm5 Wm6 

 

First, the formula (1) will be used calculate the diabetes association all parameters 
between the single drug factor values. It’s not pure single drug to give to patients if the 
patient’s condition is more serious, the patients will be given the combo drugs. Formula 
(2) calculates the diabetes association for all parameters between the combo drugs 
factor values. In this paper, we are focused on single drug and combo drugs.  

The parameters have fourteen: blood glucose, liver fat, BMI, waistline, triglycerides 
(TG), cholesterol (or HDL), hypoglycemia, gastrointestinal dysfunction, renal function 
indices, liver cirrhosis, liver function, heart failure, fracture risk, and glycated 
hemoglobin (or HbA1c). The parameter factors are defined as Y1, Y2, Y3, …, Yj. 
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wm1+wm2+wm3+…+wmi = 1 

Wmi is drug weight, Wj is parameter weight, Xmi is drug value, and Yj is parameter 
value. 
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Xmi1 and Xmi2 are two of the six categories of drugs, Wmi1 and Wmi2 are the weights 
for the two types of drugs. 

After individual diabetes association was evaluated, the system will calculate 
similarity measurement of four diabetes associations of ontology with the conditions of 
combination 11 kinds: sim(O1,O2), sim(O1,O3), sim(O1,O4), sim(O2,O3), sim(O2,O4), 
sim(O3,O4), sim(O1,O2,O3), sim(O1,O2,O4), sim(O1,O3,O4), sim(O2,O3,O4) and 
sim(O1,O2,O3,O4). Then, the system calculates the single drug similarity measurement 
of the two ontologies by the formula (3), and the formula (4) will be used to measure 
the similarity of combo drugs from two ontologies. In addition, the formula (5) will be 
used to calculate the single drug and combo drugs similarity measurement form three 
ontologies, and the formula (6) will be used to calculate the single drug and combo 
drugs similarity measurement from four ontologies. 
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sim(Oas,Obs) is selected the similarity of single drug from two ontologies. 
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sim(Oac,Obc) is selected the similarity of combo drugs from two ontologies . 
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),,,( dcba OOOOsim  is selected the similarity of single drug and combo drugs form 

four ontologies. 

2.2 Ontology Mapping Algorithm 

In this paper, we will use two algorithms to calculate the similarity of single drug and the 
combo drugs respectively. They show the results of the ontology mapping. And then they 
will recommend the availability of drugs. The ontology mapping between the single drug 
algorithm will input O1,O2,O3, and O4 parameter factors of drugs; output the single drug 
 

Input: O1,O2,O3, and O4 parameter factors of drugs  
Output: The single drug of ontology mapping results and recommendation drug Step 1: 
extract the ontologies; 

Step 2: calculate individual the single drug values for all parameter factors by the formula 
(1) and wm1+wm2+wm3+…+wmi = 1; 

Step 3: repeat Step 1 and Step 2, and calculate all the possibilities by the formula 
4
2C + 4

3C + 4
4C , it can find eleven similar combinations; 

Step 4: use formula (3) to compare the two of ontologies, formula (5) to compare the three 

of ontologies and formula (6) to compare the four of ontologies, then )(
1

=

n

j
jjmimias YwXwO  

and )(
1

=

n

j
jjmimibs YwXwO  are random selected ontologies; 

Step 5: repeat Step 4, until the completion of the eleven combinations of the calculated;  
Step 6: substitute the single drug threshold (T); 
Step 7: overtake the threshold value representation the correlation between each other and 
it’s recommended the single drug as the first choice, then it is marked as (**), otherwise, 
lower than threshold value is recommended as the second choice and it is marked as (*). If 
the drugs between the ontologies do not be used, this drug is marked as (-); 
Step 8: return the single drug of ontology mapping result and recommendation drugs. 

Fig. 2. The ontology mapping between the single drug algorithm 
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of ontology mapping results and recommendation drug. Figure 2 shows the ontology 
mapping between the single drug algorithms. The ontology mapping between the combo 
drugs algorithm will input O1,O2,O3, and O4 parameter factors of drugs; output the 
combo drugs of ontology mapping results and recommendation drug. 

It includes eight steps: (1) extract the ontologies, (2) calculate individual the single 
drug values for all parameter factors, (3) calculate all the possibilities, (4) use formula 
(3),(5),(6) to compare all ontologies combination, (5) repeat Step 4, until the 
completion of the eleven combinations of the calculated, (6) substitute the single drug 
threshold (T), (7) overtake the threshold value representation the correlation between 
each other and it’s recommended the single drug as the first choice, then it is marked 
as (**), otherwise, lower than threshold value is recommended as the second choice 
and it is marked as (*). If the drugs between the ontologies do not be used, this drug is 
marked as (-), and (8) return the single drug of ontology mapping result and 
recommendation drugs.  

3 The Experiments 

The experiments uses Intel(R) Core(TM) Duo CPU P7450 2.13GHz and 4.00 GB 
RAM. The operation system is Windows 7. Protégé was the platform for constructing 
ontology. Joseki was used to build the query service. Microsoft Visual Studio 2008 
was utilized to develop the user interface system. 

This paper will provide recommendation drugs from four diabetes association for 
doctors. They were based on fourteen different parameter factors to give the drugs in 
different circumstances. The user interface included three query parts: category query, 
drugs query and the drugs recommendation. Category query is the overall introduction 
of the system query and the users can understand the system operation; drugs query is 
the single drug and combo drugs recommendation results in any parameter factors; the 
drugs recommendation is shown 11 kinds comparison results.  

For drugs query, there are forty-three options. They are included BMI-N (Single 
Drug), BMI-N (Combo Drugs), Cirrhosis (Single Drug), Cirrhosis (Combo Drugs) and 
so on. Figure 3 shows the drugs query options. In this paper, three examples are used to 
explanation for the drugs query. First, it selected the “BMI-N (Single Drug)” to 
execute. The “BMI-N (Single Drug)” SPARQL query syntax content included three 
parts: “prefix default: <http://www.owl-ontologies.com/Ontology1305864796.owl#>” 
is defined to use the prefix, “select ?Parameters ?Drugs” representation wants to query 
the information, and “where{ {?Parameters a default:BMI} {?Parameters 
default:single_drug ?Drugs }  FILTER regex(str(?Parameters),”BMI-N”)}” 
represents to find BMI parameter, and then find the “default:single_drug” associated 
with the information between parameters and drugs. In addition, it filters BMI to find 
subclass BMI-N. Figure 4 shows the “BMI-N (Single Drug)” query result. It displays 
recommendation drugs of the four diabetes association such as the single drug of 
BMI-N can use AGI, DPP4 and MET in AACE. 
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Fig. 3. The drugs query options 

 

Fig. 4. The “BMI-N (Single Drug)” query result 

4 Conclusions and Future Works 

Due to the current in the same topics, there are many relevant domains knowledge 
which come from different countries, domain experts, systems and so on. Therefore, 
the various related domains knowledge integration is an important work. Ontology can 
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explain more clearly between the concepts in the particular domain. Hence, we use 
Protégé to construct domain ontology. In this thesis, the main purpose is to complete 
the four diabetes drugs knowledge integration and compare similarity between them. In 
addition, we implement an user interface to help doctors more easier to query diabetes 
medication knowledge. In this way, our method can help physicians to get more 
medication knowledge and improve the diagnosis occasion would be more accurate in 
the drugs administration. In the future works, we will research the triple drugs 
recommendation and integration. And then we will try to add more medication 
knowledge among diabetes associations. 
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Abstract. In recent years, with rapid development of social networking web-
sites, more and more travelers make their travel and accommodation decisions 
by referring to online comments (electronic word of mouth). It’s especially true 
for the customers who live in bed and breakfast. But, due to the limited market-
ing budget, a bed and breakfast (B&B) enterprise needs an effective and cheap 
to promote their products and services through internet marketing. Social media 
marketing could one of cheap and powerful internet advertising channels. How-
ever, most of bed and breakfast enterprises lack sufficient human resource and 
time to interact to the online users of social networking websites. Moreover, 
there are lots of social media marketing techniques, but we don’t know which 
one is crucial for a bed and breakfast enterprise. Therefore, this study aims to 
define the key factors of social media marketing, and then use decision tree to 
identify the important factors for increasing customers’ loyalty. A survey of so-
cial media marketing in Facebook will be provided to demonstrate the effec-
tiveness of our utilized methods. 

Keywords: Internet Marketing, Electronic Word of Mouth, Decision Trees, 
Feature Selection. 

1 Introduction 

With rapid development of social networking websites such as Facebook, Trip Advi-
sor, and Twitter, more and more travelers make their travel and accommodation deci-
sions by referring to online comments (electronic word of mouth) [27]. It’s especially 
true for the customers who live in bed and breakfast which has been of major travel 
trends in Taiwan according to the 2012 survey of Tourism Bureau, Taiwan. But, due 
to the limited marketing budget, a bed and breakfast (B&B) enterprise needs an effec-
tive and cheap to promote their products and services through internet marketing.  

In addition, social networking websites has become an important source of informa-
tion. Travelers will share their travel experiences to others and respond to related  
comments. This many-to-many interaction spread through the internet can be called elec-
tronic word of mouth (e-WOM) [6, 7]. This kind of trusted information has been pro-
duced by the trusting relationship between/among community members. In Taiwan, 75% 
of consumers trust the opinions of Internet users. Before making their purchase decisions, 
about 80% of consumers will refer to other comments on the Internet and as a basis for 
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future purchase reference [12, 16, 18]. Many companies also interact to consumers and 
understand their needs by social media. So, we can say that the rapidly growing populari-
ty of social networking sites has changed the traditional marketing content [24].  

According to the report of 2013 social media marketing industries [25], the most 
frequently used social media is Facebook (92%), then are Twitter(80%), Linkedln 
(70%), Blog (58%), and Youtube(56%). The current status of the use of social media 
marketing, 79% of marketing companies integrate social media into traditional mar-
keting. The benefits about social media marketing, 89% respondents said the efforts 
they made on social media can generate more exposure for businesses. 75% think 
there is a positive effect of increased customer traffic, again providing market infor-
mation (69%), the establishment of fan loyalty (65%), resulting in potential customers 
(61%), etc. However, sales are driven by long-time relationships. Among those who 
have more than three years of experience in the social media industry, only 50% said 
social media could assist them to increase sales. And the performance of social media 
marketing is proportional to the numbers of hours which weekly input by companies. 
Related researches have shown that travelers will choose a tourist destination by 
searching others’ experience via Facebook to compare features of different Bed and 
Breakfast. Thus, to interact with consumers through social media and on the field of 
tourism including B & B industry has become increasingly important [14]. 

However, limited by firm size, B & B industry generally lacks sufficient human re-
sources and time for communicating to consumers, cultivating potential customers, and 
conduct social media marketing business. Therefore, understanding the important tech-
niques of social media marketing practices and critical service quality can help B & B 
companies to make precise social media marketing decisions and obtain the voice of the 
customers. 

Consequently, this study aims to define the factors (techniques) of social media mar-
keting in B & B industry, and then utilize decision trees (DT) to recognize the crucial 
factors for building loyalty, respectively. Once we know the important factors of social 
media marketing, B & B enterprises can use their limited resource to do effective market-
ing and improve service quality. A survey of social media marketing in Facebook will be 
provided to demonstrate the effectiveness of our utilized methods. 

2 Related Works 

2.1 Internet Marketing 

Social media is to achieve the purposes of dissemination by interaction so that people 
can share information and give comments, establish circle of friends, maintain rela-
tionships, and communicating to others [11, 21, 22, 40]. Following the growth of web 
2.0 websites such as Blog, Twitter (information exchanging and sharing); Youtube 
(vedio and photo sharing); Wikipedia (knowledge sharing), this trend has continuous-
ly increases [11, 37]. Yu et al. [37] compared 4 types of media (blogs, forum, Twitter, 
conventional news) and they found social media outperforms conventional media.  

Eduardo et al. [11] found that tourists using virtual communities to exchange  
views and experiences already exist for more than 10 years. Tourists will obtain  
information, learn the experiences of others, and compare tourism-related services 
before travelling or during the trip. Tan [32] mentioned that there are three motivating 
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factors of searching travel-related information, the exchange of information, enter-
tainment, and social networking. Because travelers use the Internet to communicate 
with each other and share travel-related information, they can do detailed travel plans 
by understanding tourism destination through others shares [8, 22, 35]. Laroche et al. 
[20] developed a model to explain how social media community to strengthen the 
relationship between the brand and the customers. Boley et al. [3] compared the dif-
ference of visitors’ behaviors between the websites which did post pictures and those 
which didn’t post pictures, when they buy souvenirs. The discovered information 
allows website owners to develop strategies to stimulate the effectiveness of their 
marketing. In the work of Tomas & Elena [29], they utilized modified balance score 
card to evaluate the hotel websites. They confirmed that the hotel website can build 
long-term customer relationships through the hotel’s policy. Jacques et al. [15] uti-
lized “hotel stars” and “hotel facilities (restaurant, business center, gym, free wireless 
internet)” to predict roads, destination types and etc.  

To sum up, social media marketing must build a persuasive rhetoric, through the 
exchange of experience and quality, to influence customer loyalty and maintain long-
term customer relationship [2]. However, these available literatures didn’t focus on B 
& B industry. In addition, they cannot tell the enterprises how to use social media 
marketing and which social marketing techniques are important when they don’t have 
enough time, budget and human resource. Therefore, it is necessary to discover the 
important factors which influence consumers’ behaviors for tourism enterprises. 

2.2 Feature Selection 

You et al. [36] mentioned that there are three types of feature selection approaches. 
They are filters, wrappers, and embedded approaches. The filter based approaches are 
simple and quick. The wrappers based methods are dependent on selection functions 
in the feedback and learning of classifiers. Embedded approaches utilize machine 
learning methods to evaluate the selected feature subset. 

Considering the purpose of being easily used and computational cost, this study uses 
decision trees. Decision tree is one of most popular supervised machine learning methods 
[17]. It belongs to embedded feature selection approach. When using decision tree method 
to be feature selection tool, the nodes in the constructed tree will be considered as impor-
tant. Other features will be removed. DT is also widely applied to travel areas. For exam-
ples, Tyrvainen et al. [30] studied the traveler’s preferences and select tourist destination. 
They used DT to find the factors which influence travelers’ selection to develop overall 
planning of resorts, to enhance eco-efficiency and sustainable development. Kim & Upne-
ja [19] used decision tree (C4.5) in the restaurant which is in financial difficulties to accu-
rately predict financial distress. Duchessi & Lauria [10] also utilized the decision tree 
model (CART) to predict the internet marketing performance of ski resorts to make adver-
tising strategies, to enhance brand awareness, and to attract customers. These studies have 
shown that the decision tree method can be successfully used for feature selection. 

3 Approach 

This section describes the research methods and procedure. The study flow chart 
shown in Figure 1 can be divided into six main steps. The implementation produce 
will be illustrated by following instructions. 
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Step 1: Define the Factors of Social Media Marketing 
From the available literatures, we try to identify and define the potential social me-

dia marketing elements. Then, we modified their original definitions for B & B indus-
try. They constitute factors investigated in this work.     

Step 2: Design and Pretest the Questionnaire 
This study used a questionnaire as a measurement tool. Based on defined factors 

defined in step 1, we design the questionnaire and this questionnaire will be employed 
to survey respondents’ views regarding the importance of every factors. Before is-
suing a formal questionnaire, in order to avoid being misunderstood the meaning of 
the respondents to affect the validity of the questionnaire, a pilot questionnaire will be 
pretested. We use one by one to have interview with respondents who should have the 
experiences of living in B&B and participating in social media.  

 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The implemental procedure of employed approaches 

Step 3: Collect Data 
The completed questionnaire will be distributed to target respondents who have 

lived in B&B and the B&B enterprisers. In order to select valid samples, the internet 
and hardcopy questionnaires sent simultaneously to the respondents who lived in 
different areas such as northern, central and eastern Taiwan, and different age groups. 

Step 4: Implement Feature Selection 
In this step, we attempt to select important factors from the collected data. We use 

the data of the importance items (defined social media marketing factors) as our input 
data (attributes) and the labels “the probability of revisiting if B&B fulfills the  
important factors which respondents answered in questionnaire” as our output data. 
Then, we can construct decision trees for selecting the important factors. The detailed 
implemental process could be found as following sub-steps. 

Step 5.1 Data preparation 
Use 10-fold cross validation experiment and construct a decision tree for each fold 

of data. In other words, the collected data set will be divided into 10 equal sized sets 
and each set is then in turn used as the test set. Beside test set, we use other 9 sets as 
our training set to build decision trees. Therefore, we will have 10 trees. 

1. Define the factors of social media mar-
keting factors

2. Design and pretest the questionnaire 

3. Collect data

4. Implement decision tree

5. Draw conclusions
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Step 5.2 Determine the input and output variables     
Step 5.3 Construct decision trees following C5.0 algorithm for each fold data set 
Step 5.3.1 Create an initial rule tree 
Step 5.3.2 Prune this tree  
Step 5.3.3 Process the pruned tree to improve its understandability 
Step 5.4 Pick a tree whose performance is the best among all constructed trees 

Step 5: Draw Conclusions 
Finally, from the results of step 4, we find the important factors of social media 

marketing in B&B industry. And then we can draw conclusions based on them.  

4 Results 

Table 1 shows the 16 defined social media marketing factors. Totally there are 1200 
questionnaires have been issued. 210 examples are returned for further analysis. Among 
these collected samples, 17 examples are from B&B enterprises and others (193 exam-
ples) responded by customers. In all samples, males accounted for 45%, female 55%; 
samples were mainly aged 18 to 30 years old (51%), and then 31~40 years old (21%) and 
above 41 years old (25%); the majority (50%) samples’ monthly income is from 20,000 
to 50,000 NTD; the source of B & B information comes from shared information from 
social media (49%); the main reason (38%) of living in B&B is “unique characteristics”; 
54% respondents spent less than 3 hours to browse social networking sites. We separate 
the customers and B&B enterprises to show their background in table 2. From this table, 
we can find some major differences between customers and B&B enterprisers. For ex-
amples, B&B enterprises think “unique characteristics” is only one motivation for attract-
ing customers. But, except this motivation, customers think “pricing” is another crucial 
motivation. Besides, compared to customers, B&B enterprises obviously spent too little 
time to interact to members of social networking websites. 

Table 1. The defined social media marketing factors in B&B industry 

No. Factors Supports No. Factors Supports 

Q1 Fan page [13] Q9 
Aesthetics and 
visual quality 

[9, 39] 

Q2 Group [5, 13] Q10 
Interaction 

quality 
[34] 

Q3 Event [13] Q11 
Functional 

needs 
[2, 32] 

Q4 
Advertise-

ment 
[13, 33] Q12 

Psychological 
and hedonic 

[32] 

Q5 
Market-

place 
[13] Q13 Altruism [11, 26] 

Q6 
Beacons 
and Polls 

[4, 9] Q14 
Socialization 
and learning 

[23] 

Q7 
Applica-

tions 
[28] Q15 Relaxation [23, 38] 

Q8 
Selection of 

features 
[1, 21] Q16 Novelty [31, 38] 
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Table 2. The background of collected data 

Variable Customers B&B enterprises 

Gender 
Male 47% 24% 

Female 53% 76% 

Age 

<18 2% 6% 
18~30 53% 24% 
31~40 20% 35% 
>40 24% 35% 

Income 

<20,000 NTD 34% 24% 
20,000~50,000 NTD 50% 53% 

50,000~100,000 NTD 14% 24% 
>100,000NTD 3% 0% 

Source of B & 
B information 

Keyword advertisements 9% 18% 
Newspapers & magazines 34% 24% 

Social media 48% 53% 
Others 9% 6% 

Motivation for 
living B&B 

Pricing 35% 18% 
Unique characteristics 36% 65% 

Word of mouth 16% 12% 
Natural view and land-

scapes 
10% 6% 

Others 3% 0% 

Spent time in 
social networking 

websites 

<3hrs 51% 88% 
3~6hrs 39% 12% 
6~9hrs 7% 0% 
>9hrs 3% 0% 

Table 3. Performances of 10-fold cross validation experiment 

Fold #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 
Errors 33.3% 28.6% 52.4% 38.1% 42.9% 52.4% 33.3% 38.1% 33.3% 28.6% 

Rule 
number 

14 7 14 14 11 14 16 5 8 16 

Table 4. The extracted knowledge rules for the tree with the best performance (fold #2) 

No. Rules 

1 IF Q8 <= 1 AND Q9 > 2 AND Q15 > 2  THEN Class=HIGH  [0.750]

2 IF Q4 <= 1 AND Q8 <= 1 AND Q13 > 2 THEN Class=HIGH  [0.750]

3 IF Q8 <= 1 AND Q13 <= 2 THEN Class=HIGH  [0.508]

4 IF Q6 > 1 AND Q6 <= 2 AND Q8 > 2  THEN Class=MEDIUM  [0.857] 

5 IF Q8 > 1 AND Q8 <= 2  THEN Class= MEDIUM [0.747]

6 IF Q15 > 2  THEN Class= MEDIUM  [0.710]

7 IF Q6 > 2 AND Q8 > 2 AND Q10 <= 2 AND Q14 > 1 THEN Class=LOW  [0.889] 
Note:  
(1) The value of attributes (Q1~Q16) “1,2,3,4,5” means “very important, important, neutral, 
unimportant, not very important”.  
(2) Class = “the probability of revisiting if B&B fulfills the important factors which respon-
dents answered in questionnaire” 
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Next, we implement 10 fold cross validation experiments. Therefore, there are 10 
trees have been built. And they are listed in table 3. From this table, we can find fold 
#2 that has the best performance (the lowest error rate). Consequently, this tree has 
been picked to select features. Table 4 summarizes all extracted knowledge rules by 
this decision tree. There are seven rules and the attributes left in the nodes will be 
considered as important. We also divided the all samples into “customers” and “B&B 
enterprisers” to find the differences. In table 5, we can find 8 important factors from 
16 candidate attributes. They are “Q4(Advertisement)”, “Q6(Beacons and Polls”, 
“Q8(Selection of features)”, “Q9(Aesthetics and visual quality)”, “Q10(Interaction 
quality)”, “Q13(Altruism)”, “Q14(Socialization and learning)”, and 
“Q15(Relaxation)”. 

Table 5. Summary of selected important factors of social media marketing 

 All data Customers B&B enterprisers 

Selected impor-
tant factors 

Q4, Q6, Q8, Q9, Q10 
Q13, Q14, Q15 

Q1, Q2, Q3, Q6, Q8 
Q9, Q10, Q12, Q14 

Q15 
Q15 

Best performance 
(Over accuracy) 

71.4% 73.7% 100% 

5 Conclusions 

This study aims to define potential social media marketing factors for B & B industry. 
From the defined 16 candidate factors, we use feature selection approaches to find the 
crucial factors. Customers think “Q4(Advertisement)”, “Q6(Beacons and Polls”, 
“Q8(Selection of features)”, “Q9(Aesthetics and visual quality)”, “Q10(Interaction quali-
ty)”, “Q13(Altruism)”, “Q14(Socialization and learning)”, and “Q15(Relaxation)” are the 
key social media marketing factor for increasing customer royalty.  

In the future research directions, readers can find aother new feature selection to 
analyze sample data, and then compare the difference between consumers and B&B 
enterprisers. To discover the true consumers’ thinking about social media marketing 
can bring financial benefits. In addition, the investigation can be conducted for differ-
ent industry types and other social media. 
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Abstract. Diverse sustainable supplier selection (SSS) methodologies have 
been suggested by the practitioners in earlier, to find a solution to the SSS prob-
lem. A SSS problem fundamentally is a multi-criteria practice. It is a judgment 
of tactical significance to enterprises. The nature of this decision usually is dif-
ficult and unstructured. Optimization practices might be useful tools for these 
types of decision-making difficulties. During last few years, Differential Evolu-
tion has arisen as a dominating tool used for solving a variety of problems aris-
ing in numerous fields. In the current study, we present an approach to find a 
solution to the SSS problem using Differential Evolution in pulp and paper in-
dustry. Hence this paper presents a novel approach is to practice Differential 
Evolution to select the efficient sustainable suppliers providing the maximum 
fulfillment for the sustainable criteria determined. Finally, an illustrative exam-
ple on pulp and paper industry validates the application of the present ap-
proach.  

Keywords: Sustainable Supplier Selection, Sustainable Supply Chain Man-
agement, Differential Evolution, DEA. 

1 Introduction  

Now days in view of the growing awareness concerning sustainability in business 
firm, the sustainable supplier selection would be the vital element in the process of 
managing a sustainable supply chain. Developing an efficient and robust sustainable 
supply chain (also known as sustainable SCM) is a crucial task for the success of a 
business firm. One of the most significant factors that help in building a strong sus-
tainable supply chain is the SSS process. It is natural that for a particular product, 
huge amounts of suppliers/ vendors are available in the market. Now, it is the duty of 
the purchasing managers to recognize the most suitable clusters of sustainable suppli-
ers for their product. Evaluation plus selection of sustainable suppliers is a complex 
process and depend on a large number of qualitative as well as quantitative factors to 
ensure a cost effective model without compromising with the quality.  
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Differential evolution (DE) algorithm proposed by Stron and Price in 1995 [1], It 
is a population set based evolutionary algorithm that has been applied successfully to 
a wide range of problems [2,3,4,5,6]. The motive of this paper is to bring about to 
SSS approach. In the current research article, DE is used for solving the SSS problem 
modeled with the help of data envelopment analysis (DEA).  

This paper is organized in eight sections. Subsequent to the introduction in Section 
1, the SCM in pulp and paper industry, sustainable supplier selection (SSS) in addi-
tion to Problem statement and methodology are briefed in Sections 2, 3 and 4 respec-
tively. Section 5 describes the Mathematical Formulation of the Problem with DEA 
used in this article. Section 6 describes the DE algorithm for SSS. Finally, a discus-
sion and conclusion with summary drawn from the current research article are given 
in Section 7 and 8.  

2 SCM in Pulp and Paper Industry 

The pulp and paper industry produces a great amount of paper as well as cellulose 
based fibre products. Bulletin papers, copy papers, different kinds of tissue, bottle 
sticky label, cigarette papers plus coffee filter are just a small number of patterns of 
the products frequently used in our daily life. There is a huge amount of activity in-
volved in the chain behind these products; such a system of actions is acknowledged 
as supply chain in management as well as operation research works [7].  The manu-
facturing of paper can be separated into six main process areas, which are [8]: (1) 
Wood preparation (2) Pulping (3) Bleaching (4) Chemical recovery (5) Pulp drying 
(non-integrated mills only) and (6) Papermaking. Fig. 1 presents a flow diagram of 
the paper manufacturing process in pulp and paper industry.  

 
Fig. 1. Paper manufacturing process in pulp and paper industry (Source: [9]) 

Business organizations are gradually identifying that the effective management of 
sustainable supply chains is a primary driver of value creation as well as environmen-
tal performance. While lots of organizations in the automotive, consumer goods, and 
electronics industries have exploited the environment concern of SCM, industries in 
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the pulp and paper area are just start to identify the immense scope of the potential fu-
ture prospects that exist. These industries are categorized by a huge and extremely in-
corporated supply chain. The entire supply chain starts in the procurement network, 
carry on through production network, distribution network and finishes by sales net-
work. The fig. 2 presents an easy illustration of the pulp and paper industry supply 
chain organization with corresponding main SCM level.  

 

Fig. 2. The pulp and paper supply chain organization. (Source: [10]) 

2.1 Pulp and Paper CO2 Emission Sources 

The paper products manufacturing companies has a significant and complicated role 
in the worldwide carbon cycle. Pulp and paper are massive consumers of energy. In 
fact, the world’s fifth- leading consumers of energy is the pulp and paper indus-
try. The World Resources Institute, a body of experts, placed the industry’s CO2 
emissions at around 500m tons worldwide in 2005. Rather, European companies are 
reasonably green. The Confederation of European Paper Industries (CEPI), a trade as-
sociation, states his associates’ emissions were 46m tons in 2011 [9]. 

Greenhouse gas (GHG) emissions from the pulp and paper source group are most 
of the part of CO2 with lesser quantity of CH4 as well as N2O. The GHG emissions al-
lied with the pulp and paper industry’s processes can be caused by [10]: (1) The 
process of burning on-site energies; (2) Non-energy-related emission causes, for ex-
ample by-product CO2 emissions from the lime kiln chemical reactions and CH4 
emissions from wastewater treatment and (3) indirect emissions of GHG are related 
through the off-site production of steam in addition to electricity that are procured by 
or pass on to the industry.  

Environmental concern over the pulp and paper industry has until recently been 
concentrated on emissions to air and water from pulping, bleaching, and paper mak-
ing practices. A blend of strategy tools (usually emission ceilings) has reduced emis-
sions to air as well as water from these industries significantly [11]. In this days and 
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age, concern is usually for the sectors effect on external network of pulp and paper 
supply chain organization (see Fig. 2) and its emissions of CO2. 

3 Sustainable Supplier Selection (SSS) 

Supplier selection is a significant portion of supply chain management (SCM). Sup-
plier selection comprises numerous criteria including price, lead time, quality, speed, 
delivery performance, reliability, etc and often encompasses the choice of one mean-
while give up the other. The supplier selection practices are comprehensively studied 
in the literature with multi-criteria decision making models. These models comprise 
such practices, as the AHP, ANP, CBR, DEA, fuzzy set theory, GA, mathematical 
programming, SMART, and their hybrid variants. Different researchers have studied 
the works in the past relating the supplier evaluation and selection problem 
[12,13,14,15,16,17,18,19,20,21,22,23,24]. 

At the present time, sustainable development has turn out to be a buzzword that ac-
knowledged a lot of attentions in numerous fields like manufacturing [25], business 
development [26], tourism [27] and agriculture [28]. Also, in SCM both academics 
and general practitioner contemplate the sustainable concerns in their workings. Sus-
tainable SCM is the managing of resources, informations and capital flows, as well as 
collaboration between firms alongside the supply chain, meanwhile taking into ac-
count the objectives from all three dimensions, such as financial, ecological and so-
cietal, of sustainable growth derived from client and investor wants [29]. To select the 
potential suppliers, two focuses comprising significance one is the degree of the selec-
tion criteria, and second one is the suppliers’ sustainable performance, these two fo-
cuses need to be verified with the appropriate decision makers. Therefore, to manage 
this problem and cope with the imprecision that is be found in the SSS problem, use 
of Differential evolution (DE) algorithm is explored in this article.  

4 Problem Statement and Methodology 

The case study presented in this paper stands a hypothetical paper manufacturer in In-
dia (X Company). After verifying a group of criteria in a view point of sustainable 
merits, some criteria including lead time, quality, price, service quality and CO2 emis-
sions of the delivered products are derived for SSS problem. 

In current study we split the criteria in two manners: the input and output criteria. 
The input criteria are the traditional supplier selection criteria, such as lead time, price 
and quality of the delivered goods. The output criteria are the service quality and CO2 
emission of the product and services. We assume that the service quality and CO2 
emission are the output of the examined model. The data is shown in Table I with the 
supplier’s database covering input as well as output criteria of an item provided in the 
shipment of pulp and paper industry. 

In this study, a supplier is considered efficient if the efficiency score is 1 otherwise 
it is considered as inefficient. Data for Service quality of items is taken from concept 
of Service quality dimension based on 12 questionnaires including 27 questions given 
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by [30] and for CO2 Emissions, LOCOG Guidelines on Carbon Emissions of Products 
and Services –Version 1 [31] is considered. 

4.1 Methodology 

To measure and analyze the relative efficiency of 18 suppliers, we follow a four step 
methodology: 

 Design a criteria containing input and output criteria 
 Select a problem 
 Formulate the mathematical model of the SSS problem with the help of 

DEA.  
 Apply DE on mathematical model. 

The present model can be carry out for any quantity of suppliers and there is no li-
mitation, by using this model, the company can obtain a recommended combination 
of efficient suppliers.  

Table 1. Data for numerical example 

Criteria 
Inputs Output 

Lead time 
(L) (Day) 

  

Quality(Q) 
% 
  

Price (P) 
(Rs.) 
  

Service quali-
ty  (SQ) 

CO2 Emis-
sion 

(CE) Suppliers 

1 3 75 187 84 40 
2 2 77 195 76 30 

3 4 85 272 27 25 

4 5 86 236 110 22 
5 3 74 287 94 38 

6 6 62 242 102 10 
7 3 73 168 82 24 
8 4 92 396 63 38 
9 2 77 144 55 26 
10 3 69 137 61 18 
11 6 54 142 122 24 
12 5 57 196 75 30 
13 1 77 247 80 55 
14 3 61 148 121 39 
15 4 69 294 125 8 
16 6 94 249 76 6 
17 2 88 121 114 55 

18 1 78 269 65 48 

5 Mathematical Formulation of the Problem with DEA 

DEA based method is used for determining the efficiencies of Decision-Making 
Units (DMUs) on the basis of multiple inputs and outputs [32]. DMU can comprise 
of business firms, divisions of huge groups such as institution of higher  
education, schools, hospitals, power plants, police stations, tax offices, prisons, a set 
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of organizations etc. [33,34,35,36]. The DMU well-describe in this research work us-
ing input as well as output criteria are as follows: 

 

 
 
 
 
 

The performance of DMU is estimated in DEA by the concept of efficiency or prod-
uctivity, which the proportion of weights sum of outputs (o/p) to the weights sum of 
(i/p) inputs [37] i.e 

                         (1) 

The two basic DEA models are the CCR (Charnes, Cooper and Rhodes) model 
[38] and the BCC (Banker, Charnes and Cooper) model [39], these two models dis-
tinguish on the returns to scale assumed. The former assumes constant returns-to-
scale whereas the latter assumes variable returns-to-scale [32]. In the current study 
we use CCR model which is well-defined further down: 

Suppose that there are N DMUs and each unit have I input and O outputs then the 
efficiency of mth unit is achieved by resolving the below model which is presented by 
Charnes et al [38].  

           (2)

 

Where 
Em is the efficiency of the mth   DMU, k=1 to O, l =1 to I and n =1 to N. 
Outputk,m is the kth output of the mth  DMU and wk is weight of output Outputk,m 
Inputl,m  is the lth input of mth  DMU and zl  is the weight of Inputl,m 

outputk,n and inputl,n are the kth output and lth input respectively of the nth DMU,  Where n=1, 
2 …m...N 

The fractional program shown in Equ-2 can be converted in a linear program 
which is shown in Equ-3. 

  

                 (3)
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To calculate the efficiency score for each DMU we run the above program run N 
times. A DMU is considered efficient if the efficiency score is 1 otherwise it is consi-
dered as inefficient.  

5.1 Mathematical Model 

Based on the hypothetical statistics stated in Table I the DEA model of Kth DMU will 
be as follows: 

  

        (4)

 

6 DE Algorithm 

Differential evolution (DE) algorithm proposed by Stron and Price in 1995 [1], It is a 
type of evolutionary algorithm, used to most effective use of (optimize) the functions. 
It is a population set based evolutionary algorithm for global optimization. In current 
study we have used DE/rand/1/bin scheme and DE algorithm from reference [1]. 

6.1 Pseudo Code for the DE Algorithm 

Table 2. The Pseudo code for the DE algorithm 

1 Begin 

2 Generate uniformly distribution random population P={X
1,G

, X
2,G

,..., X
NP,G

}. 

 X
i,G

= X
lower

 +(X
upper

 –X
lower

)*rand(0,1), where i =1, 2,..,NP 

3 Evaluate f(X
i,G

) 

4 While (Termination criteria is met ) 

5 { 

6     For i=1:NP 

7            { 

8 Select three random vector Xr1,G, Xr2,G, Xr3,G where i≠r1 ≠r2≠r3 

9                                   Perform mutation operation 

10                                   Perform crossover operation 

11               Evaluate f(U
i,G

) 

12               Select fittest vector from X
i,G

and U
i,G

to the population of next generation  

13             } 

14     Generate new population Q= {X
1,G+1

, X
2,G+1

,..., X
NP,G+1

} 

15  } /* end while loop*/ 

16 END 

18,...,...1n  
0)(

1
..

32121

321

m
PzQzLzCEwSQw

PzQzLz
ts

CESQMax

mmmnn

mmm

nm



112 S.K. Jauhar, M. Pant, and A. Abraham 

 

6.2 Constraints Handling  

For the constraint problems various methods have been suggested in literature. A 
survey of different methods for constraint handling can be found in [40] and [41]. In 
this paper Pareto-Ranking method is used for handling the constraints [42]. 

6.3 Parameter Setting for the DE Algorithm 

In present research article we have applied DE to solve the DEA based mathematical 
model. The parameter settings for DE are given in Table-3. 

Table 3. Parameter setting for DE 

Pop size (NP) 100 

Scale Factor  (F) 0.5 

Crossover rate (Cr) 0.9 

Max iteration 3000 
 

The program is implemented is DEV C++ and all the uniform random number is 
generated using the inbuilt function rand ( ) in DEV C++. The fitness value is taken 
as the average fitness value in 30 runs and the program is terminate when reach to 
Max-Iteration. A buyer (decision maker) can effect an assessment (supplier evalua-
tion) with the ability to choose of weight system. For this purpose with the help of 
program which is implemented is DEV C++, we intended to generate all the uniform 
random number (in between 0 to 1) using the inbuilt function rand ( ) in DEV C++, to 
assist the selection of the weights for input as well as output criteria in a manner to 
permit the control of the result for the sustainable supplier evaluation and assessment 
practice. 

7 Results and Discussions 

In the Table-4 results of all DMUs are given. From this Table we can see that the re-
search of efficient SSS practice can acquire a desirable cluster of competent sustaina-
ble suppliers 11, 14 and 17 using DE algorithm gives the better solution.  

For the current research conducted in 18 suppliers, the results are:  

1. Suppliers 11, 14 and 17, the efficiency score is 1 so these suppliers are 
assumed to be 100% sustainable efficient. 

2. Supplier 3 is probably the most inefficient in comparison to all other 
suppliers. 

3. Suppliers 11, 14 and 17 would be the most suitable set of suppliers (or key 
suppliers). 

4. By using this DE algorithm, the business firms can acquire a desirable 
clusters of competent sustainable suppliers.   
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5. Combination of suppliers 11, 14 and 17 would be the desirable clusters of 
competent sustainable suppliers set meanwhile the business firms requiring 
single-item sustainable suppliers. 

In the Table-5 results of all DMUs are given and fig. 3 shows the histogram of all 
suppliers with their efficiency score. 

Table 4. Average efficiency and weights of 18 suppliers in 30 runs 

Sup
plie
rs 

Value of input and output weight 

Z1 Z2 Z3 W1 W2 Efficiency 

1 0.5864615 0.0021643 0.0077285 0.0093171 0.00422648 0.885125 

2 1 0 0 0.0096163 0.08283e-017 0.942402 

3 0.0668079 0.0088852 0 0.0070293  0.33556e-01 0.0843525 

4 0.0790911 0.010519 0 0.0083216 0.00248747 0.832165 

5 0.107364 0.0142795 0 0.0112962 0.0219116 0.734253 

6 
      

0.0657469 
       

0.0085730 
0.0003544 0.0073778 0.00230969 0.811567 

7 0.32575 0.0020776 0.0074189 0.0089439  0.58488e-01 0.822839 

8 0.0683372 0.0090886 0.89E-20 0.0071902 0.0327347 0.524889 

9 1 0 0 0.0096163 0.0498655 0.721226 

10 0.0702566 0.0091611 0.0003788 0.0078839 0.0305688 0.638597 

11 0.0321097 0.0136241 0.0008513 0.0089303 0.0031707 1 

12 0.0984692 0.0092357 0.0015945 0.0102223 0.29418e-018 0.8689 

13 0.0863947 0.0114904 0 0.0090900 0.0363442 0.636303 

14 0.0208733 0.0068106 0.0043416 0.0090108 0.0315172 1 

15 0.0747521 0.0099419 0 0.0078651 0.14697e-017 0.983144 

16 0.0632637 0.0082492 0.0003411 0.0070992 0.0280174 0.468551 

17 1 0 0 0.0096163 0.0625062 1 

18 0.0774918 0.0103063 0.66829 0.0081534 0.01723e-014 0.448437 

Table 5. Suppliers’ efficiency 

Suppliers Efficiency Suppliers Efficiency 
1 0.885125 10 0.638597 

2 0.942402 11 1 

3 0.0843525 12 0.8689 

4 0.832165 13 0.636303 

5 0.734253 14 1 
6 0.811567 15 0.983144 

7 0.822839 16 0.468551 

8 0.524889 17 1 

9 0.721226 18 0.448437 
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Abstract. Clustering is a hot topic of data mining. After studying the existing 
classical algorithm of clustering, this paper proposes a new clustering algorithm 
based on probability, and makes a new definition for clustering and outlier. 
According to the distribution characteristics of sample data, this algorithm 
determines the initial clustering center automatically. It also implements 
eliminating outliers in the process of clustering. The experiment results on IRIS 
show that this algorithm can clustering effectively. 

Keywords: Clustering, Outlier, DBSCAN Algorithm, Mathematical 
expectation, Standard deviation. 

1 Introduction 

As a data analysis method, clustering analysis is commonly used in data mining. It can 
group data into classes or clusters. There is high similarity between data objects in the 
same cluster. [1] In different cluster, the difference between data objects is greater. So, 
we are able to identify the dense and sparse area, the global distribution patterns of data, 
and the relationship among data. [2] 

Clustering algorithms are divided into four types. (1) Partition-based algorithm, e.g. 
k-means[3], k-medoids. This kind of algorithm needs to set cluster number. According 
to the similarity of objects to determine each object belongs to the nearest cluster. (2) 
Hierarchical clustering algorithm, e.g. single-link, complete-link, BIRCH. It includes 
agglomerative method and divisive method. (3) Statistics-based algorithm, e.g. EM[4]. 
Assuming that the data set is generated by a statistical process and the data set is 
described by best model. (4) Density-based algorithm, e.g. DBSCAN[5], OPTICS. The 
key idea is finding areas of high density data sets are separated by low density regions. 

 Efficient clustering algorithm should make the characteristics in the same cluster as 
similar as possible and different cluster objects as dissimilar much as possible. When 
selecting the initial clustering center, the clustering algorithm proposed in this paper 
implements this characteristic as far as possible. It does not select k objects as the center 
of initial clustering randomly. According to the distribution characteristics of sample 
data, the clustering algorithm determines the initial clustering center automatically and 
avoids the influence of artificial factors on the clustering results. Besides, we make a 
                                                           
* Corresponding author. 
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new definition of outlier, and implement eliminating outliers in the process of 
clustering. 

2 Relevant Concepts 

In order to comprehend the algorithm proposed in this paper, correlative conceptions 
are introduced as follows. 

Definition1: Mathematical expectation E(x). Supposing that, the distribution of a given 
object X is = = , = 1,2, … .If  ∑ is absolute convergence, it is 

called E(x). Namely, E(x)= ∑  , = 1,2, …. If k is bigger, ( ) = ∑
. 

Mathematical expectation is also known as mean. Generally, it characterizes the 
average of random variable. It is also weighted average for the random one. Besides, 
the center of distribution for random variable is determined by it. 

Definition 2: Variance  D(X) . Supposing that, X is a random variable. If −( )2 exists, it is the variance for X. Namely, D(X) = − ( )2. When k is bigger, ( ) = ∑ ( )
. 

Variance characterizes the range of sample fluctuation. It describes the deviation 
between a random variable and its mathematical expectation. The bigger is variance, 
the deviation is it.  

Definition 3: Standard deviation ( ). Supposing that, X is a random variable. If D(X) 

exists, we call D(X) is standard deviation. Namely, ( ) = ∑ ( )
. 

Definition 4: Chebyshev inequivalence.[6] Supposing that, for a given object X, ( ) = , ( ) = . For any positive number , if | − |  is 

established, it is called Chebyshev inequivalence. 

Definition 5: Outlier. According to Chevyshev inequality, we can see that for any 

small positive numberε 0 , | − | always exists. Specially, = 3 , | − | =  exists. If the group data is normal, above probability is only 

0.27%. So, any given object X which satisfies| − | 3  is called outlier. =( ), = D(X). 

3 Algorithm Description 

3.1 DBSCAN Algorithm 

Density-based clustering algorithm is an important branch. This algorithm can 
overcome the shortcoming of distance-based algorithm which is able to find 
quasi-circular cluster. It can form clusters with any shape. However, the most 
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important aspect is that dense-based clustering algorithm is not sensitive to noisy 
data. 

DBSCAN is a typical density-based clustering algorithm. It defines cluster as the 
maximum set of those points which densities are connected. It is able to find any shape 
cluster in spatial database with noisy data. In DBSCAN algorithm, for any object in the 
spatial, if the count of objects within given radius Eps is bigger than certain given value 
MinPts, it is called core object; otherwise we call this it as border object.  

From above algorithm we can learn that the value of Eps and MinPts will affect the 
clustering directly. The value of MinPts is 4 in the two-dimensional spatial cluster with 
small data sample. [7]Setting 1/25 of data set as the value of MinPts is also an 
effective method.[8] Parameter value also affects the determination of outlier. 
Inappropriate value will confuse the object in a sparse cluster with outlier. With the 
decrease of parameter values, the possibility for detecting outlier will reduce. It is very 
important to choose the value of Eps and MinPts. 

3.2 Determine Initial Clustering Center 

It is so difficult to implement by randomly that k objects which belong to different 
cluster are selected before clustering. So, determining the center of initial clustering is 
the key of this proposed algorithm. 

For DBSCAN algorithm, there is no problem of choosing initial clustering 
center. The key idea in DBSCAN is that for each object of a cluster, the 
neighborhood of a given radius has to contain at least a minimum number of 
objects. The procedure for finding a cluster is based on the fact that a cluster is 
uniquely determined by any of its core objects. Finally, according to the 
distribution characteristic of data, DBSCAN algorithm outputs initial clustering 
results ( , , … ), which can further determine the initial clustering center. 

Mathematical expectation represents the center of random variable probability 
distribution. According to Chebyshev theorem, if the amount of sample is large 
enough, the arithmetic mean of the sample data is approximately equal to ensemble 

average. That is, ∞ ∑ − = 1. So, we use the mean of sample 

data to estimate ensemble average. The mean of each cluster ( ) = ∑  ( =1,2, … , ) in initial clustering results ( , , … ) will be as k centers of initial 
clustering for probability-based clustering algorithm. At present, there is no 
mature theory or conclusions for the number of samples on the prediction 
accuracy.[9]But the amount of extracted data must be greater than the credible 
number of sample in mathematical statistics. Usually, it is 45. [6] 

3.3 Algorithm Principle 

The clustering algorithm proposed in this paper is a method based on probability. 
Firstly, select effective sample from original data set K, and satisfy the count 
of 45. It is clustered under DBSCAN algorithm. We can obtain k initial clustering 
results ( , , … ) and the center of k initial clustering results. Secondly, select 

object   ( = 1,2, … , ) from original data set. If   | − ( )| 3 ( )( =1,2, … , , i = 1,2, … , k)  is established, object   ( = 1,2, … , ) does not belong to 
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cluster  ( = 1,2, … , ) . Otherwise, object   ( = 1,2, … , ) belongs to 
cluster  ( = 1,2, … , ) which makes  min | − ( )| ( = 1,2, … , , =1,2, … , ) is established. 

As DBSCAN algorithm is insensitive to noisy data, they can be removed in the 
process of initial clustering. For scattered data set, if the value of parameters Eps 
and MinPts are small, internal data would be by mistake for noisy data under 
DBSCAN algorithm. So, this kind of noisy data are called suspicious outliers. 
Suspicious outliers cannot simply be removed directly. Further analysis is 
needed. 

From Chebyshev inequivalence we can see that, for any small positive 

number ε 0, p |X − µ| ε always exists. Specially, ε = 3σ, p |X − µ|ε =  is established. If the group data is normal, P |X − µ| 3σ = 1 −P µ − 3σ 3 = 1 − (Φ(3) − Φ(−3)) = 1 − 0.9974 = 0.26%. So, for 
a random variable X, if|X − μ| 3σ, X is outlier and needed to be removed. 

According to the definition of outlier, we can obtain the absolute value of offset 
between a given object and each cluster in existing clustering result set. This absolute 
value is   | − ( )| . Toward all known clusters in clustering result set, if| −( )| 3 , object   does not belong to any cluster, then building a new 
cluster  . Otherwise, object  belongs to cluster  which makes  min(| −( )|) ( = 1,2, … , ) existed. When the count of object in cluster  equals to 1, no 
matter what next object   is, inequivalence | − ( )| 3  always come into 
existence. So, toward this instance, we adopt threshold of deviation  to make 
analysis. The choice of  will affect the quality of cluster directly. With reducing the 
value of  , the count of cluster will increase. Contrarily, it will reduce. If   is too 
large, it will increase the probability which makes outliers with normal data in the same 
cluster. This instance will be bad for detecting outliers. If  is too small, it will add the 
similarity within clusters and divide certain cluster into some small ones. It also reduces 
the quality of clustering. 

3.4 Clustering Algorithm 

Input: data set K, threshold of deviation , and initialize the object count of cluster =0( = 1,2, … , ) 
Output: clustering result set ( , , … ) 
Algorithm description: 

1) Select effective sample from original data set K, and satisfy the count of 45; 
2) Obtain k initial clustering results C ( , , … , )  under DBSCAN 

algorithm, and the center of each initial clustering ( ) = ∑ ( =1,2, … , ); 
3) Randomly choose an object  in original data set K, if  | − ( )| ( = 1,2, … , ) , put   into cluster  which makes  min(| −( )|) ( = 1,2, … , ) , and  = 1( = 1,2, … , ) . 

Recalculate ( ) and ( )( = 1,2, … , ); otherwise jump to(5); 
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4) If reach the end of data set K, jump to 7); Otherwise, randomly read a new 
object  , and compare  ( = 1,2, … , ) with the mean of each known 
cluster ( = 1,2, … , ) in initial clustering result set; 

5) If  n 1,   | − ( )| , or n 2,   | − ( )| 3 ( )( =1,2, … , , = 1,2, … , ) , object   does not belong to cluster  ( =1,2, … , ); For all known clusters in clustering result set, if object  ( =1,2, … , ) does not belong to any cluster, then building a new cluster , 
and = 1, calculate ( ) and ( ), jump to 4); 

6) Otherwise, object   ( = 1,2, … , ) belongs to cluster  ( =1,2, … , ) which makes  min | − ( )| ( = 1,2, … , , =1,2, … , ) existed,   = 1( = 1,2, … , ) , recalculate ( ) and ( )( = 1,2, … , ), jump to 4); 
7) End. 

4 Experiments Results and Analysis 

To demonstrate the validity of algorithm, this paper makes an experiment on the data 
set IRIS. It belongs to UCI which is a machine learning and intelligent system 
repository. IRIS is used specially to test clustering algorithms popularly.[10] It consists 
of 3 classes object (setosa, versicolour and virginica), 4 attributes (sepal length, sepal 
width, petal length, petal width) and 150 data. All experiments in this paper are 
implemented by Java under the environment of 1.66GHz Genuine Intel(R) CPU, 
1.25GB memory and Microsoft Windows XP Professional. Two dimensions testing 
data store in text file. 

Experiment 1 is used to demonstrate the validity of clustering algorithm without 
outliers. In order to observe the effects of clustering distinctly, we choose the two most 
sensible attributes (petal length, petal width) from IRIS, and place them into the 
two-dimensional coordinate system. Fig.1 describes the original distribution of data in 
IRIS. 

 

Fig. 1. Original distribution of data in IRIS 
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As shown in Figure1, IRIS data set is divided into three classes. Each class includes 
50 data objects. But the boundary between class versicolour and virginica is indistinct. 
Class virginica is more distribute than class setosa and versicolour. 

After preparing data set, this paper adopts DBSCAN algorithm which is provided by 
Weka to clustering and detect suspicious outliers. Weka is a practical machine learning 
tool.[11] It is programmed by Java. Weka provides a uniform interface to apply many 
different learning methods to any given data set, and evaluates results. In DBSCAN 
algorithm, the clustering result is changing with the value of parameter Eps and MinPts. 
Table 1 shows different value and clustering results. 

Table 1. Experimental parameter and clustering results 

Eps MinPts Cluster Data Count Suspicious outliers 

 
 

0.11 
 

 
 

10 

 50 (6.6,2.1) 
(6.9,2.3) 
(5,1.5) 

(5.1,1.5) 
(5.6,1.4) 

 50 

 45 

 
0.12 

 
10 

 50 (6.9,2.3) 
(5,1.5) 

(5.1,1.5) 
(5.6,1.4) 

 50 
 46 

 
0.13 

 
10 

 50 (6.9,2.3) 
(5.6,1.4)  50 

 48 
 

0.14 
 

10 
 50 none 
 50 
 50 

From Table.1 we know that, Eps=0.14 and MinPts=10, clustering result is the best. 
When MinPts value remains the same, with Eps value reducing, suspicious outliers 
increase by 2 to 9.  However, no matter how the value of parameters Eps and MinPts, 
IRIS data set is divided into three clusters under DBSCAN algorithm. Table 2 describes 
the mean and variance of each cluster under different parameter. 

Table 2. Mean and variance of clusters 

 0.11 0.12 0.13 0.14 

 ( ) (0.03,0.011) (0.03,0.011) (0.03,0.011) (0.03,0.011) ( ) (1.464,0.244) (1.464,0.244) (1.464,0.244) (1.464,0.244) 
 ( ) (0.221,0.039) (0.221,0.039) (0.221,0.039) (0.221,0.039) ( ) (4.26,1.326) (4.26,1.326) (4.26,1.326) (4.26,1.326) 
 ( ) (0.26,0.06) (0.28,0.059) (0.278,0.069) (0.305,0.075) ( ) (5.52,2.066) (5.543,2.057) (5.523,2.033) (5.552,2.026) 

Eps 
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As Eps=0.14 and MinPts=10, clustering result is the best. We choose the mean E(C )(i = 1,2,3) as initial clustering centers while Eps=0.14 and MinPts=10. Table 3 
describes the comparison between IRIS and clustering result. 

Table 3. Comparison between IRIS and clustering result 

 

 

 

 

 

In this experiment, we set 0.95 as deviation threshold . Table.3 shows that IRIS data 
set is divided into three classes by clustering algorithm. Each class separately includes 
50, 61, 39 data objects. The distribution of versicolour obtained by clustering algorithm 
is slightly scattered than it in IRIS. And data in virginica generated by clustering 
algorithm is more intensive than it in IRIS. 

5 Conclusion 

This paper proposes an outlier mining algorithm based on probability, and makes a new 
definition for outlier. It combines probability with density-based algorithm, and needs 
not suppose the distribution of data set and the count of outlier. Experiment results on 
IRIS indicate that the algorithm proposed in this paper can detect outlier from 
suspicious outlier set, and put non-outlier into cluster which has similar characteristic 
with it. 

However, this new algorithm for outlier mining based on probability still has some 
problems to further study duo to the limited conditions. For example, the data set which 
has category attributes beyond the studying scope of this paper and is a topic for future 
study. 
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Abstract. Foreign exchange rate forecasting catches many researchers
interests in recent years. Problems of the foreign exchange rate forecast-
ing model selection and the improvement on forecasting accuracy are
not easy to be solved. In this paper, the forecasting results obtained by
conventional time-series models and by the Inter-active Artificial Bee
Colony (IABC), which is a young artificial intelligent meth-od, are com-
pared with each other with 4 years historical data. The sliding win-dow
strategy is used in the experiment for both the training and the testing
phases. In our experiments, we use continuous previous three days data
as the training set, and use the training result to forecast the foreign
exchange rate on the fourth day. In addition, we evaluate the forecast-
ing accuracy with three criteria, namely, Mean Square Error (MSE),
Mean Absolute Error (MAE), and Root Mean Square Error (RMSE).
The experimental results indicate that feeding macroeco-nomic factors
to IABC as the input data is capable to produce higher accurate data in
the foreign exchange rate than the conventional time-series models such
as EGARCH.

Keywords: IABC, Foreign Exchange Rate Forecasting, Time-series,
EGARCH.

1 Introduction

Foreign exchange rate forecasting is an important issue in finance. The forecast-
ing result is quite sensitive to the selected forecasting model is one of the key
factor re-sulting in the forecasting accuracy. In addition, the foreign exchange
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rate is quite sensitive to many factors such as price index, interest rates, money
supply, balance of trade, and so forth. As the matter of fact, the forecasting
accuracy is directly affected by the selection of the referenced variables and in-
formation fed into the forecasting model. Although the monetary theory model
has higher accuracy than the random walk method [13] has been revealed, the
performance of the monetary theory model is still limited [6]. Furthermore, most
of the literatures focus on the long-term ex-change rate forecasting, only a few
literatures discussed about the short-term, i.e. the daily exchange rate forecast-
ing topic. It implies that the existing foreign exchange rate forecasting models
are not sharp at short-term responses.

For the investors, who involve in the foreign exchange market, the profit comes
from the short-term investment is much worth than from the long-term invest-
ment. Hence, the urgent need of new foreign exchange rate forecasting model
for short-term prediction becomes clear. Answering to the need, we propose a
new foreign exchange rate forecasting model based on Interactive Artificial Bee
Colony (IABC) optimiza-tion, which is a young swarm intelligence algorithm,
for the short-term foreign ex-change rate prediction. Our model requires the last
3 continuous historical data as the input for producing the predicted result for
the next day.

The rest part of this paper is composed as follows: the literature review is given
in section 2, our proposed method and the experiment design are described in
section 3, the experiment design is depicted in section 4, the experimental results
are given in section 5, and finally, the conclusion is made in section 6.

2 Literature Review

In this section, we first focus on the foreign exchange rate theory. A brief review
on EGARCH is given in the next paragraph and is followed by the brief review
on IABC algorithm.

2.1 Foreign Exchange Rate Theory

Many different theories of foreign exchange rate determination, including
Purchas-ing Power Parity (PPP), monetary model, Interest Rate Parity (IRP),
balance of pay-ment model, portfolio balance model, and etc. are proposed in
finance history. The brief review of the models listed above are given as follows:

2.2 Purchasing Power Par (PPP) and Monetary Model

The PPP theory claims that the exchange rate between two countries currencies
are equal to the ratio of their price levels because the Purchasing Power of a
countrys currency is reflected in the countrys price level, the money price of a
reference bas-ket of goods and its services. The PPP theory is generated based
on the concept of the arbitrage across goods markets and the law of one price
[9]. The PPP theory is a foun-dation of many other economic models, e.g. the
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Monetary model. Monetary School uses the monetary supply and the demand
side to define the exchanges of exchange rates. This model is proposed based on
the PPP theory [12].

2.3 Interest Rate Parity Theory

The interest pate parity (IRP) theory establishes the joint between the spot
currency market and the forward currency market with foreign and domestic
market. The IRP is maintained by the arbitrage.

2.4 Portfolio Balance Model (PBM)

The PBM can be treated as an extension of the monetary model. PBM is pro-
posed by Tobin, who claims that people having different assets should undertake
different returns and risks. These two items should be assessed by their own re-
turns and risks in order to determine the optimal asset portfolio. This model
also treats the expected returns of different financial assets existing in differ-
ent countries as the primary fac-tors which affect the exchange rate. The main
factors which affect these expected returns are the interest rates of domestic,
foreign financial assets and the expectation of exchange rate between domestic
and foreign countries.

2.5 Balance of Payment Model

The balance of payment model indicates that the equilibrium exchange rate
should be the one, which makes the surplus or the deficit of balance from the
payment of the country equals to zero. If the terms described above do not equal
to zero, the ex-change rate must be fluctuated [4].

Many practical exchange rate forecasting models are introduced in the past,
for in-stance, balance of payment model [4], monetary model [12] and purchasing
power parity model [9]. These models use a single structural model to find out
which factor gives the effect on the foreign exchange rate. In recent years, re-
searchers working in the related research field usually use the models mentioned
above with macroeco-nomic factors to construct the linear model for simulating
the exchange rate fluctua-tion for the exchange rate forecasting.

2.6 Time-Series Model: EGARCH

Bollerslev (1986) proposed a Glossary-ARCH (GARCH) [3] model based on En-
gles (1982) AutoRegressive Conditional Heteroskedastic (ARCH) class of models.
Alt-hough the ARCH model works well in analysis of the heteroscedasticity dif-
ference of a time series, the prediction is still not accurate in some cases. The
GARCH is a time series regression model, which is designed especially for the
financial data. The GARCH model not only construct the model for the time
series data, but also create models for the modeling error. This results in the
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GARCH model present good results in the analysis and the prediction of the
volatility. This information is quite im-portant and useful for the investors and
can be treated as a leading index.

Although GARCH model provides information of the volatility, it is still not
able to depict the leverage effect in the data. Hence, Nelson (1991) propose the
Exponen-tial General Auto-Regressive Conditional Heteroskedastic (EGARCH)
model [14] to overcome this problem. An EGARCH(p,q) model can be described
as follows:

log σ2
t = ω +

q∑
k=1

βkg(Zt−k) +

p∑
k=1

αk log σ
2
t−k . (1)

g(Zt−k) = θZt + λ[|Zt|t− E(|Zt|)] . (2)

where σ2
t indicates the conditional variance, α, β, ω, θ are coefficients, re-

spectively, and Zt comes from the generalized error distribution or the standard
normal varia-ble. The sign and the magnitude of Zt are capable to donate sep-
arate effects on the volatility in Eq. (2). This is particularly useful in an asset
pricing context [16]. In addition, the parameters are bounded with less restric-
tions because the value of log σ2

t−k may be negative.

2.7 Swarm Intelligence and the Interactive Artificial Bee Colony
(IABC)

Swarm intelligence is an artificial intelligence technique based on the study of col-
lective behavior [2]. Many of the algorithms in swarm intelligence are developed
based on simulating the behaviors of the creatures in the Mother Nature. Swarm
intel-ligence is symbolically made up of a population of simple agents interacting
locally with one another and with their environment. Even though there is no
centralized control structure indicating how individual agents should behave,
local interactions between such agents often lead to the emergence of global
behavior.

We have seen many successful applications using swarm intelligence methods
to solve problems in optimization. For example, Particle Swarm Optimization
(PSO) algorithm has successfully been used to design antennas [21] and to con-
struct param-eters in neural network systems [10]; Ant Colony Optimization
(ACO) algorithm has successfully been used to solve the Traveling Salesman
Problem (TSP) [8] and the routing problem of networks [17]; Artificial Bee
Colony (ABC) algorithm has suc-cessfully been used to solve the lot-streaming
flow shop scheduling problem [15]; Cat Swarm Optimization (CSO) algorithm
has successfully been used to discover proper positions for information hiding [19]
and to adjust parameters for the Support Vector Machine (SVM) [11]. Moreover,
many researchers have led in the idea of par-allelizing the optimization methods
by splitting the artificial agents into independ-ent groups such as the Island-
model genetic algorithm [20], the parallel genetic algo-rithm [1], the ant colony
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system with communication strategies [5], and the parallel particle swarm opti-
mization algorithm with communication strategies [7]. The paral-lelized group
of artificial agents increases the accuracy and extends the global search capacity
than the original structure.

The Interactive Artificial Bee Colony is proposed by Tsai et al. in 2008. [18]
It is evolved from the Artificial Bee Colony Optimization (ABC), and it is devel-
oped based on researchers notice that the moving pattern of the bee of original
algorithm to search nectar is linear movement, and it will narrow the explore
scope, so we put forward to join law of universal gravitation to improve the short-
comings of the origi-nal colony algorithm. The gravitations between the onlooker
and the selected em-ployed bees are concerned, thus, it can be calculated by ap-
plying equation. To im-plement the IABC optimization, the procedures are given
as follows:

Step 1. Initialization: Put ne percentage of the populations into the solution
space randomly, then calcu-late their fitness values, which called the nectar
amounts, where means the ratio of employed bees to the whole population. In
case these populations are positioned into the solution space, they will be the
employed bees.
Step 2. Move the Onlookers : Calculate the probability of selecting a food source
by Eq. (3), choose a food source to move to by roulette wheel selection for every
onlooker bees, and then decide the nectar amounts of them. The movement of
the onlooker bees follows Eq. (4).

Pi =
F (θi)∑S

k=1 F (θk)
. (3)

xij(t+ 1) = θij(t) +

n∑
k=1

F̃ikj · [θij(t)− θkj(t)] . (4)

where xi represents the position of the ith onlookers, t denotes the iteration
number, θk represents the randomly chosen employed bee, j is the dimension of
the solution, and F̃ikj is the normalized gravitation.

Step 3. Move the Scouts : Supposing the fitness values of the employed bees is
limited, which means they do not be improved by a continuous predetermined
number of iterations, those nectar are abandoned and these employed bees be-
come the scouts. To move the scouts, Eq. (5) is applied.

θij = θjmin + r(θjmax − θjmin) . (5)

where r is a random number and r ∈ [0, 1].
Step 4. Update the Best Food Source: Memorizing the best fitness value and the
best position, which are found by the bees.
Step 5. Termination Checking: Stop when the amount of the iterations satis-
fies the termination condition, and then terminate the program and output the
results; on the contrary, go back to Step 2 to restart.
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2.8 Our Proposed Method and Experiment Design

To establish a new exchange rate forecasting model, we first collect the factors
for the reference and then utilize IABC to find the optimum weighting distribu-
tion for con-structing the predicted daily exchange rate. Eight macroeconomic
factors including Consumer Price Index, M1, M1B, Commercial Paper Rate,
Federal Fund Rate, Bal-ance of Trade, Foreign Investment, and Stock Return
are taken with the NTD/USD exchange rate to be the reference data. According
to the collected historical data in the database, most of the factors only provides
monthly records. Only the NTD/USD exchange rate has both monthly and daily
records. The weekly record of Stock Return can also be found in the database.
Hence, our reference information is composed of totally 13 elements including
the monthly records of the eight macroeconomic factors and the NTD/USD
exchange rate, the weekly record of the Stock Return, 2 daily records of the
NTD/USD exchange rate and the Stock Return, and one constant, which is set
to 1 in the experiment.

We use IABC to train a set of considering weightings correspond to the ref-
erence information. The goal is to output the estimated foreign exchange rate,
which should approach the exact foreign exchange rate as much as it can. Hence,
the prediction error is used in the fitness function to train the considering weight-
ings. The goal of this optimization process is to produce a set of considering
weighting by minimizing the prediction error. The fitness function used in IABC
is listed in Eq. (6):

minf(W ) =

n∑
t−1

|(
D∑

d=1

wd × vt,d)−Rreal,t| . (6)

where f(W ) indicates the fitness function, W = {w1, w2, ..., wD} is the set
of the considering weights, n denotes the number of past dates of which the
reference information is taking part in the optimization process, D is the total
number of reference infor-mation (D is set to 13 in our experiment), v denotes
the reference information, and Rreal stands for the real foreign exchange rate.

The trained considering weights are output as the prediction parameter and
the predicted foreign exchange rate for the next date is calculated by Eq. (7):

Rpd,t+1 =

D∑
d=1

wd × vt,d . (7)

where Rpd denotes the predicted foreign exchange rate.
In addition, the forecasting accuracy is evaluated by the Mean Absolute Er-

ror (MAE), the Mean Square Error (MSE), and the Root Mean Square Error
(RMSE) by Eqs. (8)-(10):

MAE =
∑ |Ŝt − St|

n
. (8)

MSE =
∑ (Ŝt − St)

2

n
. (9)
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RMSE =

√∑ (Ŝt − St)2

n
. (10)

where Ŝt is the forecast exchange rate at day t; St represents the exchange
rate at day t, and n is the number of data.

The historical data from the first trading day in February in 2005 to the
last trading day in 2008 is included in our experiment. The collected data is
examined by the basic test at the first beginning. The test result indicates that
the collected data fits the criteria of the regular data and is suitable for the
usage in our experiment. Since our proposed method is for forecasting the daily
exchange rate and we only require the last three days’ data for training, the
sliding window strategy is employed in our experiment to run over totally 2922
days. Same strategies is also applied with the EGARCH model. The concept of
the sliding window strategy is depicted in Fig. 1:

Fig. 1. The Concept of the Sliding Window Strategy

Here we give two examples to demonstrate how to use the sliding window
strate-gy in the experiment. As shown in Fig. 1, if we are going to predict the
exchange rate on day t, the reference data should be collected from the latest
past three days, i.e. from days (t−3) to (t−1). On the other hand, if we want to
predict the exchange rate on day (t+ 1), the reference data should be collected
from days (t− 2) to t.

The parameter setting for IABC is listed as follows: the population size is 16,
the agents are equally divided into 4 independent groups, and the initial range
is set to [−1, 1]. Half of the agents play the role of onlookers. The optimization
process is set to run 120 iterations with 30 independent runs. The best result
over all runs is output-ted as the final result.
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2.9 Experimental Results

The prediction results produced by the IABC forecasting model and the
EGARCH model are drawn year-by-year in Fig.2 with the actual foreign ex-
change rage. The vertical axis shows the foreign exchange rate; and the hori-
zontal axis shows the date in a year. The experimental results show that the
forecasting result obtained by the IABC forecasting model almost stick together
with the actual foreign exchange rate from the beginning to the end in year 2005
and 2008. In year 2006 and 2007, the forecasting result obtained by the IABC
forecasting model show the oscillation in some days. It may be caused by the
failure to find the near best solution, but trapped in the local optimum. On the
other hand, the forecasting results obtained by the EGARCH model shows more
oscillation and larger oscillation amplitude over all forecasting results.

Fig. 2. The actual foreign exchange rate and the forecasting results obtained by the
IABC forecasting model and the EGARCH model: (a) results in 2005, (b) results in
2006, (c) results in 2007, (d) results in 2008, (e) the graphic symbols

Table 1 shows the compare on forecasting results from IABC trained foreign
ex-change rate forecasting model and the conventional EGARCH forecasting
models with MAE, MSE, and RMSE.

Our proposed IABC forecasting model presents the lowest MSE and RMSE
values over all experiment data. The MAE value is larger than the EGARCH
model in 2006. It is caused by the failure to find the near best solution around
the 100th days in 2006.

2.10 Conclusions

In this paper, we propose a new daily foreign exchange rate forecasting model
with IABC algorithm. IABC plays the role to construct the forecasting exchange
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Table 1. Satisfaction Capability Index of the Investment Performance

Year Forecasting Model MSE MAE RMSE

2005 IABC result 8.365 × 10−3 6.321× 10−2 9.146 × 10−2

EGARCH result 1.237 × 10−1 2.778× 10−1 3.518 × 10−1

2006 IABC result 1.735 × 10−2 7.389× 10−2 1.317 × 10−1

EGARCH result 4.312 × 10−2 1.673× 10−1 2.077 × 10−1

2007 IABC result 1.609 × 10−2 7.147× 10−2 1.269 × 10−1

EGARCH result 2.905 × 10−2 1.444× 10−1 1.704 × 10−1

2008 IABC result 9.339 × 10−3 5.792× 10−2 9.664 × 10−2

EGARCH result 8.906 × 10−2 2.307× 10−1 2.984 × 10−1

rate by finding the optimum combination and the weighting distribution from the
past three continuous day’s information. The forecasting results are compared
with the classical conventional time-series model, e.g. the EGARCH model. The
experimental results indicate that our proposed method provides the forecast-
ing result with high accuracy. Although the vibrations of the forecasting result
sometimes appears, it still doesnt cause much drop on the accuracy. The vibra-
tion may be overcame by increasing the population size or the iteration number.
In the future, we plan to further use IABC to reduce the number of the referred
factors. By doing so, the computational cost is able to be reduced.
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Abstract. Visual secret sharing (VSS) has attracted considerable atten-
tion to scientists and engineers as another branch alongside conventional
cryptography to protect the sensitive visual information from several ra-
pacious behaviors. In the literature, there are a number of several tech-
niques used to protect the visual information, among which traditional
VSS and random grid (RG)-based VSS are the primary branches. In this
letter, we show, by examples, the two means are equal. In addition, the
color representation of traditional VSS and RG-based VSS found it dif-
ferent from digital applications like images. Based on the given examples,
it is demonstrated that the color representation of the two means can be
the same and confirm with digital processing applications.

Keywords: Visual cryptography, Visual secret sharing, Random grid,
Equivalence proof, Color representation.

1 Introduction

Visual cryptography(VC) and general secret image sharing [1][2] protects the
secret by sharing the user data into different secret shares (also called shad-
ows) and distributing them among multiple carriers. They have attracted more
attention of scientists and engineers. Visual secret sharing (VSS) also called vi-
sual cryptography scheme (VCS), and Shamir’s polynomial-based scheme are
the primary branches in this field.

Naor and Shamir [1] firstly propose the threshold-based VSS. The main prop-
erties of the VSS by [1] are simple recovery that is the decryption of secret image
is completely based on human visual system (HVS) without any cryptographic
computation. However, it also suffers from meaningless shadow images, lossy
recovery and pixel expansion [2].

Attributed to the traditional VSS proposed by Naor and Shamir [1], various
secret image sharing schemes have been proposed in the literature. However,
most of the proposed schemes remained weakness to be resolved before secret
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sharing can gain possibly pervasive applications. For instance, the scheme of
Giuseppe et al. [3] has meaningful shadow images, but still has lossless recov-
ery and pixel expansion problem. Yang [4] proposes a probability-based visual
sharing scheme which is lossless and has no pixel expansion, but doesn’t have
meaningful shadow images. Wang et al. [5] proposes a secret sharing scheme
based on Boolean operation that is lossless. However, these schemes suffer from
pixel expansion problem.

Since VSS by random grids (RG) could avoid pixel expansion and has no
codebook (basic matrices) needed, some other researchers [6],[12],[7], [9],[11] have
paid more attention to RG-based VSS. Encryption of binary secret images based
on RG is firstly presented by Kafri and Keren [6], each of which is generated
into two noise-like RG (shadow images or share images) that have the same size
as the original secret image. The decryption operation is Boolean OR operation
which is the same as traditional VSS.

Though the traditional VSS and RG-based VSS are two primary branches of
VSS, however they have some similarities about the key idea. In both traditional
VSS and RG-based (2, 2) VSS, the color representation is ”1” denotes black
pixels, ”0” denotes white pixels, which may be not convenient [5],[10],[8] in digital
images and common digital processing software. In most digital image formats
like BMP and JPEG, and common digital image processing related software,
such as Matlab and Photoshop, 0 denotes black or opaque pixel value and 1
denotes white or transparent pixel value. Different color representations will
increase computation time for reversing or complementing operations (that is
0 → 1 or 1 → 0 ).

In the paper, we show the traditional and random grid-based (2, 2) VSS is
equal by given examples of generation ideas and visual quality. In addition, the
color representation of traditional VSS and RG-based VSS found it different
from digital images in the previous proposed approaches. Based on the given
examples, it is demonstrated that the color representation of the two means is
the same with digital images.

The rest of the paper is organized as follows. Section 2 gives the preliminary
techniques of traditional VSS and RG-based VSS as the basis for the work. In
Section 3, the equivalence proof of the two means is introduced. Finally, Section
4 concludes this paper.

2 Preliminary Techniques

This section introduces the related works of traditional (2, 2) VSS [1] and one
typical RG-based [6] VSS.

Shadow images number is 2, the binary secret image is denoted as S with
pixel value S(i, j), 1 ≤ i ≤ M, 1 ≤ j ≤ N . The shadow images covered secret
after sharing are denoted as SC. The recovered secret image from k = 2 shadow
images is denoted as S′. In traditional VSS and RG-based VSS “1” denotes black
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pixels, “0” denotes white pixels, the decryption is Boolean OR operation. Here,
the secret image “HIT” with size 256×256 is used to illustrate the idea. Symbols
&,⊕ and ⊗ denote the Boolean AND, XOR and OR operations, respectively. x
is a bit-wise complementary operation of x.

2.1 Traditional (2, 2) VSS

In traditional (2, 2) VSS, a binary secret image is shared by generating corre-
sponding two noise-like shadow images. The two noise-like shadow images are
superposed to recover the secret image visually based on HVS and probability.
However, less than 2 participants cannot reveal any information of the secret
image

Fig. 1 shows the idea of traditional (2, 2) VSS, a certain pixel of the secret
image is split into a pair of white and black subpixels in each of the two shadow
images. The subpixels are randomly selected from the two columns tabulated
under the certain secret pixel, which leads to the certain secret pixel is encoded
into two subpixels of white-black or black-white with the same probabilities
(50%). Hence, an individual shadow image gives no information about the secret
image. When the subpixels are stacked, the black secret pixel will be decoded
into black pixel, and the white secret pixel into one white pixel and one black
pixel. Thus, the secret image could be recovered by stacking the two shadow
images together. Fig. 2 is an application example of the (2, 2) VCS, though
the pixel expansion is 2 and some contrast is lost, the secret image could be
recognized clearly by HVS.
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Fig. 2. An application example of traditional (2, 2) VC

2.2 RG-Based VSS

The generation and recovery phases of one typical (2, 2) RG-based [6] VSS are
described below.

Step 1: Randomly generate 1 RG SC1

Step 2: Compute SC2 as in Eq. 1
Recovery: S′ = SC1 ⊗ SC2 as in Eq. 2. If a certain secret pixel of S(i, j) is

1, the recovery result SC1 ⊗ SC2 = 1 is always black. If a certain secret pixel
of S(i, j) is 0, the recovery result SC1 ⊗ SC2 = SC1(i, j) ⊗ SC1(i, j) has half
chance to be black or white since SC1 is generated randomly

SC2(i, j) =

{
SC1(i, j) if S = 0

SC1(i, j) if S = 1
(1)

S′(i, j) = SC1(i, j)⊗ SC2(i, j)

=

{
SC1(i, j)⊗ SC1(i, j) if S(i, j) = 0

SC1(i, j)⊗ SC1(i, j) = 1 if S(i, j) = 1
(2)

Fig. 3 shows an application example of original (2, 2) RG-based VSS, among
which, the shadow images are generated by the generation phase described above
and the recovered secret image is recovered by the recovery phase described above
of the original (2, 2) RG-based VSS.

From the generation and recovery phases of original (2, 2) RG-based VSS
described above, we can present the idea of RG-based (2, 2) VSS in Fig. 4, a
certain pixel of the secret image is generated into a white or black subpixel in
each of the two shadow images. The subpixels are randomly selected from the
two columns tabulated under the certain secret pixel, which lead to certain se-
cret pixel that is encoded into two subpixels with the same probabilities (50%).
Hence, an individual shadow image gives no information about the secret image.
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Fig. 3. An application example of original (2, 2) RG-based VSS
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Fig. 4. The idea of original (2, 2) RG-based VSS

When the subpixels are stacked, the black secret pixel will be decoded into black
pixel, and the white secret pixel into white pixel or black pixel with the same
probabilities (50%). Thus, the secret image could be recovered by stacking the
two shadow images together.

3 Equivalence Proof

3.1 Original Idea Equivalence

From Fig. 1 and Fig. 4, if the first column of matrix collections in Fig. 1 of the
traditional (2, 2) VSS is gleaned, matrix collections in Fig. 4 of the RG-based (2,
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2) VSS will be gained. This means that in the generation phase of traditional (2,
2) VSS, if only the first column is chosen randomly to the two shadow images,
the same recovering result could be obtained.

One example is shown in Fig. 5, in the example, the traditional (2, 2) VSS is
applied to share the secret image.

First, the shadow images with size M × 2Nare randomly assigned 0 or 1, the
pixel expansion m = 2 since the pixel expansion of traditional VSS.

Second, for every pixel S(i, j), 1 ≤ i ≤ M, 1 ≤ j ≤ N,M = N = 256 of the
secret image, the pixel values of shadow images SC1 (i, j) , SC2 (i, j) are decided
by the first column of matrix collections in Fig. 1 of the traditional (2, 2) VSS
randomly.

When the two shadow images are stacked together, the secret will be revealed
in the left half part of the recovered secret image, that means if only the left part
of the shadow images is assigned, there will only be the left part of the recovered
secret image ,the result could be clearly shown in Fig. 6. The illustration is
caused by the first column of matrix collections in Fig. 1 of the traditional (2,
2) VSS. Hence, the key idea of RG-based (2, 2) VSS is the same as traditional
(2, 2) VSS.
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Fig. 5. An equivalence example of traditional (2, 2) and RG-based VC

3.2 Visual Quality Equivalence

Based on Fig. 3 and Fig. 6, the recovered secret images are the same based
on human visual system (HVS), which means that the visual quality of the
recovered secrets are the same, and the visual quality of traditional and RG-
based (2, 2) VSS are equal. Furthermore, the equivalence of theoretical visual
quality is analyses as follows:

The probability of pixel color is transparent (0) say P (x = 0) and the same

for the probability of pixel color is opaque (1). Besides,
M∑
i=1

N∑
j=1

X (i, j), 1 ≤ i ≤
M, 1 ≤ j ≤ N .

The visual quality of traditional (2, 2) VSS [1] is evaluated by αt, the relative
difference in the Hamming weight, i.e., the loss in contrast between the recovered
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Fig. 6. Stacking result of the left part of the shadow images in Fig. 5

secret pixels that is steaming from a white and black pixel in the original secret
image. Hence, the contrast of traditional (2, 2) VSS is 1/2.

The visual quality and security of RG-based (2, 2) VSS [7] is evaluated by
contrast α defined as follows:

Definition 1 (Contrast): The visual quality, which will decides how well
human eyes could recognize the recovered image, of the recovered secret image
S′ corresponding to the original secret image S is evaluated by contrast defined
as follows:

α =
P0 − P1

1 + P1
=

P (S′ [AS0] = 0)− P (S′ [AS1] = 0)

1 + P (S′ [AS1] = 0)
(3)

where α denotes contrast, P0(resp.,P1) is the appearance probability of white
pixels in the recovered imageS′in the corresponding white (resp., black) area
of original secret imageS. AS0 (resp., AS1) is the white (resp., black) area of
original secret image S, AS0 = {(i, j) |S (i, j) = 0, 1 ≤ i ≤ M, 1 ≤ j ≤ N}

The visual quality of RG-based (2, 2) VSS is evaluated by contrast, which is
light contrast defined based on average light transmission of all the recovered

secret pixels. Hence, the contrast of RG-based (2, 2) VSS is P0−P1

1+P1
=

1
2−0

1+0 = 1
2

Additionally, from Fig. 1, if the secret pixel is white (0), in the recovered secret
pixels(01 or 10) the light transmission will be 0.5; if the secret pixel is black(1),
in the recovered secret pixels(11) the light transmission will be 0. Hence, if the
Definition1 is applied for traditional (2, 2) VSS, the contrast of traditional (2,

2) VSS will be P0−P1

1+P1
=

1
2−0

1+0 = 1
2 which is the same as RG-based (2, 2) VSS.

From the contrast experimental results, the same situation could also be
gained. The contrast calculated by Definition1 of Fig. 3 is 0.49948, and con-
trast calculated by Definition1 of Fig. 6 is 0.49979, which are very similar to
each other, and close to theoretical value 0.5.

Based on the above analyses, it is demonstrated that the traditional (2, 2)
VC and RG-based (2, 2) VSS have the same visual quality.



144 S. Wang et al.

The security and visually recognizable of both traditional VSS and RG-based
on VSS [1] is defined as follows:

Definition 2 (Security and visually recognizable): The recovered secret
image S′ could be recognized as the corresponding original secret image S if
α > 0 when t ≥ k. The VSS is secure if α = 0 when t < k which means no
information of S could be recognized through S′.

From Definition1, the security and visually recognizable of traditional VSS
and RG-based on VSS is evaluated by the contrast, which means that the equal
contrast will lead to equal security and visually recognizable, since they are
defined or decided by the contrast of shadow images and recovered secret.

3.3 Further Discussion

The color representation of traditional and RG-based VSS is different from digi-
tal images. Furthermore, Yan et al. [8] have proposed a powerful RG-based VSS
based on Boolean operations. This scheme has the same color representation
method with digital images, where “1” denotes white pixels, “0” denotes black
pixels

Herein, a (2, 2) threshold scheme is used as an example firstly to show the idea
of Yan’s scheme [8] . The generation and recovery phases are described below
“1” denotes white pixels, “0” denotes black pixels

Step 1: Randomly generate 1 RG SC1

Step 2: ComputeSC2 as in Eq. 4.
Recovery: S′ = SC1&SC2 as in Eq. 5. If a certain secret pixel of S(i, j) is

0, the recovery result SC1&SC2 = 0 is always black. If a certain secret pixel of
S(i, j) is 1, the recovery result SC1&SC2 = SC1(i, j)&SC1(i, j)has half chance
to be black or white since SC1 are generated randomly

SC2(i, j) =

{
SC1(i, j) if S(i, j) = 1

SC1(i, j) if S(i, j) = 0
(4)

S′(i, j) = SC1(i, j)&SC2(i, j)

=

{
SC1(i, j)&SC1(i, j) if S(i, j) = 1

SC1(i, j)&SC1(i, j) = 0 if S(i, j) = 0
(5)

In addition, the idea applied in Yan’s scheme, that is the color representation
method is the same with color representation method of digital images not only
could be applied in RG-based VSS, but also can be extended to traditional VSS.
Herein, the traditional (2, 2) VSS is used as an example. Fig. 7 is an extended
example of (2, 2) VSS, Here “0” denotes black pixels, “1” denotes white pixels. A
certain pixel of the secret image is split into a pair of white and black subpixels in
each of the two shadow images. When the subpixels are stacked (corresponding
to Boolean AND operation), the black secret pixel will be decoded into black
pixel, and the white secret pixel into one white pixel and one black pixel. Thus,
the secret image could be recovered by stacking the two shadow images together.
Fig. 8 is an extended application example of the traditional (2, 2) VSS, the secret
image could be recognized clearly by HVS.
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Fig. 8. An extended application example of traditional (2, 2) VC

4 Conclusion

In this paper, the traditional VSS and RG-based VSS found equal by the given
examples. In addition, the color representation of traditional VSS and RG-based
VSS found it different from digital images. Based on the given examples, it is
showed that the color representation of the two means is the same with digital
images. The presented work will be useful for understanding the relationship
between the traditional VSS and RG-based VSS, and worthwhile in more digital
applications.
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Abstract. Enhancing the quality of hearing perception in noisy environments 
plays a significant role to improve life quality of elderly persons and hearing 
impaired people. Accordingly, this study presents a human-like auditory 
processing (HAP) algorithm to enhance the speech signal in low signal-to-noise 
ratio (SNR) and non-stationary noise environments. The proposed algorithm 
comprises two modules, namely Cochlear Wavelet Transform (CWT) and AM-
FM Demodulation (AFD); mimicking the human peripheral auditory processing 
system and the human cortical auditory processing system, respectively. The 
performance of the proposed HAP algorithm is evaluated in accordance with 
the ITU Perceptual Evaluation of Speech Quality (PESQ) standard. The results 
show that the proposed algorithm improves the speech quality by 16.9 % on 
average. In the other words, the algorithm has significant potential for assistive 
listening in noisy environments. 

Keywords: Auditory processing, wavelet transform, coherent demodulation, 
spectro-temporal modulation filter, non-stationary signal, cortical 
representation, assistive listening, speech enhancement. 

1 Introduction 

The speech signal received by hearing impaired is often corrupted by the 
communication channel and degraded by background additive noise. As a result, 
speech enhancement techniques are required to improve the quality and intelligibility 
of the spoken words. Various methods have been proposed in the literature for 
suppressing the effects of background noise, including spectral subtraction methods 
[1] spectral amplitude estimation methods, [2] statistical model-based approaches [3], 
and subspace-based algorithms [4]. However, these methods generally distort the 
speech signal because the background noise is non-stationary and not easily 
estimated. Accordingly, the problem of developing more sophisticated speech 
enhancement techniques has attracted increasing attention in recent years.  

The speech analysis-modification-synthesis (AMS) method proposed by 
Potamianos and Maragos [5] has been successfully applied to a broad range of speech 
processing problems. The AMS method consists of three modules, (1) the analysis 
module, where the speech is transformed into a speech spectrum using the short-time 



150 P.-H. Sung, J.-F. Wang, and H.-S. Kuo 

 

Fourier transform (STFT), (2) the modification module, where the speech spectrum 
undergoes modulation domain processing to reduce the noise spectrum, and (3) the 
synthesis module, where the output speech is reconstructed using the inverse STFT. 
The modification part of AMS decomposes the complex speech signal into two 
components, namely the slow time-varying amplitude envelope (referred to as the 
modulator) and the rapid pressure fluctuation (defined as the carrier). The modulator 
and carrier represent amplitude modulation (AM) and frequency demodulation (FM), 
respectively. Some previous studies use modulation domain processing to filter out 
the unwanted modulation components for speech enhancement. For example, Paliwal 
et al. [6] applied a spectral subtraction algorithm to compensate the noisy modulation 
spectrum degraded by additive noise. Qin and Atlas [7] proposed a coherent 
modulation filtering approach using an instantaneous frequency estimation method. 
However, the methods proposed in [6-7] exist an inherent ambiguity in separating the 
modulator and the carrier. Accordingly, the assistive listening performance is 
inevitably limited 

The human auditory system, comprising a peripheral auditory processing system 
and a cortex auditory processing system, is a highly sophisticated sensory system 
capable of picking up the target signals even in noisy environments [8]. In the 
peripheral auditory processing system, the cochlea in the inner ear decomposes the 
signal into multiple frequency bands through the basilar membrane [9]. To 
approximate the human auditory system response, Slaney [10] developed a cochlear 
model to represent the sound in the time-frequency domain. In the proposed model, 
the acoustic stimuli are processed through a cascade of logarithmic spacing 
gammatone filterbanks which mimic the cochlear filtering function in the auditory 
system. Li [11] proposed an auditory-based transform which converts the time-
domain signals into a set of gammatone wavelet kernel functions, which simulate the 
basilar member motion response.  

In accordance with the findings of the studies described above[8-11], this paper 
proposes a human-like auditory processing (HAP) algorithm for assistive listening 
device applied in low SNR and non-stationary noise environments. This system 
comprises both a peripheral auditory processing system and a cortical auditory 
processing system. The peripheral auditory processing system approximates the 
function of the human cochlear, while the cortical auditory processing system mimics 
the demodulation mechanism of the human auditory cortex. The experimental results 
show that HAP provides a better speech quality in noisy environments than current 
state-of-the-art speech enhancement algorithms. 

2 Human-Like Auditory Processing Algorithm 

Figure 1 presents a block diagram of the proposed HAP algorithm. As shown, the 
noisy speech signal is decomposed by a cochlear wavelet transform (CWT) module 
into sub-band signals, which are represented by a cochlear spectrogram for 
visualization purposes. The sub-band signals are then processed by the cortical  
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auditory processing system, which first demodulates the signals using an AM-FM 
demodulation (AFD) module and then filters the demodulated signals through 
modulation processing. Finally, the demodulated signals are synthesized by means of 
an inverse CWT operation in order to reconstruct the enhanced speech. 

 

 

Fig. 1. Functional block diagram of the proposed human-like auditory processing algorithm 

2.1 Peripheral Auditory Processing 

The proposed CWT module extends the auditory transform [11] to mimic the 
mechanical response of the human cochlea using the complex-valued gammachirp 
function proposed by Irino [12]. The CWT module can be realized by convoluting the 
normalized input signal with an analyzed cochlear wavelet kernel function. The 
wavelet kernel function adopts the gammachirp function to characterize the level-
dependent asymmetric shape of the auditory filter. The CWT module can be 
implemented as the form or convolution  

,[ , ] [ , ]* [ ],    0,1,..., 1a bk n k n s n k Kψ= = −CS , (1)

where [ , ]CS k n  is the complex-valued output of the discrete CWT, and the 

magnitude of the complex-valued output can be defined as the auditory spectrogram, 
a is the scale factor of each frequency bin k; b is the sample location ; K is the of 
number of frequency bin k; n is the sample index. The cochlear wavelet kernel 
function can be defined as follows: 

[ ]

( )

1
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, ( ) exp 2 ( ) ( )
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k k
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αψ πβ

π γ φ

−  − −= − ⋅ ⋅ ⋅ 
 

 − −+ + 
 

, 2)

where α and β are parameters for describing the envelope of the gamma 
distribution; centerf  is the critical center frequency; γis the chirp term; φ  is the 

initial phase; the scale factor a is associated with the central frequency of filters and b 
is the time location variable.  
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The term center( )ERB f  is the equivalent rectangular bandwidth varied as a 

function of the center frequency and defined as  

center center( ) 24.7 0.108ERB f f= + ⋅ . (3)

The frequency distribution of the scale factor a can be selected based on linear or 
the logarithmic scale. This reason for selecting ERB is because it performs a close 
estimate of auditory filter bandwidths. The magnitude of the CWT output can be 
represented as the cochlear spectrogram shown in Fig. 1. The cochlear spectrogram 
represents the time-frequency information to mimic the hearing content received by 
the ear [13]. Moreover, the acoustic features, such as pitch and spectro-temporal 
modulation frequency, can be further analyzed based on the cochlear spectrogram. 

2.2 Cortical Auditory Processing 

The cortical auditory processing system integrates the amplitude-frequency 
demodulation (AFD) modules and modulation processing to get the enhanced sub-
band signals. Respectively, the AFD and the modulation processing approach the 
perception mechanisms and auditory attention and in the auditory cortex. The 
demodulation methods can be roughly categorized as inherent and coherent 
demodulation techniques. The incoherent approach splits the analytical signal into an 
envelope and a carrier by using the Hilbert transform. In contrast, the coherent 
approach first estimates the carrier of the signal and to calculate the modulator by 
multiplexing the conjugate carrier with the transmitted signal. This work used 
incoherent approach to extract the envelope of sub-band signal, namely sub-band AM 
signal. In the heavy noisy conditions, the sub-band AM signals are corrupted by the 
noise interference. The modulation processing technique is applied to extract the 
accurate AM signal and filter out the noise interference. The complex-valued output 
of CWT can be expressed as follow: 

( , ) ( , ) { ( , )}

            ( , ) exp[ ( , )]

k n cs k n jH cs k n

k n j k nϕ
= +
= ⋅

CS

CS
 (4)

where ( , )cs k n is the real part of complex-valued output of CWT; {}H ⋅ denotes 

the Hilbert transform; ⋅ denotes absolute value; ϕ is the phase of ( , )k nCS . 

The AM sub-band signals can be represented as the magnitude of the cochlear 
spectrogram in each sub-band, shown as below 

( , ) ( , )k n k n=AM CS , (5)

In order to remove the high modulation components induced from the noise 
interference. The autoregressive model (AR) based mode, namely frequency domain 
linear prediction (FDLP), is used to extract the smooth envelope of the sub-band and 
reject the uncorrelated excitation. The FDLP can be defined as a technique for 
autoregressive modeling of the Hilbert envelopes in speech processing [14]. 
Furthermore, each AM sub-band signal can be passed through the zero phase shifting 
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low pass filter, the cut-off frequency was selected based the auditory temporal 
modulation characteristics [15]. The enhanced AM can be crossed the original carrier 
term to get the enhanced cochlear sub-band signals as follows: 

( , ) ( , ) exp[ ( , )]enh enhk n k n j k nϕ= ⋅CS AM . (6)

Furthermore, the enhanced speech can be synthesized using the inverse CWT. 

,3/2
1 1

1 1
[ ] [ , ] [ , ]

K N

enh a b
k b k

s n k n k n
K a

ψ
= =

= ⋅ CS . (7)

3 Results 

The proposed HAP algorithm applied in assistive listening system was used to 
improve the speech quality and intelligibility. The performance of HAP algorithm 
was estimated using noisy speech sentences. 30 sentences spoken by three men and 
three women (5 sentences each) selected from the IEEE sentences corpus [16] were 
mixed with four different types of environmental noise (airport, bubble, car and 
street) taken from the AURORA database [17]. For each sentence and each 
environmental noise, the mixing process was performed using our different SNR 
levels of -5, 0, 5, and 10 dB. Thus, a total of 480 (i.e., 30 x 4 x 4 ) noise corrupted 
sentences were obtained. (Noted that the sample with SNR levels of 0, 5, 10 dB were 
extracted directly from the NOIZEUS database compiled by P. Loizo [18].) 

The experiments commenced by investing the effect of the number of sub-bands in 
the CWT module on the quality of the reconstructed speech. The overall performance 
of the proposed speech enhancement algorithm was then evaluated by the quality of 
the processed noisy samples with the results obtained using three baseline methods, 
namely multi-band spectral subtraction (MBSS) [19], Hilbert envelope demodulation 
[7], and coherent modulation filtering [20]. 

3.1 Reconstruction Quality with Numbers of Sub-bands 

The quality index was used to evaluate the performance of speech reconstruction. The 
subjective listening test, such as the Mean Opinion Scores (MOS), provides reliable 
results for assessing the speech quality. However, it is time consuming and requires 
the trained listeners. An objective quality evaluation method, the perceptual 
evaluation of speech quality (PESQ), was used to assess the quality of the speech in 
this paper. The PESQ has been used successfully employed for objective evaluation, 
and is one recommended by the ITU-T for speech quality assessments [18]. The 
PESQ score ranges from 1.0 to 4.5 for most cases. The high score of PESQ indicates a 
better quality, and score of 4.5 is defined as 100% of the quality score in this 
experiment. Fig. 5 showed relationship between the reconstruction quality score and 
the selection of sub-band numbers. In this circumstance, the IEEE speech sentences, 
the corpus of spontaneous Japanese [21] and self-recorded Mandarin Chinese corpus, 
are used to evaluation the reconstruction quality. 
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Fig. 2. The reconstruction quality is related with the selection numbers of analyzed sub-bands 

3.2 Performance Evaluation of Assistive Listening Systems 

The proposed approach for assistive listening system is compared with the baseline 
algorithms, which are the classical speech enhancement algorithm, the multi-band 
spectral substraction (MBSS) [19], and the demodulation based speech enhancement 
methods. The demdoulation based approaches can be sepratedly as inherent method, 
Hilbert envelope demodulation [7], and coherent method, coherent modulation 
filtering methos [20]. Fig. 3 demonstrates that applying the proposed algorithm can 
assist the enhancement of speech interfered by additive noise.  

   
                    (a)                                         (b) 

Fig. 3. The panels show (a) the waveform of noisy speech (b) the enhanced speech waveform 
processed by HAP algorithm 

The quality evaluations of noise-corrupted speech were processed through four 
types of speech enhancement algorithms. Fig. 4 showed the average score of 
enhanced speech under four types of noisy conditions, such as that at airport, bubble, 
car and street with different SNR levels. The results show that the proposed HAP 
algorithm has comparative performance in quality.  
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Fig. 4. Speech quality (PESQ) scores form the enhanced speech obtained from four kinds of 
speech enhancement algorithms at different SNRs 

4 Discussion 

The assistive listening device is to improve the communication and environment 
perception capability of hearing-impaired people. However, the classical speech 
enhancement algorithms, such as spectral subtraction [1] and a minimum mean-square 
error (MMSE) [2], usually degraded the quality and intelligibility of the speech and 
become even worse at low or negative signal-to-noise ratio (SNR) environments, 
especially at the SNR < 10 dB. The reason is because the classical speech 
enhancement algorithms focus on the estimation of noise by mathematical model. 
However, the noise is usually non-stationary, transient, and volatile with ambience. 
The classical speech enhancement processes usually produce the music noise, which 
is induced from the excessive suppression of noisy interference. However, the 
neurophysiological theory of auditory processing emphasizes the target sound source 
based on psychoacoustic characteristics instead of mathematic estimate [8, 15]. It 
means the human auditory system uses certain important strategies in processing 
acoustic signal.  

The AM-FM representation is typically used for modeling the transmission 
information, such as speech, optics and radio. In human auditory processing, the 
perception of speech in noise is similarly to encode the AM-FM characteristics of the 
target source with noise interference. However, it is not easy to decompose the sound 
into AM-FM components perfectly because of the inherent ambiguity. Human ear 
decompose the sound into different frequency band using basilar membrane in the 
cochlea and discriminate speech from the non-speech sounds based on the perception 
of spectro-temporal modulations in the auditory cortex. It inspired us to construct a 
HAP algorithm to mimic the auditory perception mechanism of human ear. Based on 
the assumption, the proposed CWT module realizes the sub-band decomposition with 
an auditory frequency response, and increases the demodulation accuracy in noisy 
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conditions. The results in Fig. 2 also demonstrated that the CWT and its inverse term 
can reconstruction the speech well within 64 channel sub-bands. The modulation 
processing in the cortical auditory processing is used to extract the modulator and the 
carrier precisely. The modulator amplitude was calculated by the autoregressive 
model with long temporal segments (>200ms), which were selected because they fit 
the temporal modulation frequency range of the human voice [15]. This avoids the 
artificial distortion induced from the inaccurate phase information. Fig.4 demonstrates 
the proposed algorithm has better improvement performance at speech quality. This is 
because the amplitude envelope modification by using the proposed algorithm is 
useful for increasing the speech quality. However, the carrier still exists the noise 
components and non-continuous term. In order to evaluate the HAP algorithm in the 
real environment, we assembled an earphone with microphone and receiver which are 
connected with control box to execute the HAP algorithm. Based on the prototype, we 
can hear the enhanced sound through the earphone directly and distinguish the 
difference of the noisy speech and enhanced speech. 

 

 

Fig. 5. The prototype of the proposed assistive listening device based on HAP algorithm 

5 Conclusion  

This work involved developing a human-like auditory processing approach for 
assistive listening system. To approximate the peripheral and cortical auditory 
processing in the human auditory system, this study proposed the cochlear wavelet 
transform, which simulates the cochlea in the inner ear to decompose the acoustic 
signal into sub-bands. The AFD and modulation processing were applied to encode 
the AM-FM characteristics of target source. Finally, the enhanced speech can be 
reconstructed through the proposed inverse cochlear wavelet transform. The objective 
evaluation results indicated the speech quality was improved by 16.9 % on average. 
When tested in the in the negative SNR environments (a SNR of 5dB), the proposed 
HAP algorithm continued to outperform the baselines. Future studies can further 
extend the monaural HAP algorithm to binaural HAP processing [36] for enhancing 
the human voice under heavy noisy conditions and reverberation environments. 
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Abstract. Harmony search (HS) can be applied to various optimization
problems and easy to implement. In this paper, we try to improve HS by
change the reference probability distribution of harmony memory. Zipf
distribution is used to balance the intensification and diversification. In
addition, we propose the adaptive mechanism to avoid setting the new
parameter. Experimental results show that the improvement is effective
on the high dimensional numerical function optimization problem.

1 Introduction

Optimization trys to find the best solution within an allowed solutions set to
achieve some objectives for many theoretical and practical problems. These op-
timization problems can be categorized into two kinds: continuous and discrete.
In the continuous optimization problem, the solutions can be encoded with real-
valued variables. Otherwise, the solutions can be encoded with the discrete vari-
ables in the discrete optimization problems. Whether the continuous or discrete
ones, The allowed solutions set, usually denoted by search space contains a great
number of possible solutions, it is not practical to explore the whole search space
for many problems. For these optimization, to find the optimal solution in the
search space is impractical by an affordable computing cost. Metaheuristics [1]
are developed for these kinds of optimization problems. A metaheuristic is an
approximate algorithm to explore the search space as efficiently and effectively
as possible. A metaheuristic try to find the sub-optimal, or near-optimal solution
by an affordable computing cost. In the past 30 years, there were many meta-
heuristics proposed, such as genetic algorithms [2], ant system[3], and so on. In
the first ten years of 21 century, a new metaheuristic, Harmony search (HS) [4],
is proposed and successfully applied in theoretical and physical domains, such
as solving Sudoku [5], cell-phone network [6], Ground Water Modeling [7] clus-
tering web documents [8], and so on. Harmony search is inspired by the process
of music to search for a perfect state of harmony.

In HS, the solution of this problem is call by the harmony. The harmony
memory(HM) is used to store a set of harmonies. HS constructs new harmony by
referring these harmonies in harmony memory. Only one new harmony (solution)
in one iteration of HS. If the new harmony is better than the worst one in the
HM, the new one would be inserted into the HM to replace the worst one.
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A harmony is coded to a vector of attributes in HS. In constructing new
harmony, for each attribute of harmony, there are three possible choices to decide
its value, as following:

1. Usage of harmony memory: pick the attribute value from the harmony
selected randomly in HM.

2. Pitch adjusting: like the above, but add a little change to the attribute
value.

3. Randomization: randomly assign a value to the attribute.

The usage of harmony memory ensures that good harmonies are consid-
ered as elements of new harmony. In order to use HM effectively, a parameter
raccept ∈ [0, 1], called harmony memory considering (or accepting) rate, is used
to define the probability of usage of harmony memory in constructing a new
harmony. The pitch adjusting makes a little change to the attribute’s value from
harmony memory. The parameter rpa ∈ [0, 1] is called pitch rate which defines
the probability of pitch adjusting after the usage of harmony memory. This try
to tune the value to find a better solution. The randomization increases the
diversification of the solutions to avoid premature optimization.

1.1 Motivation

The balance between intensification and diversification [1] is the most important
to all metaheuristics. In general, the diversification can prevent the premature
optimization and get better final solution. Moreover, the diversification usually
reduces the converging speed and needs more computation time. The randomiza-
tion of HS can be used to increase the diversification. However, the probability
of randomization, 1 − raccept, is a sensible parameter of HS. It should be small
enough to ensure the convergence. For this reason, it is a better way to increase
the size of harmony memory, and another way should be involved to enhance
the intensification.

So we can increase the size of harmony memory to handle the diversity of HS.
And we do not consider the intensification factor to the size of harmony memory.
It makes the size of harmony memory not a sensitive parameter. Thus we can
use a larger size of harmony memory to keep more solutions in the process of
harmony search. In original HS, all harmonies in harmony memory are with the
same reference probability in constructing a new harmony. The distribution of
reference probabilities is an uniform distribution. In this paper, we redesign the
structure of harmony memory. And the distribution of reference probabilities
is changed to Zipf distribution. Consequently, the better harmony is with more
probability, and the worse harmony is with less probability. In addition, the
difference of reference probabilities between better and worse harmonies can be
clearly control by a single parameter z.

It is not easy to decide the algorithmparameters values of the metaheuristics.[9]
For the balance between intensification and diversification, the Zipf distribution
and one new parameter z are involved in HS. In our previous work, ZHS [10], we
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applied various z on different numeric optimization functions. It shows that ZHS is
beter thanHS on the balance between intensification and diversification.However,
it is still a shortcoming to find a suitable value of z for different functions in ZHS.
It is the best way to set the value of z adaptively. It means that the z would be
encoded as one part of the harmony, and the value of z should be adjusted for
different functions.

In this paper, a Adaptive Zipf harmony search (AZHS) is proposed to more
effectively and efficiently solve the numerical function optimization problem. The
remainder of the paper is organized as follows. Section 2 briefly describe the Zipf
distribution. Section 3 provides a detailed description of AZHS we proposed.
Performance evaluation of the AZHS is presented in Section 4. Conclusion is
given in Section 5.

2 Zipf Distribution

Zipf distribution is derived by the Zipf’s law which originally states the skewness
of natural language [11][12]. George Kingsley Zipf proposed the fact that the
frequency of one word is proportional to the power inverse of its rank. The
similar relationship is discovered in some economic domains, such as the income
distribution. In recent years, the Zipf distribution is used to describe the assess
behavior of Internet, such as the visits to web sites[13]. In this work, the Zipf
distribution is used to control the reference behavior to harmony memory, and
to balance between intensification and diversification.

Zipf distribution is a discrete probability distribution. N denotes the number
of elements. ki is the rank of element i, ki is an integer and 1 ≤ ki ≤ N . The
important parameter of Zipf distribution is z which can adjust the inequality. z is
a real number and z ≥ 0. The probability of the element i, P (i), is proportional
to the z power inverse of its rank, ki.

P (i) ∝ 1

ki
z (1)

P (i) =
ki

−z∑N
j=1 kj

−z
(2)

Figure 1 shows the probabilities of Zipf distribution with different z values.
When z = 0, the Zipf distribution is equivalent to the uniform distribution in
this special case. When z is larger, the difference between the first one and the
last one is larger.

3 Proposed Method

In traditional HS, harmony memory is only a set of harmonies. All harmonies in
harmony memory are with the same reference probability in constructing a new
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Fig. 1. Zipf distribution with different z values

harmony. On the other hand, the harmony memory is organized to a sorted list
in AZHS. The best harmony is in the head of sorted list, and the worst one is
in the tail. The main difference between ZHS and traditional HS is the reference
probability distribution to the harmonies in harmony memory. The reference
probabilities of harmonies in harmony memory is related to their position, rank,
in this sorted list. The reference probability of each harmony is proportional to
the z power inverse of its rank. When a new harmony has been constructed, it
would be inserted into the appropriate position in the sorted list if it is better
than the worst one. And then the worst harmony should be removed from the
harmony memory. HS can be considered as a special case of AZHS, when z is
always zero. Figure 2 shows the structure of Zipf harmony memory which size
is 10.

h1

p1 = 0.34

h2

p2 = 0.17

h3

p3 = 0.11

h4

p4 = 0.085

h5

p5 = 0.068

h6

p6 = 0.056

h7

p7 = 0.048

h8

p8 = 0.043

h10

p10 = 0.034

h9

p9 = 0.037

Fig. 2. An example of Zipf Harmony memory, size = 10

Algorithm 1 shows the detail of AZHS. In the beginning to construct a new
harmony, a new z would be assigned for the following steps. The assignment of
z is similar to the assignment of attribute values in HS. There are three ways to
assign z value.

1. Usage of harmony memory: pick the z value from the harmony selected
randomly in HM.

2. Pitch adjusting: like the above, but add a little change to the z value.
3. Randomization: randomly assign a value to z.



An Adaptive Harmony Search Algorithm with Zipf Distribution 163

In this step, the reference probability distribution of HM is uniform, due to
the z is not assigned. After thr z is assigned, the attributes of new harmony
would be assigned in sequence according the z value. If the z value is larger, the
constructing process would prefer the better harmonies in HM. If the z value
is smaller, the reference probability distribution of HM is more uniform in the
constructing process.

Algorithm 1. Adaptive Zipf Harmony Search

Initiate Harmony Memory
for i = 1 to maxnumber of iterations do

if rand() < raccept then
Choose a z value from Harmony Memory
if rand() < rpa then

Adjust the z value
end if

else
Assign a random z value

end if
for j = 1 to number of dimensions do

if rand() < raccept then
Choose a value from Harmony Memory for this attribute
if rand() < rpa then

Adjust the value
end if

else
Assign a random value to the attribute

end if
end for
Insert new harmony into Harmony Memory

end for
Return the best harmony

4 Experiment Result

In this section, we evaluate the performance of the proposed algorithm, AZHS
and compare with original HS. The empirical analysis was conducted on an
virtual machine in CHT Hicloud(http://hicloud.hinet.net/) with 4 CPUs and
8GB of memory using CentOS 6.4 running Linux kernel 2.6.32. Moreover, all the
programs are written in C++ and compiled using g++ (GNU C++ compiler).

In this research, we choose five benchmarks of numerical function optimiza-
tion, F1 ∼ F5. These benchmark functions are well-known and used in many
researches. The function F1 is the De Jongs function 1, sphere function. Next,
the function F2 is the axis parallel hyper-ellipsoid function. The function F3 is
the rotated hyper-ellipsoid function The function F4 is the De Jongs function
2, Rosenbrocks valley. The Rastrigins function is the function F5. The F1, F2
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and F3 are unimodal; and the F4 and F5 are multimodal. The formulae and
ranges of benchmark functions are shown in Table 1. All these benchmarks are
the minimization problems.

In our experiments, all the simulations are carried out for 30 runs. The raccept
is always set to 0.9 . The probability of pitch adjusting, rpa, is 0.3 . The Zipf dis-
tribution parameter z is varied from 0 to 10.0. We choose two different harmony
memory sizes, 50 and 100.

Table 1. Benchmarks for Numerical Function Optimization

Functions Range

F1 f1(x) =
∑n

i=1 xi
2 −100 ≤ xi ≤ 100

F2 f2(x) =
∑n

i=1 ixi
2 −5.12 ≤ xi ≤ 5.12

F3 f3(x) =
∑n

i=1

∑i
j=1 xj

2 −65.536 ≤ xi ≤ 65.536

F4 f4(x) =
∑n−1

i=1 100(xi+1 − xi
2)

2
+ (xi − 1)2 −2.048 ≤ xi ≤ 2.048

F5 f5(x) = 10n+
∑n

i=1 xi
2 − 10 cos 2πxi −100 ≤ xi ≤ 100

To simplify the discussion of the simulation results, we use the following con-
ventions. Let v denote either the value of final solution, Δv the enhancement of
vφ with respect to vψ

in percentage. In other words, Δv is defined as follows:

Δv =
vφ − vψ

vψ
× 100% (3)

where v is either the value of final solution for our experiments on numerical
function optimization problems. The vφ and vψ are the result of two different
algorithms. For example, the HS and the AZHS

Table 2 shows the comparison of HS and AZHS when the dimensions of bench-
marks is set to 50, and the evaluations is set to 100000. In general, the AZHS
is apparently better than the HS, except one. Because all benchmark are mini-
mization problem, the negative Δv means the AZHS is better. The z∗ denotes
the average z value of the best harmony in different tries. Table 3 shows the
experimental result when the dimensions of benchmarks is set to 50, and the
evaluations is set to 100000. In general, the AZHS is significantly better than
the HS in all cases.
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Table 2. Experimental results of 30 dimensions with 100000 evaluations

HM HS AZHS Δv z∗

F1 50 0.001039 0.000599 -42 5.91
F2 0.0164 0.0104 -37 5.92
F3 2.53 1.66 -35 5.97
F4 56.0 35.1 -37 6.90
F5 0.277 0.208 -25 6.03

F1 100 0.00417 0.00057 -86 6.28
F2 0.0562 0.0098 -82 5.92
F3 9.51 1.59 -83 5.19
F4 41.5 46.9 13 5.64
F5 0.562 0.135 -76 6.12

Table 3. Experimental results of 60 dimensions with 500000 evaluations

HM HS AZHS Δv z∗

F1 50 0.549 0.016 -97 6.17
F2 11.3 0.576 -94 6.12
F3 1956.2 91.6 -95 6.70
F4 152.6 134.9 -11 6.04
F5 20.5 14.0 -31 5.81

F1 100 0.925 0.017 -98 5.85
F2 19.080 0.547 -97 5.53
F3 3068.4 85.0 -97 5.66
F4 136.5 134.8 -1 5.42
F5 21.8 15.0 -31 6.24

5 Conclusion

Harmony search (HS) is a relatively new metaheuristic in the past 10 years.
We proposed the Adaptive Zipf harmony search (AZHS) which used the Zipf
distribution to be the reference probability distribution of harmony memory. In
addition, we involve the adaptive mechanism to set the z parameter automati-
cally. It makes the better balance between intensification and diversification. We
applied the AZHS on the numerical function optimization problem. In elemen-
tary, the experimental result shows that AZHS is a significantly enhancement of
HS.

Acknowledgment. The authors would also like to thank the Chunghwa Tele-
com and Networked Communications Program, Taiwan for the support to this
paper.
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Abstract. LED lighting based on solid state IC technology works seamlessly 
with computer and/or computer network. The integration of LED lighting with 
microprocessor (MCU or PSoC) at system levels proliferate many new applica-
tions toward a digital life style. Meanwhile, due to its long life span, compact-ness 
and efficient energy consumption LED lightings are environmental friend-ly. In 
this article we introduce four new applications and show how LED light-ing may 
advance in future “green” digital life.  

Keywords: LED, digital life, LED lighting systems and applications.  

1 Introduction 

LED (light-emitting diodes) has long played a role in consumer electronics as an indi-
cator. It is now emerging as a potential technology for everyday commercial and resi-
dential lighting applications. As incandescent light bulbs are phased out because they 
use too much energy, and concerns over mercury affect sales of compact fluorescent 
bulbs, LED lighting application is receiving increasing attention from consumers and 
governments seeking to reduce energy costs and lower their carbon footprint[1][2][3]. 

While LEDs themselves are not made with silicon, silicon chips are an integral 
component of its fixtures. To be driven properly, modern high power LED lighting 
fixtures are armed with MCU (micro control unit) or PSoC (programmable system on 
chip) for added intelligence, functionality and integration [1]. This represents a signif-
icant market opportunity for chip makers and the use of MCU or PSoC for LED light-
ing creates a frontier for engineering design and for new applications. 

Taking advantage of the chip’s user interface, communication, battery status moni-
toring and etc., the followings show uses for a MCU or PSoC in smart LED lighting 
fixtures for four examples of different applications and perceive the intersection of 
energy, automation and the digital lifestyle. 

2 LED Lighting Applications 

2.1 Intelligent LED Lighting System  

Enabled by smart LED fixtures, the following two examples show intelligent lighting 
systems can combine software and networking technology to tackle large collaborated 
networking applications to save energy and cost.  
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A. LED lighting system manufacturers create a mesh network of fixtures which 
can be managed by software. Each lighting fixture is equipped with an MCU or 
PSoC, Zigbee wireless networking chip, and sensors for detecting light levels and 
when a person enters a room. Test results show with warehouse-like space the system 
has cut costs by 90 percent over HID lights.  

B. Other than being a super energy efficient way to light up a room, LED lighting 
systems are also a way to connect to the internet. Scientists from Germany’s Fraunho-
fer Institute have devised a way to encode a visible-frequency wireless signal in light 
from our plain old desk lamps and other light fixtures with an MCU or PSoC. In the 
near future, jumping on the internet might be as simple as flipping on your light 
switch.  

2.2 Solar Powered LED Lighting System  

Using solar energy in the remote areas is crucial, for it not only saves energy, but 
solves the problem of inconvenience in wiring the power grid. Taking advantage of 
solar energy's merits that is clean, environment protection and inexhaustibility and the 
LED's merits that are high efficiency, long life and haze-penetrating capability, LED 
lighting will be a perfect match with solar cell.  

In the IEEE ICIEA 2009, Zhaohui and etc. [2] proposed LED lighting controller 
that adopts a PSoC and improve the traditional perturbation and observation (P&O) 
algorithm. The same LED lighting controller also regulating the LED brightness with 
environmental light and extends the lifetime of LED.  

The essence of the controller is a negative feedback system. The controller can 
change the objective value according to the environmental light intensity, fulfilling 
the requirement of saving energy. Meanwhile, the controllers save the parameters in 
the EEPROM and communicate with the computer and the network.  

2.3 Smart Greenhouse LED Lighting System 

LED can be used to grow plant in hydroponics’ agriculture, greenhouse lighting, herb 
gardens and home gardens. Well calculated LED lighting brings the perfect balance of 
light to supplement and control the plants photosynthesis. Three light properties are 
especially important when working with plant: amount, direction, and spectral quality. 
All three parameters can be adjusted automatically through MCU of LED driver.  

LED provides the solution to the problems associated with traditional greenhouse 
lighting. Conventional grow lights use up to 1,000 watts of power to operate and must 
be replaced every year. Each LED light uses less than 9 watts of power and is rated 
for 100,000 hours of life (12+ years). Over the lifetime of the LED significant savings 
occur in electricity and replacement costs alone. This energy savings be-comes more 
and more important as energy costs continue to rise.  
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For commercial growing of plant or vegetables where the cost is the major con-
cern, one might create the LED lighting recipe for the control of light intensity, spec-
tra, and duration for minimum energy requirements. Overall, LED lights for Plants 
have the following advantages that can result in lower operating costs:  

A. LED color can be fine-tuned to the spectra most useful to plants. Using only the 
required spectra will increase energy efficiency and reduce operating costs.  

B. Long life time when compare with other light sources.  
C. Work with low voltage, reducing the costs of high voltage wiring and protection 

systems;  
D. Dimmable (0% ~ 100%) to adapt to plant life stages to further save electric en-

ergy;  
E. Lack of radiant heat, which results in a cooler environment near the plants.  
F. Can be paired with secondary optics in the form of either lenses or reflectors that 

direct the light only to those areas needed, resulting in a higher degree of radiation 
utilization and a uniform intensity.  

G. Supplying only the plant required spectra leaves out some spectra required by 
insects for reproduction, supplying a barrier to pests.  

2.4 UV-LED Lighting System  

While white LED for lighting and LCD displays applications are undergoing rapid 
technological advancing due to market demanding, UV-LEDs are benefit from these 
fast developments of these trends, because UV and white LEDs are technically simi-
lar. In principle, LEDs can be made at any wavelength from 250 nm (UV) to 570 nm 
(greenish yellow) can be manufactured by adjusting the semiconductor composition.  

Unlike white LEDs’ lighting impacts, the advancement of UV LEDs is offering a 
wide range of advantages to a diverse number of applications. Dental curing instru-
ments and counterfeit detection applications were early adopters of UV LED  
technol-ogy. The performance, cost and durability benefits combined with recent  
enhance-ments in life span are causing UV LEDs to be integrated into a rapidly 
growing num-ber of niche applications.  

If UV-LED efficiency keeps on improving to the levels of white light LEDs, they 
would be more than twice as efficient as mercury lamps and offer a wider range of  

UV wavelengths. The followings are a list of applications classified by their wave-
lengths ranges [4]:  

A. UV-A (315~400 nm): polymer curing, ink printing, counterfeit detection and 
superficial/cosmetic sterilization,  

B. UV-B (280~315 nm): forensic and bodily fluid detection and analysis, protein 
analysis, drug discovery and medical light therapy,  

C. UV-C (100-280 nm): sterilization of surface areas and water, UV ID  
verifica-tion, barcodes.  
 
 
 
 



170 L.W. Hwang 

 

2.5 Discussion  

The objective of LED lighting system is to reduce the maintenance cost over the life 
of the LED lighting product and substantially reduce the carbon foot print associated 
with lighting in addition to use less power for better light quality.  

The ultimate design goal for a smart LED lighting system shall include the follow-
ing 3Cs:  

• CO2: Reduce CO2 footprint and comply with standard  
• Cost: Reduce total operation cost (TOC) and return on of investment (ROI)  
• Color: Exploring LED lighting “color” and quality factors and implement 

innova-tive illumination application.  

To do so, a smart LED lighting system, for example, may include control technol-
ogies of occupancy sensing, scheduling, tuning, daylight harvesting, and demand 
response to reduce peak power charges etc. Fig.1. shows a grid-connected solar power 
smart LED lighting system [5] [6] includes sensors and IT software solutions for  
controlling.  

 

Fig. 1. Lighting system control  

As IC integrated into a LED subsystem, LED lighting fixture can be programed 
and therefore communicate with other control devices to form a networked 
technology.  

Further IT software solutions shall include, such as energy analysis and audit, en-
ergy management, project design and implementation, maintenance and operation, 
monitoring and evaluation of saving, contracts management and equipment supply. 
Fig.2. shows an energy management system (EMS) which is an information configu-
ration software system with three major function requirements:  

• Define, program, modify, and update lighting control system database;  
• Windows based, capable of running on either central server or a remote client 

over TCP/IP connection;  
• Allow user to define following within desired space: Zones, Scenes, Sub-

spaces, Time-clock, Control station devices, Switching panels, Switch legs.  
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Fig. 2. Energy management system 

2.6 Conclusion 

Recent LED technological advancements (including higher efficiency, higher output 
power and lower cost) are moving the LED market segment into a whole new level of 
lighting product innovation and performance [7].  

From designers’ perspectives, LED lighting as light sources can go beyond the re-
placement of traditional light source [3], by providing new capabilities including the 
control of spectrum, color temperature, polarization, and temporal modulation. We 
can see in the future “smart” LED light sources act more like a computer, can be pro-
grammed and can be as a node in a network to offer multi-dimensional controllability 
that will enhance the functionality and performance of light sources in a wide range of 
applications.  
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It is not enough that you should understand about applied science in order that 
your work may increase man's blessings. Concern for man himself and his fate 
must always form the chief interest of all technical endeavors, concern for the 
great-unsolved problems of organization of labor and the distribution of goods -- in 
order that the creations of our mind shall be a blessing and not a curse to mankind. 
Never forget this in the midst of your diagrams and equations. 

                                                                Albert Einstein 

                                              from an address at Cal Tech (1931) 
 
 
Universal computing is a global goal worthy of the most serious consideration of 
engineering, e-commerce, and educational leaders. For the benefits of the information 
age to effect general humanity, it is essential that computing become more widely 
embraced across the diverse groups of society, to confront the increasing problem of 
the digital divide. Currently, disenfranchisement, disinterest, and overt contempt for 
technology still abounds (Macionis, 2001).  Innovators in engineering and e-
commerce need to devote some of their creative energies to systematically making the 
“universal computing society” a practical reality rather than a myth. The markets for 
e-commerce, let alone the benefits of telecommunication for humanity, require 
continuing energy to educate the majority of society about tools and visions for 
change.  

Research on computer and web usage, even in highly industrialized regions of the 
world, continue to show that much work remains to be done to bring computer access 
to many groups of people, let alone to achieve universality, pervasiveness, or 
ubiquitousness (The World Bank, 2000). Societies of engineers, educational leaders, 
and nations need to invent new ways to work together to include groups of people 
who either remain disinterested or disenfranchised about the universal computing 
paradigm. 

Some engineering and e-commerce leaders continue to market the power the 
evolving cyberworld. Cyberchange leaders have continued to endorse enthusiastically 
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the vision of a world of computing that affects everyone, whether they like or not, or 
even if they are not aware of it. The concept that a full motion digitized video 
technology can bring the world’s people into an interactive, peaceful and productive 
whole is a marvelous vision, however.   

As university professors in education and technology, the writers have enjoyed the 
benefits (one in the US and the other in Taiwan) of upper middle class access to 
computers and servers.  Advanced degrees and the support of continuing education 
can provide a means to make the vision of a world of universal and ubiquitous 
computing a reality. But, the writers have noticed with soul-searching concern that 
their own daughters, let alone friends of “less economically dominant” perspectives, 
ages, or races do not seem to either know about the brave new positive future, or that 
they just don’t see evidence that this vision will apply to them.  Everyone is not 
engaged in e-commerce or universal computing. 

1 Facing the Disenfranchised in the Universal Computing 
Vision 

Harasim, Hiltz, Teles, and Turoff (1995) indicated that the Internet has been able to 
bridge the constraints and to break the barriers of space and time, enhancing learning 
without walls and just in-time learning. In addition, the connection through computer 
networks has made it convenient to reach different people and different information 
networks in the connected outside world.  The writers are concerned that their daughters 
and friends are not in either overt or covert ways disenfranchised from participating 
freely, voluntarily, or enthusiastically in the body politic that seems to be in charge of the 
pace of cyberchange. However, Turkle (1988) found that women continue to be less 
receptive to use of computing and online resources than men, providing the writers with 
concern that their daughters me face disenfranchisement in the future.   

The vision of a world in which text, audio, and video are unoppressively 
available—i.e., pervasive—to provide users with the knowledge, experience, and 
wisdom for full participation in a democratic global society holds much promise. But, 
it is critically important for advocates of increasing the pace of cyberlearning to 
continue to realize that many children, seniors, rural or urban people, and members of 
less advantaged groups are yet disenfranchised or very disinterested, if not hostile.  

Russell described the pervasive computing trend as moving towards increasingly 
ubiquitous connected computing devices in the environment, particularly through 
wireless technologies and the Internet. His view of pervasive computing devices has 
been a different paradigm than current perception of  personal computers. Russell 
conceived of a world of ubiquitous as follows: 

…“very tiny—even invisible—devices, either mobile or embedded in almost 
any type of object imaginable, including cars, tools, appliances, clothing and 
various consumer goods - all communicating through increasingly 
interconnected networks. According to Dan Russell, director of the User 
Sciences and Experience Group at IBM's Almaden Research Center, by 2010 
computing will have become so naturalized within the environment that people 
will not even realize that they are using computers. Russell and other researchers 
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expect that in the future smart devices all around us will maintain current 
information about their locations, the contexts in which they are being used, and 
relevant data about the users. The goal of researchers is to create a system that is 
pervasively and unobtrusively embedded in the environment, completely 
connected, intuitive, effortlessly portable, and constantly available. Among the 
emerging technologies expected to prevail in the pervasive computing 
environment of the future are wearable, smart homes and smart buildings. 
Among the myriad of tools expected to support these are: application-specific 
integrated circuitry (ASIC); speech recognition; gesture recognition; system on a 
chip (SoC); perceptive interfaces; smart matter; flexible transistors; 
reconfigurable processors; field programmable logic gates (FPLG); and 
microelectromechanical systems (MEMS). (p. 1) 

Other leading technological organizations are exploring pervasive computing. 
Xerox's Palo Alto Research Center (PARC), IBM's project Planet Blue, Carnegie 
Mellon University's Human Computer Interaction Institute (HCII), and the 
Massachusetts Institute of Technology (MIT) have projects that envision a future of 
ubiquitous computing devices as freely available and easily accessible as the air to be 
breathed (Russell, 2001).  

Potential for micronized devises to be implanted in animals or people, whether like 
products to be identified with electronic bar codes, or, even more complex, like 
miniaturized servers to free users from the need to be connected to the control of 
centralized servers, can raise significant concern people who may have been in the 
past only casually interested in computing (Russell, 2002). Who gets the opportunity 
for having these marvelous devices implanted?  Who pays for the option?  Who is 
not important enough to be included? How can social justice and equity issues be 
assured in knowing that the wealthy and informed will be the first recipients? 
Computers have become valuable tools people use to access information and 
communicate with others around the world. For many people in the industrialized 
world, computers are everywhere, and virtual communities may becoming pervasive, 
but far from universal. The landscape for connecting people has been changing as 
technology advances and computers extend into most every facet of daily living in the 
advantaged nations. Some level of computer literacy is requisite for most professional 
leaders to be successful in today’s world of competing economic and international 
relationships (Craig, 2002). 

The World Bank (2000) reported that personal computers became commonplace in 
high income countries, including the US, the nations of Western Europe, Japan, and 
Australia. But, by contrast, personal computers were rare in the poorest countries of 
the world, particularly in Asia and Africa. Peterson, Wunder, and Mueller (1999) 
made the following comments about the global economy and capitalism: 

The tendency of modern capitalism to pursue short-term gain to the long-term 
detriment of the environment, workers, and economic stability has largely been 
controlled in the First World through governmental regulation. Each of the 
industrial capitalistic nations of the First World has learned through experience 
to control the most dangerous for of speculation and the most questionable 
financial practices. Elsewhere, however, much of the global economy is out of 
control.  In Russia and the Second World nations, the retreat from socialism and 
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the move toward capitalism has resulted in the extreme wealth of a few and 
increasing crime rates. Many of the masses in these countries are out of work, 
out of home, and out of luck. More recently, the rapidly expanding boom 
economies of Southeast Asia have experienced sharp downturns that have 
resulted in economic chaos and human suffering. (p. 268-269) 

With so many people unable to participate in online commerce or online 
educational resources, it is hardly reasonable to assume that the personal computing 
movement may be described as at the stage of pervasiveness, let alone universal. It is 
an intellectually exciting vision that personal computing is or will soon become less 
and less dependent on group-controlled servers and thereby move computing to 
become ubiquitous. But, the nagging question of who will be included and excluded 
prevails. 

2 Eight Potentially Disenfranchised Groups with Limited 
Influence in Cyberchange  

According the McGinn, McCormick, (1999) and Macionis (2001), telecommunicating 
has special appeal to workers who want to hold a job while still caring for small 
children or aging parents. But this makes telecommuting more popular with women 
who take great responsibility with family care, but this pattern has potential to 
perpetuate gender inequality at work in which women may advance more slowly than 
workers who work all day in the office. 
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Fig. 1. The Potentially Disenfranchised Groups in Cyberchange 
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Attitudes, behaviors, conceptions, and motivations have been selected by some 
researchers as the variables affecting the adoption of Web-based learning technology. 
It is important to realize that the relationships among attitudes to use, intentions to 
use, and actual usage in the field of information technology are interactive in the 
development of distance learning. Information technology acceptance, as well as 
intentions to use, and actual usage is interdependent. These concepts are all very 
important research issues in the Management Information System field (Chau, 1996; 
Davis, 1989, 1993; Davis, Bagozzi, & Warshaw, 1989; Venkatesh, 1999). When these 
attitudes are further complicated by stereotypes among groups and economic and 
power differences, the attitudes become difficult to change. Yet, the challenges for 
advocates for a world of pervasive computing need to understand that attitudes either 
support or resist even the best intended changes. 

Albert Einstein’s conception even in 1931 was that scientists and technologists 
should have a deep concern for the fate of humanity, keeping this as the “chief 
interest of all technical endeavors, concern for the great unsolved problems of 
organization of labor and the distribution of goods -- in order that the creations of our 
mind shall be a blessing and not a curse to mankind” (Einstein, 1931). In any serious 
deliberation about the utility or general value of innovation and the “magic” of 
telecommunications, there should be an equal commitment of scholars to the macro 
issues of providing responsible inclusion of others to understand how well intended 
technological developments will improve the fate of humanity. George Bernard Shaw 
(1903) wrote, “Liberty means responsibility. That is why most men dread it.”  

3 Gender as a Primary Variable in Receptivity to 
Cyberlearning 

In their research with a population of a university population in Taiwan, the writers’ 
used a modification of the Technology Acceptance Model (TAM) of Davis, Bagozzi, 
and Warshaw (1989) to determine which variables were most significant among the 
array of factors related to attitudes toward computer and Web uses.  The writers were 
frankly surprised to find—even in Taiwan with an international reputation for being 
the center of the semi-conductor industry—the two variables of (1) gender and (2) 
intention to use online courses were the most significant in identifying receptivity to 
diffusion of online courses. Women were less receptive or experienced than men.  

This finding encouraged the writers to speculate on how attitudes of women may 
be negatively at work in the global information society, the importance of further 
understanding the reticent phenomena, and the implications for selecting and 
nurturing women as educators and leaders interested in a positive rate of adoption and 
adaptation of online resources in global education.  

Davis theorized in the TAM that an individual’s actual system usage is determined 
by behavioral intention, which is in turn determined by perceived usefulness and 
perceived ease of use. The TAM also has become a powerful model for predicting 
user acceptance of technology and has been studied in more than 100 studies focusing 
on the validation of the model across different settings (Lucas & Spitler, 1999). 
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External Variables 

Perceived Ease of Use 

Perceived Usefulness 

Behavioral Intention to Use Actual System Use 

 

Fig. 2. Technology Acceptance Model (TAM) (Davis et al. 

In the writers’ research in Taiwan, the writers followed the work of Lee (2001) 
who developed a modification of the Technology Acceptance Model and used this 
structural equation modeling to decipher learner behaviors related to adopting Web-
based learning technology in adult and higher education. Some empirical studies have 
examined attitudes on a wide range of topics, such as user-attendance management 
(Frayne & Latham, 1987), computer skill acquisitions (Gist, Schwoerer, & Rosen, 
1989; Mitchell, Hopper, Daniels, George-Falvy, & James, 1994), and user-acceptance 
of technology (Agarwal, Sambamurthy, & Stair, 2000).  

Several theoretical frameworks have been proposed and empirically tested for the 
adoption of information technology. Following are research studies related to 
acceptance of information technology. The Technology Acceptance Model has been 
one of the most influential theories in accounting for information system and 
technology acceptance of end users (Davis, 1989; Davis et al., 1989). The TAM 
concept was developed from the social psychology theory of Technology Reasoned 
Action (TRA) (Ajzen & Fishbein, 1980; Fishbein & Ajzen, 1975), and it explained 
user acceptance of a technology based on user attitudes. 

Based on prior literature reviews, attitudes, behaviors, conceptions, and 
motivations have been selected by some researchers as the variables affecting the 
adoption of Web-based learning technology. It is important to realize that the 
relationships among attitudes to use, intentions to use, and actual usage in the field of 
information technology are interactive in the development of distance learning. 
Information technology acceptance, as well as intentions to use, and actual usage is 
interdependent. These concepts are all very important research issues in the 
Management Information System field (Chau, 1996; Davis, 1989, 1993; Davis, 
Bagozzi, & Warshaw, 1989; Venkatesh, 1999). 

Studies in the US have reported gender differences as a contributing factor in self-
efficacy. Miura (1987), for example, found males to have significantly higher 
computer self-efficacy than females in sample of undergraduate students. Males also 
scored higher on perceived relevance of computer skills to future career, interest in 
knowing how a computer works, and intentions to take computers courses.  

The writers conducted research in an available population of adult men and women 
pursuing technical careers in Taiwan in order to test assumptions from the literature 
that women, even in technology-rich Taiwan, would be less receptive to use of online 
courses than their men counterparts. The findings of the study were surprising and 
disappointing. The Taiwanese women had less receptivity than men to use of online 
resources, just had been found in studies related to gender in the US.   
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4 Gender Findings in the Taiwanese Study–Cyberspace Lessons 
from a Tiger 

The writers used the TAM adaptation to assess Taiwan technical university students 
in one institution (Tajen Technological Institute, the place of work of writer Wang) to 
examine specific factors as predictors of which adult learners will likely continue to 
be receptive to Web-based learning opportunities. This study also contained different 
perspectives from prior TAM research, including Web-based learning system features 
and psychological correlations with external variables. The research focused on 
determining which attitudes and perceptions predicted user acceptance and use of 
Web-based learning technology.  

4.1 Assessing Technical University Students in a Land of the Crouching Tiger 

The target population of the writers’ Taiwanese study contained all postsecondary 
students who had basic computer-related literacy courses and were enrolled in three 
different departments at Tajen Institute of Technology in Taiwan during the fall 
semester of 2002. The assumption was that students in technology institute computer 
classes would have basic experience in using a Web browser and the Internet. This 
student experience allowed these respondents to have the minimum requirement for 
using the study survey that was designed to evaluate respondent attitudes about future 
participation of students in Web-based learning technology. In addition, this study 
adopted intact groups, such as computer class cohort clusters, to complete a short 
training session for Web-based learning. 

Cluster sampling was used to select computer classes for the study. There were 23 
such classes in the fall of 2002. Students from different academic majors of study who 
were taking computer courses participated in this study. The departments of 
Management Information Systems, Healthcare Administration, and Pharmacy each 
had computer-related courses being taken by their students. Also, the instructors of 
these courses demonstrated Web-based learning instruction for students, as well as 
hands-on learning trials. The students were over 18 years old and were from the above 
academic departments. For these three academic departments, there were 11 classes 
within the higher education division and 12 classes within the continuing education 
division.  

These classes were numbered, and from a table of random numbers, three were 
selected to represent the continuing education subgroup, and three were selected to 
represent the higher education subgroup. For the higher education division, the 
selected three classes each had approximately 50 students enrolled. For the continuing 
education division, the selected three classes also each had approximately 50 students 
enrolled. To sum up, there were a total of six classes selected by cluster sampling 
from 23 available classes. Also, two classes of the remaining 17 classes first took part 
in a field test to assure the reliability and validity of instrument. Krejcie and Morgan 
(1970) designed a table for determining sample size from a given population and 
deciphered the relationship between sample size and total population. According to 
the population data they provided, of a population size of 1,300 students who enrolled 
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in basic computer-related literacy courses in the fall academic year of 2002, the 
sample size should be approximately 297.  

The 1,320 student population included 638 students in higher education and 682 
students in continuing education. Because of the relative equality in the size of these 
groups and the use of cluster sampling procedures, the number of students in the 
research sample was 265 respondents out of a total number of 312 students in the 
sample size. From the higher education division there were 135 and 130 were from 
the continuing education division. 

Even with strong Taiwanese parental advocacy that daughters select a technical 
career—such as management information systems, health care management, and 
pharmacy—the women in the writer’s research were two times more reticent about 
using online resources or taking online courses than men counterparts.  To advance 
the pace of appropriate use of online education, this gender bias research needs to be a 
high priority across the world. A plan needs to be developed to both educate women 
about the benefits of a cyberworld and to provide them with the knowledge and skills 
to overcome their reticence and to lead in the use of cyberlearning for improving 
global education 

5 Variables in the TAM 

Davis (1989) identified user attitudes as directly affecting behavioral intentions to use 
the information technologies. Behavioral intentions, in turn, directly influenced actual 
usage. The core constructs of the TAM concept as modified by the writers for a study 
of university technical university degree students in Taiwan included prior computing 
experience (PCE), computing skills (CSs), perceived usefulness  (PU), perceived 
ease of use (PEOU), and behavior intention to use (IU, with IU1 related to intention to 
use Web resources for supplemental learning, and IU2 related to intention to use the 
Web for distance education courses).   

The following Figure 3 shows that among the TAM variables in the writers’ study 
in Taiwan, gender had the most significance in predicting positive perceptions toward 
usefulness of computing and its ease of use, as well as the intention to use the Web 
for distance education courses. The probability levels of .002, .005, and .022 on the 
Figure were significant at the .05 level. 

 

Fig. 3. Gender as the most significant variable to predict receptivity 
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It is interesting to speculate how the order of significance in the above constructs 
may or may not be influenced by cultural context. The writers look forward to 
dialogue with East and West colleagues about this issue. Adult students across the 
world who have become able to embrace the information technology can make it a 
part of their learning culture. 

The writers modified the TAM instrument five sections (from A to E). First, the 
perceived usefulness (PU) and the perceived ease of use (PEOU) related to use of 
Web-based learning technology were placed into a multiple-choice format in section 
A. Section B asked questions about the intentions of using Web-based learning either 
as a supplementary learning tool or as an entire online distance education method. 
Sections C and D asked about attitudes toward computing and attitudes toward Web-
based learning with the combined scales of computer attitudes scale (CAS) and Web-
based attitudes scale (WAS). 

The importance of attitudes and beliefs for learning to use computers has been 
widely acknowledged. In order to evaluate the perceptions of computer and Web-
based environments simultaneously, it was necessary to develop a survey that 
included these two attitudes scales, such as the Computer Attitude Scale (CAS) and 
Web-based Attitude Scale (WAS).  

A number of instruments have been developed to measure attitude towards 
computers (Brock & Sulsky 1994; Cambre & Cook 1985; Jones & Clarke 1994). The 
Computer Attitude Scale, developed by Loyd and Loyd (1985), consists of four 
subscales: anxiety of computers, liking of computers, confidence in computers, and 
usefulness of computers, which has been tested numerous times for validity and 
reliability.  

Due to the fact that the TAM computer attitude scale could not survey the 
perception of computer and Web-based environments simultaneously, it was essential 
the study of the writers to develop a survey that included these two attitude issues. 
Therefore, there were two scales, the computer attitude scale (CAS) and the web-
based attitude scale (WAS), in this study to recognize the perception of computer and 
Web-based environments.  

Furthermore, the Internet and World Wide Web (WWW) are appropriate computer 
technologies to create a Web-based environment. In this study, the survey structure of 
Web-based environment was based on the structure of the Internet and WWW 
technologies. Similarly, the WAS also contained these four subscales in which 
respondents were asked to respond to a 16-item Web-based attitude scale survey 
concerning attitudes toward using the Internet, WWW, and their experience in order 
to cover the attitude components such as affect, cognition, and behavior. 

For computing to become ubiquitous, both genders need to be advocates of the 
changes. The climate for adult web uses in the twentieth first century is important area 
concern for e-commerce or e-service. It takes time for people to accept an attitudinal  
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position toward web uses. Adults who have felt comfortable when using the web as 
instructional tool are more likely to integrate the daily activities (Riel, 1993).      

6 Rural and Urban Differences 

The market for high technology is necessarily in the locations of the world that have 
the most dense fiber connections. The fiber optic network has evolved in the largest 
population centers of the world. If there were more Internet connections in Tokyo 
than in all of Africa during the past decade, then the promotion, support, and 
consumption of online resources would certainly have been in Japan. The less 
economically self-sufficient and rural populations of the world are left 
disenfranchised when urban markets and unregulated capitalism determine the 
directions for technology development. 

Keller and Klein (1999) wrote the following conclusion about factors in less 
developed regions that contribute to economic development trends: 

The factors contributing to the cycle of underdevelopment create structural 
problems that make development difficult. Outside interventions can either help 
of hinder the process. They can inadvertently reinforce the problems while 
purporting to provide solutions. Trade, aid, private investment, and technical 
assistance act positively on an economy when local elites have achieved stable 
economic and political decision-making processes. Such stability results from a 
social consensus…. Thus, in addition to economic factors, any analysis of 
developing world problems must account for the underlying social factors that 
may explain why some countries achieve ongoing growth and improved 
standards of living while others do not. (p. 67) 

The urban and rural split has contributed to the digital divide. Even in South 
Dakota in the US Midwest, the high speed Internet II fiber optic network is only 
available in cities and towns. The writers have been painfully aware that the slow 
speed of reliance on twisted copper telephone wire makes the use of rural telephone 
service a frustrating experience when graphics, pictures, and video are a part of 
communications. The urban setting, with its higher speed networking services, is 
advantaged and may allow itself in the protection of its members to think that 
cyberspace is universal. But, in truth, the services of the Internet are far from 
universal or pervasive in most rural parts of the world. 

6.1 A Graphic Display of the Eight TAM Instrument Variables 

The TAM instrument constructs, as modified by the writers, has eight primary 
variables as in Figure 4 below.   
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Primary Receptivity Constructs Related to Use of Online Resources 
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Fig. 4. The Writers’ Modified TAM Receptivity Constructs Related to Use of Online Resources  

In Figure 4 above, the order of significance—from most to least significant—of the 
variables in the writers’ Taiwanese study was as follows: (1) D—Gender, (2) H—
Intention to Use Online Courses, (3) G—Intention to Use Computers, (4) F—
Perceived Computer Ease of Use, (5) E—Perceived Computer Usefulness, (6) A—
Prior Computing Experience, (7) B—Computing Skill Levels, (8) C—Subject Major. 

7 The Impact of Socio-Economic, Race, and Age Differences 

The increasingly complex knowledge and skills required for full participation in the 
cyberlearning and e-commerce world require levels of education and outlay of 
funding for extended and continuing education that are significantly out of reach of 
many middle class families, single parent families, and seniors, let alone for the 
working poor. The clever and omnipresent marketing of the large computer 
conglomerates exhausts even the most cheerful advocate for increasing the pace of 
cyberlearning. But, for the poor, disadvantaged, isolated, and unempowered, the 
challenge to be a part of the freedom of the body politic in influencing the direction or 
pace of the cyberworld is hardly on their minds. 

The notion that ordinary people might share in the further development of a 
cyberculture as planners and developers seems almost ridiculous in the face of today’s 
dominance of Microsoft and a small number of people who think of pervasiveness in 
terms of making the majority of the citizens of the world into consumers. Guell 
(2003) had the following argument about how US society is trapped by big business: 
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When a business treats us badly, most of us get a high degree of satisfaction by 
announcing that we will never be back… When a representative of a 
monopolistic company makes you mad, you know the representative knows that 
you have alternatives; you are stuck... For capitalism to function, these situations 
work best when there is both a carrot of high profits and a stick of bankruptcy to 
keep firms working in the consumer’s best interest. Without such incentives, a 
company’s profit motive tends to work against consumers rather than in their 
best interests. (p. 332) 

As the mega-corporations have increasingly dominated the cyber world, the 
potential for the disenfranchised to increase in number is likely.  Kimmelman 
reported (2000) on consumer groups and the digital divide, giving the following grim 
report about the status of the “disadvantaged and disenfranchised” in the computer 
world: 

Gene Kimmelman, co-director of the CU’s (Consumers Union) Washington 
office, said the (CNN) report shows that “vulnerable groups are harmed by their 
lack of access to technology” and policymakers “should begin to seek cost-
effective avenues to address this deprivation.” (p. 2) 

In the scope of this paper, the very significant issues in age and race 
discrimination, which have been written about extensively by other, will not be 
addressed. But, it should be emphasized that matters of economic discrimination 
based on race also contribute to defeating the Bill Gates’ dream of having pervasive 
computing among people of a very large upper middle class. 

The persistent digital divide between and among groups of the world who have and 
those who have not access to computing resources begs for constant consideration by 
educators and policy makers who profess to be “change agents.” The director of the 
Consumer Federation of America, Mark Cooper, made the following conclusions 
(2000) about the need for policy on assuring that the cyberworld will focus on people, 
education, and resources, and not on corporate tax breaks: 

While computer ownership and Internet use continue to grow, the “digital 
divide” that separates those Americans connected to the Internet from those who 
not persists and is not likely to disappear any time soon,… The gap puts millions 
of Americans at a disadvantage in our increasingly “online” society. The more 
important the Internet becomes, the more serious the problems will be, unless 
steps are taken to close the gap;… a detailed national survey of 1900 respondents 
found that 47% of the respondents do not have access to the Internet at home. 
The “disconnected” are much more likely to be lower income, older, and 
minority households.  (p. 1) 

The educational systems of the world continue to set goals, design tests, and work 
their efforts at developing a meritocracy to select the best minds for membership into 
the ranks of the educated and into the laboratories of scientists and engineers. Then, in 
a peer culture of people of similar backgrounds, society encourages the educated to 
work their magic through research. It is no surprise that specialization and 
departmentalization create exclusive societies that are responsible for leadership. The 
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very nature of the narrowness of professional organizations, however, creates a 
continuing need for these groups to be vigilant in seeking ways to reengage 
themselves in the larger diverse society.   

The university education establishment has long hoped for a rigorous liberal arts 
education to reinforce members of all specialized knowledge groups to remember to be 
a part of the whole of society. In matters of contemporary technology development, it 
remains to be seen whether or not the general and liberal arts education is adequate in 
producing highly specialized professionals who can both produce important 
innovations, while yet sharing in the responsibility to communicate visions and better 
practices to the public at large. The synthesis of specialized knowledge and the pursuit 
of the integration of knowledge and diverse people of the world continue to be 
significant challenges for educated people with a social conscience. 

It is a challenge for educators to understand engineers, for computer analysts to relate 
to poets, for the rich to empathize with the poor, and for the races to live in harmony. 
But, the brave new cyberworld depends on the capability of a vision of universal 
computing to be embraced by the majority of the groups of the world. As the highly-
specialized research on information technology continues, it may be very useful and 
essential for professional societies to assure that in most every conference and journal 
there is an opportunity to share perspectives, visions, needs, and promising innovations 
with colleagues and citizens from other specialties and walks of life. 

Castells wrote from a sociological point of view on the emerging global network 
society. He concluded that the new global informational economy is capitalistic in 
which sources of productivity and competitiveness for firms, regions, and nations 
depend, more than ever, on knowledge, information and technology processing. He 
maintained that this new economy is potentially more exclusionary than the industrial 
economy if it is not adequately regulated.  It reaches out to the world but excludes 
the majority unevenly through switching on some links and switching off others. 
Castells believes that the Third World has become increasingly diversified internally, 
the First World has generated exclusion, and an emergent Fourth World of exclusion 
is populated largely by women and children (Castells, 2002). 

In the highly industrialized nations of the world, achievement motivation for 
competing in global markets consumes most of the energies of educated and specialized 
people. In the US, Japan, and Taiwan, from the perspective of the writers, most 
professional people work at a frantic pace to remain informed about changing 
knowledge and fruitful areas for research. For many educated professionals, keeping up 
with change in an area of micro-specialization precludes the time necessary for 
reflecting on the macro-societal issues that are of concern to less fortunate members of 
society.  

How emerging technologies may or may not be relevant to matters of redistribution 
of wealth, the happiness of men or women in the family, or to human rights and dignity 
are hardly matters that very busy professionals have the time to consider. Yet, as the 
great thinkers of the world, including Einstein, have cautioned, the future of human 
innovation needs always to be judged on its service to broader humanity. All the 
commitments to sixty-hour work weeks, efforts at cram schools, struggles to finish 
online or campus-based degree programs, or sacrifices to meet economic goals will 
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mean little if they do not help to ameliorate the problems of poverty, discrimination, and 
isolation of many people in the world. E-service, E-commerce, and E-learning will be 
best when they demonstrate that they are essential to world peace, the expansion of the 
middle classes, and the creation of an inclusive global society. 

8 Summary 

Regarding the vision of universal pervasive computing, there is a need for systematic, 
reasoned, and humanistic thinking about the problem of disenfranchisement of so 
many parts of society. The large scope of the problem should cause significant pause 
for advocates of the further development of the cyberworld.  

The number of people who yet have either inferior service or no access needs to be 
a major concern to research and development leaders in engineering and e-commerce. 
The challenge for cyberspace leaders is to recognize and resolve the problem of the 
disenfranchised groups in the world who have not yet been touched by the concept of 
universal pervasive computing. Large numbers of people remain inaccessible to e-
commerce and disenfranchised from participating in the new world technology vision.  

The continued dominance of urban markets controls the direction of the free 
enterprise development of computing. Less populated and smaller markets in rural 
parts of the world go unserved or have to endure much slower, inferior, and non-
competitive access. This disparity among groups is a reality in industrialized nations, 
as well as developing countries. Women continue to be significantly less receptive to 
the cyberlearning vision than men. Studies in the US and Asia continue to show that 
cyberspace advocates have yet to promote a concept of a better society that many 
women will advocate, let alone engage. 

Professional engineering and education societies need systematic plans to increase 
potential for inclusiveness in the practical implementation of the universal pervasive 
computing vision. Innovation unheeded by major parts of society defeats the efforts of 
exceptional researchers. To further develop a universal cyberworld, technology 
advocates need to include groups that have been disenfranchised or disinterested. 

National and global interventions are necessary to recognize these sociological 
issues and to make policies that will distribute access for the achievement of the 
vision. Professional engineering, education, and technological societies need to accept 
responsibility to be inclusive, rather than exclusive, in developing a universal 
computing vision that can be have pervasive and ubiquitous character.    

 
The question is not whether "big is ugly," "small is beautiful," or technology is 
"appropriate." It is whether technologists will be ready for the demanding, 
often frustrating task of working with critical laypeople to develop what is 
needed or whether they will try to remain isolated, a luxury I doubt society will 
allow any longer.   

                                    Robert C. Cowan, 1980        
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Abstract. Pregnancy and fetus development is an extremely complex
biological process that, while generally successful and without compli-
cations, can go wrong. One of the methods to determine if the fetus
is developing according to expectations is cardiotocography. This diag-
nostic technique’s purpose is to measure the heartbeat of the fetus and
uterine contractions of its mother, usually during the third trimester of
pregnancy when the fetus’ heart is fully functional. Outputs of a car-
diotocogram are usually interpreted as belonging to one of three states:
physiological, suspicious and pathological. Automatic classification of
these states based on cardiotocographic data is the goal of this paper. In
this research, the Random Forest method is show to perform very well,
capable of classifying the data with 94.69% accuracy. A comparison with
the Classification and Regression Tree and Self-organizing Map methods
is also provided.

Keywords: random forest, CTG, fetus, SOM, decision tree.

1 Introduction

Although the quality of prenatal care is still improving and the fetus mortality
rate decreases every year, the death of a fetus in it’s later stages of development
is still a very real possibility. Therefore, fetus observation and actual state eval-
uation is very important throughout the whole gestation. The prenatal care is
one of the most difficult medical branches as fetuses are incapable of describ-
ing their feelings and problems to the obstetrician. Therefore, the obstetricians
can observe only the physical manifestations using tools like the ultrasound,
electrocardiography or echocardiography. In 1960, a new examination method
known as the cardiotocography (CTG) was invented. CTG has an irreplaceable
role in the prenatal care and can be used from the 27th week of the pregnancy.
Examination by CTG is usually recommended to pregnant women that suffer
from diabetes, high blood pressure and other diseases that can endanger the
fetus. CTG can measure the heart activity of a fetus, it’s movements and the
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mother’s uterine contractions simultaneously. There are two main principles: in-
vasive examination (intrapartum) and noninvasive examination (antepartum).
The gynecologists and obstetricians observe especially four basic parameters:

1. Fetal heart rate baseline (BL) - physiological values in the range of 110-150
beats per minute (bpm). BL values higher than 150 bpm or lower than 110
bpm could mean tachycardia or bradycardia, respectively.

2. Acceleration (ACC) - an increase of the BL larger than or equal to 15 bpm
observable for at least 15 seconds. The acceleration should occur at least
twice every 15 minutes. Acceleration observed at night can be considered
pathological, but they can also be a natural response to the movement of
the fetus.

3. Deceleration (DCL) - a decrease in the BL larger than or equal to 15 bpm
observable for at least 15 seconds. Combined with uterine contractions, de-
celerations may indicate fetal hypoxia (oxygen supply deprivation).

4. Variability - fluctuations in the BL that are not evaluated as either acceler-
ation or deceleration. When observing the variability parameter, sleep and
daytime activities must be taken into account as the parameter can differ
based on the two time periods.

The standardized method of evaluating the actual fetus state was determined
by the Federation of International Gynecology and Obstetrics (FIGO) in 1986.
According to this standard, CTG records can be classified to one of three basic
groups: physiological, suspected and pathological, also known as normal, inde-
terminate and abnormal.

1. Physiological: Physiological state of a CTG record is indicated by the BL
of 110 to 160 bpm with baseline variability of 5 to 25 bpm, at least 2 accel-
erations greater than 14 bpm during a 15 minute period, no decelerations at
all or no decelerations exceeding 14 bpm for longer than 15 seconds and the
presence of a moderate tachycardia (161-180 bpm) or bradycardia (100-109
bpm). However, moderate tachycardia and bradycardia are considered to be
normal only under the condition that the observed baseline variability and
accelerations do not vary. If the subject being monitored meets these criteria,
further monitoring may be deemed unnecessary.

2. Suspicious: The BL from 100 to 109 bpm and from 161 to 180 bpm is in
the suspicious category of an antenatal CTG. There is a reduced baseline
variability of less than 5 bpm for at least 40 minutes but less than 90 minutes,
or a variability greater than 25 bpm. At least two accelerations of 15 bpm
and more lasting at least 15 seconds should occur every 15 minutes. The
deceleration is variable with depth less than 60 bpm and with duration less
than 60 seconds. A CTG record is considered suspicious if exactly one of
these criteria is met. Further assessment is required by a specialist.

3. Pathological: A CTG record is considered pathological if the BL exceeds
180 bpm or drops below 100 bpm, the variability drops below 5 bpm for
a period longer than 90 minutes, an atypical variable or late decelerations
occur and last over 30 minutes, a single prolonged deceleration occurs and
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lasts longer than 3 minutes, the heart of the fetus being monitored starts
beating with a sinusoidal pattern for more than 10 minutes or a prolonged
bradycardia occurs. Two or more occurrences of these symptoms are a reason
for the immediate attention of a specialist.

The full description of CTG records and its classifications are largely beyond
the scope of this paper. We encourage the reader to further study the matter,
for instance, in [1,2] or [3].

2 Dataset

The dataset used in this paper was created at Faculty of Medicine in the Univer-
sity of Porto and consists of 2126 records. Each record was manually evaluated
by three obstetricians and consequently classified to one of the three groups. The
original CTG records were analyzed by SiSPorto 2.0, a software for automatic
CTG record processing. From each of the records, 21 attributes (features) that
are related to fetal heart rate, fetal movement and uterine contraction were ex-
tracted. The dataset contains 1655 physiological records (77.8%), 295 suspicious
records (13.8%) and 176 records considered to be pathological (8.2%) [4].

3 Previous Work

Many studies focused on the same or similar field of research were done in the
past and many more are still undergoing extensive work. Such studies usually
focus objectives related to analyzing CTG records such as automatic baseline
determination [5] [6], classification of the type of an acceleration and declaration
[7] and feature extraction [8]. Papers focused on CTG record classification de-
scribe several methods capable of dealing with the problem with varying success.
The accuracies achieved by a neural network (NN) model and the adaptive fuzzy
interference system (ANFIS) were compared in [9]. While neural networks are a
recurring topic in this area of research, proven by the use of the modular neural
network in [10] or the back-propagation neural network in [11], other methods
are applicable as well. Linear Discriminant Analysis and Decision Trees were
compared with neural networks, for example, in [12].

The following subsections provide a brief description of the methods used and
evaluated in this study. The choice of the methods is based on our previous
research where the methods were successfully applied to various classification
problems. Similarly to [12], the study compares a neural network model with
the Decision Tree paradigm.

3.1 Classification and Regression Tree

The Classification and Regression Tree (CART) was first designed and described
by Breiman in [13]. This structure uses binary divisions to grow and expand itself,
resulting in a tree structure of conditions (yes/no questions) and outcomes. First,
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Table 1. The ANOVA values for each of the features

Attribute name Physiological Suspicious Pathological

Baseline value (BL) 131.97 ± 9.45 141.68 ± 7.88 131.68 ± 9.43
Acceleration (AC) [frequency] 0.004 ± 0.004 0± 0.001 0± 0.001
Fetal movement (FM) [frequency] 0.008 ± 0.041 0.008 ± 0.042 0.02 ± 0.08
Uterine contraction (UC) 0.005 ± 0.003 0.002 ± 0.003 0.004 ± 0.004
Light deceleration (DL) 0.002 ± 0.003 0.001 ± 0.002 0.004 ± 0.004
Severe deceleration (DS) 0± 0 0± 0 0± 0
Prolonged decelerations (DP) 0± 0 0± 0 0.001 ± 0.001
Percentage of time with abnormal
short term variability (ASTV)

42.44 ± 15.48 61.90 ± 11.76 64.54 ± 14.45

Mean value of short term variability
(MSTV)

1.43± 0.81 0.63 ± 0.66 1.57 ± 1.19

Percentage of time with abnormal
long term variability (ALTV)

5.02± 11.5 29.03 ± 20.26 22.84 ± 33.99

Mean value of long term variability
(MLTV)

8.70± 5.82 8.02 ± 3.75 3.58 ± 4.09

Histogram width (Width) 73.41 ± 36.35 49.15 ± 39.51 78.34 ± 49.07
Low freq of the histogram (Min) 91.07 ± 27.25 113.29 ± 31.01 83.98 ± 34.17
High freq. of the histogram (Max) 164.48 ± 17.77 162.45 ± 16.33 162.33 ± 21.67
Number of histogram peaks
(Nmax)

4.16± 2.86 3.31 ± 3.10 4.44 ± 3.31

Number of zeros in histogram (Nze-
ros)

0.33± 0.69 0.24 ± 0.80 0.34 ± 0.67

Histogram mode (Mode) 138.25 ± 13.42 146.55 ± 10.98 114.60 ± 26.14
Histogram mean (Mean) 135.09 ± 13.01 144.75 ± 10.51 112.97 ± 22.78
Histogram median (Median) 138.45 ± 12.60 147.07 ± 10.49 119.56 ± 19.33
Histogram variance (Variance) 17.49 ± 22.29 7.21 ± 18.25 50.73 ± 60.58

all values of the input data are stored in the root node of the tree. The optimal
distribution of the particular predictor into two parts is achieved by calculating
the criterion statistics that determines the homogeneity of a node. This criterion
statistics differs based on the type of tree being used. For regression trees, the
criterion that minimizes the mean square error is used. It is necessary to find
such a split of variable Y that will have the smallest root mean square deviation
values of yi in the potential node from the average of these values:

yt =
1

N

∑
yt (1)

Q (T ) =
1

Nt

Nt∑
i=1

(yi − yt)
2 (2)

where Nt is the number of observations in the node t and yt are the values
of the dependent variable in the node t. The criterion statistics computed for
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the classification tree is calculated according to the Gini index (equation 3) or
entropy (equation 4).

GI =

J∑
c=1

pct (1− pct) = 1−
J∑

c=1

p2ct (3)

H = −
J∑

c=1

ptc log2 ptc (4)

In practice, the Gini index is the measure used most often. Its value becomes
zero if the final node contains only a single class of the input variable while
reaching the maximum value if the final node contains the same number of
samples in each class. The entire growth of a classification tree can be defined
as the succession of the following steps:

1. The data set is divided into training and testing sets.
2. For continuous variables, the values of each predictor are sorted in the as-

cending order.
3. The criterion statistics is calculated for all distributions of variables Y into

two possible nodes.
4. After the distribution, the predictor with the smallest criterion statistics

value is selected.
5. Based on the result in step 2, the set is divided into two daughter nodes tl

and t2.
6. Repeat from step 2 for both nodes until a termination condition is met.
7. Prune the resulting tree

If a node contains only one observation or if all it’s observations have the
same values, the tree growth is suspended. The growth of a decision tree can
also be parametricized by setting the number of branching tree, setting the
maximum observation in the leaf nodes or determining a threshold for the mean
square error or the percentage of incorrectly classified samples. Simplifying the
resulting complex tree (”pruning”) is the process of finding the the optimal size
of the tree by using a tree complexity criterion (equation 5). If T0 is a tree and
T1 is the tree after pruning, the complexity of the tree can be expressed as:

Cα (T1) = DT1 + α |T1| (5)

where |T1| is the number of terminal nodes and DT1 is the error of T1. The α
parameter, alpha ≥ 0, expresses the relationship between the tree size and it’s
accuracy. The goal is to find α that minimizes Cα.

3.2 Kohonen Self-organizing Neural Network

In following paragraphs, we will shortly describe the Kohonen self-organizing
neural networks (self-organizing maps – SOM ). The first self-organizing net-
works were proposed in the beginning of 70’s by Malsburg and his successor
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Willshaw. SOM was proposed by Teuvo Kohonen in in the early 1980s and has
been improved by his team since. The summary of this method can be found in
[14].

The self-organizing map is one of the common approaches on how to represent
and visualize data and how to map the original dimensionality and structure of
the input space onto another – usually lower-dimensional – structure in the
output space.

The basic idea of SOM is based on the human brain, which uses internal
2D or 3D representation of information. We can imagine the input data to be
transformed to vectors, which are recorded in neural network. Most neurons in
cortex are organized in 2D. Only the adjacent neurons are interconnected.

Besides of the input layer is in SOM only the output (competitive) layer.
The number of inputs is equal to the dimension of input space. Every input is
connected with each neuron in the grid, which is also an output (each neuron in
grid is a component in output vector). With growing number of output neurons,
the quality coverage of input space grows, but so does computation time.

SOM can be used as a classification or clustering tool that can find clusters
of input data which are more closer to each other. The Kohonen algorithm is
defined as follows:

1. Network initialization
All weights are preset to a random or pre-calculated value. The learning
factor η, 0 < η < 1, which determines the speed of weight adaptation is set
to a value slightly less than 1 and monotonically decreases to zero during
learning process. So the weight adaptation is fastest in the beginning, being
quite slow in the end.

2. Learning of input vector
Introduce k training input vectors V1, V2, . . . , Vk, which are introduced in
random order.

3. Distance calculation
An neighborhood is defined around each neuron whose weights are going to
change, if the neuron is selected in competition. Size, shape and the degree
of influence of the neighborhood are parameters of the network and the last
two decrease during the learning algorithm.

4. Choice of closest neuron
We select the closest neuron for introduced input.

5. Weight adjustment
The weights of closest neuron and its neighborhood will be adapted as fol-
lows:

Wij(t+ 1) = Wij(t) + η(t)h(v, t)(Vi −Wij(t)),

where i = 1, 2, . . . , dimX a j = 1, 2, . . . , dimY and the radius r of neuron’s
local neighborhood is determined by adaptation function h(v).

6. Go back to point 2 until the number of epochs e is reached.

To obtain the best organization of neurons to clusters, a big neighborhood
and a big influence of introduced input are chosen in the beginning. Then the
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Table 2. Confusion matrix and statistics for the CART algorithm

Physiological Suspicious Pathological Recall

Physiological 1588 69 14 95.03

Suspicious 59 225 5 77.86

Pathological 8 1 157 94.58

Precision 95.95 76.27 89.28 92.66

primary clusters arise and the neighborhood and learning factor are reduced.
Also the η → 0, so the changes become less significant with each iteration.

3.3 Random Forests

The RF method belongs to the group model category of algorithms. The entire
principle of the group models lies in the assignment of the problem to several
classifiers whose outputs are combined to give the final answer. This approach,
also known as majority voting, usually provides better classification results than
standalone classifiers. Generally there are many ways of determining the the
final answer from individual votes. For instance, regression often uses averaging
of the results while classification simply picks the answer that was most frequent.
As CARTs, the underlying structures (members) for RF, are deterministic, it is
obvious that training each CART in the forest with the same dataset would
result in the same answer with the same error. Therefore, training dataset needs
to be randomized so that each CART handles a different set of information.

The RF algorithm was also designed by Breiman with [15] being the original
paper where the entire algorithm was introduced and described. By using CARTs
as members of the RF, this method is applicable for both classification and
regression problems where it can describe the importance of individual variables
and detect outliers. Each RF consists of N CARTs. Any such predictive forest
can be expressed as h(X1, Θ1), . . . , h(XN , ΘN ), where h is a function and ΘN are
the predictors. After splitting the input dataset into the testing and training part,
bootstrap selections from the training set take place. A bootstrap selection is a
repeated random selection of the same number of values of a given observation.
The selections are performed independently of each other, leading to some of
them being present in training sets for more than one individual CART while
others may not be included in any training set at all. Selections not included in
the training sets are used to estimate the tree error (the out-of-bag estimation).

4 Experiments and Results

The experiments were performed using the 10-cross-validation method. For all
classifiers, a table is provided with their results. The tables show the respective
confusion matrices along with summarizing statistics of Precision and Recall.
Bold numbers in the tables signify total recognition accuracy and can be used
as a comparable measure across methods.
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Table 3. Confusion matrix and statistics for the SOM algorithm

Physiological Suspicious Pathological Recall

Physiological 1619 33 3 97.83

Suspicious 111 182 2 61.70

Pathological 27 27 122 69.32

Precision 92.15 72.21 96.06 90.54

Table 4. Confusion matrix for RF with 100 trees and 15 variables

Physiological Suspicious Pathological Recall

Physiological 1620 28 7 97.89

Suspicious 58 232 5 78.64

Pathological 8 7 161 91.48

Precision 96.09 86.89 93.06 94.69

First of all, the regular CART was tested in order to obtain results that will
serve as a reference. The standard MATLAB implementation of the method
with default settings was used. Its results are shown in Table 2. For RF, the
optimal settings have to be found experimentally. Throughout the experiments,
the number of trees in the forest was gradually increased (10, 100, 200, 300, 500,
1000, and 2000), and so was the number of features in a tree (2, 5, 10, and 15).
While Table 4 shows only the most successful setting in terms of recognition
accuracy, Figure 1 shows the precision values for each class for the particular
numbers of trees in the forest and all the numbers of variables per tree. The set-
tings with only 2 features per tree was considered a failure since the pathological
state recognition precision was about 85%, and the suspected state recognition
success rate was only about 75%. A higher count of variables per tree brings
better classification performance. RF provided the best results when there were
100 trees in the forest and each tree was trained using 15 features. SOM was set
to compute a 10× 10 hexagonal grid and 500 epochs.

CART performed rather well in terms of recall where it achieved the best
result for the pathological fetus state. Its recall for the physiological state was,
however, outmatched by both RF and SOM. In terms of precision, RF and
CART provided very similar results for the physiological state. Regarding the
total recognition accuracy, RF proved to be the most suitable method of the
three with its result of 94.69%. While the recognition accuracy of SOM and
CART could be considered satisfactory, the deficit against RF is noticeable and
suggests that the methods may not be as suitable in practice. As usually is the
case, the lower accuracy has an advantage in terms of computation speeds. SOM,
being the least successful in recognizing activities with 90.54% success rate, is
also the fastest one to classify an incoming vector. RF, on the other hand, was
the slowest. However, as the training part of all three algorithms can be done in
advance, all three methods can be considered more than sufficiently fast.
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Fig. 1. RF precision for different numbers of trees and variables. The x-axis contains
the numbers of trees in the forest.

5 Conclusion

In this paper, a method capable of classifying the standard three fetus states
from a cardiotocogram with 94.69% accuracy was presented. The accuracy ri-
vals and often exceeds that reported in other papers, making the Random Forest
method a reasonable choice to experiment with in any further research in this
area. In further research, an intra-patient approach to the problem (that is, the
ability of the methods to generalize upon the training data) needs to be tested
and evaluated. Accuracy can also still be improved which could be achieved by
modifying RF from a general-purpose classifier to a CTG-specific one. Great po-
tential lies in massively parallel approaches as these could speed up the training
process significantly, perhaps making it possible to retrain the methods online.
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Abstract. Recognition of an EEG signal is a very complex but very important 
problem. In this paper we focus on a simplified classification problem which 
consists of detection finger movement based on an analysis of seven EEG 
sensors. The signals gathered by each sensor are subsequently classified by the 
respective classification algorithm, which is based on data compression and so 
called LZ-Complexity. To improve overall accuracy of the system, the 
Evolutionary Weighted Ensemble (EWE) system is proposed. The parameters 
of the EWE are set in a learning procedure which uses an evolutionary 
algorithm tailored for that purpose. To take full advantage of information 
returned by sensor classifiers, setting negative weights are permitted, which 
significantly raises overall accuracy. Evaluation of EWE and its comparison 
against selected traditional ensemble algorithm is carried out using empirical 
data consisting of almost 5 hundred samples. The results show that the EWE 
algorithm exploits the knowledge represented by the sensor classifiers very 
effectively, and greatly improves classification accuracy.  

Keywords: EEG classification, machine learning, ensemble of classifiers, 
evolutionary algorithms. 

1 Introduction 

Electroencephalography (EEG) plays a big role in the diagnosis of brain diseases, as 
well as in Brain Computer Interface (BCI) system applications that help disabled 
people to use their mind to control external devices. Both research areas are growing 
today.  

EEG records the activity of the brain using several sensors. Different mental tasks 
produce indiscernible recordings which differ because different brain actions activate 
different parts of the brain. The most difficult part is the definition of an efficient 
method or algorithm for detection of the differences in recordings belonging to 
different mental tasks. When we define such algorithm, we are able to translate these 
signals into control commands for an external device, e.g. prosthesis, wheelchair, 
computer terminal, etc. 
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1.1 EEG Classification Problem 

The EEG classification problem may be divided into several parts. The first problem 
is recording the EEG signals. We may use from 0 to hundreds of sensors as well as 
low or high sampling frequency, etc. The second part of the problem is preprocessing 
the data. EEG signals are mostly filtered using low- or high-pass filters to remove any 
unwanted noise. The last part is comparison of the signals themselves. Many 
algorithms have been suggested and tested on various types of EEG data.  

Lee et al. presented a Semi-supervised version of NMF (SSNMF) which jointly 
exploited both (partial) labeled and unlabeled data to extract more discriminative 
features than standard NMF. Their experiments on EEG datasets in the BCI 
competition confirm that SSNMF improves clustering as well as classification 
performance compared to standard NMF [1]. 

Shin et al. have proposed a new generative model of a group EEG analysis, based 
on appropriate kernel assumptions on EEG data. Their proposed model finds common 
patterns for a specific task class across all subjects as well as individual patterns that 
capture intra-subject variability. The validity of the proposed method has been tested 
on the BCI competition EEG dataset [2]. 

Dohnalek et al. have proposed a method for signal pattern matching based on 
NMF; they also used short-time Fourier transform to preprocess EEG data and Cosine 
Similarity Measure to perform query-based classification. This method creates a BCI 
capable of real-time pattern recognition in brainwaves using low cost hardware, with 
a very cost efficient way of solving the problem [3].  

1.2 Ensemble Classifier Systems 

The main objective while designing a classification algorithm is to ensure its highest 
accuracy. This task is not trivial as the quality of the system is affected by many 
factors. There are a plethora of possibilities for elevating accuracy such as the 
application of feature extraction, data filtering, and fine-tuning classifiers, to mention 
just a few. Nonetheless, we are going to focus on another option, i.e. the application 
of ensemble classifier systems [4]. This concept was introduced by Chow in 1965 in 
his research [5], where he proves that the weighted fusion of independent classifiers 
can result in an optimal classification system being designed. Naturally, there are 
several additional issues which have to be dealt with while creating an ensemble 
system.  
Firstly, the set of classifiers must be diverse, as the fusion of similar classifiers cannot 
bring any advantage. There are many ways of ensuring classifier diversity such as: 
collecting heterogonous classifiers (i.e. those which have different classification 
models), dataset partitioning, boosting [6], bagging [7, 8], or diversifying classifiers 
by feeding them with different features [9]. The last option is automatically applied in 
our case of EEG recognition as each classifiers process signals from separate sensors.  

The second issue is selecting the appropriate fusing methods. The most popular 
one is Majority Voting [10]. Its main advantage is its very simple decision-making 
formula, which is based on counting votes casted by classifiers. On the other hand, 
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one of its major drawbacks is neglecting the qualities of voters as all of them 
contribute to decision-making to the same degree regardless of their accuracy. It has 
been shown that this approach can lead to reduced ensemble quality by spoiling its 
decision by weak or irrelevant classifiers.  

There are two ways of dealing with this problem: (1) classifier selection, or (2) 
vote weighting. In the first case, only subsets of classifiers form the ensemble. There 
are many ways of making the selection. In the simplest one, classifiers are ordered 
according to their accuracy and the best ones are chosen. In the weighting strategy, all 
the classifiers join the ensemble, but their contribution to decision-making is 
weighted. The common approach suggests assigning the weights with voter accuracy 
[11]. Alternatively, weights can be set by a heuristic ensemble learning procedure 
[12] which treats learning as an optimization task which aims to minimize the 
misclassification rate. Among others, one can find the application of an evolutionary 
algorithm for that purpose [13,14].  

Summarizing the discussion, we propose the application of an Evolutionary 
Weighted Ensemble designed with the following assumptions: 

1. EWE is to exploit knowledge collected in a set of diversified elementary classifiers 
which make a decision by analysis data gathered by seven different EEG sensors; 

2. Responses of elementary classifiers are to be weighted to adjust their contribution 
to decision-making; 

3. Setting the weights is to be realized in a learning procedure which aims to 
minimize the misclassification rate. An evolutionary algorithm is to be used for 
that purpose.  

The outline of this work is as follows: In the next section we present the EEG 
classification problem. Section 2 consists of information related to the EWE ensemble 
classifier model. Section 3 provides details on the EAE learning algorithm. Section 4 
presents the evaluation results of EAE on the basis of gathered empirical material. 
Section 5 concludes the paper. 

2 Problem Statement and EWE Model 

2.1 Basic Terms 

A classification algorithm Ψ  assigns an object to one of M predefined classes [15]. 

 Μ→Ψ X:  (1) 

The decision is made based on an analysis set of features, denoted as x, which 
belongs to d-dimensional feature space X.  

 { } dd Rxxx ∈Χ∈= )()1( ,...,  (2) 

Creating a model of the classification algorithm is done by a process of setting the 
appropriate model parameters in the course of training. For that purpose, a learning 
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set is used, i.e. a set of pairs consisting of a features and corresponding class labels 
[16]. 

 ( ) ( ) ( ){ }NN jxjxjxLS ,,,,,, 2211 =  (3) 

2.2 Ensemble Classifier 

In the case of the ensemble classifier system, it is also assumed that the decision is 
made by a set of elementary classifiers Π [11][17].  

 { }KΨΨΨ=ΠΨ ,,, 21   (4) 

Where Ψk is the k-th elementary classifier in the set.  
There are many variants of the ensemble decision-making formula. The most 

popular one is Majority Voting, which is based on counting votes cast by classifiers 
for each class.  

 ( ) ( )( )
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Ψ=Ψ
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ixx
11

,maxarg δ  (5) 

Where Ψ  denotes the ensemble classifier, and δ states for the Kronecker delta.  

2.3 EAE Decision-Making Formula 

A more sophisticated approach allows weighting of the classifier responses (7) 

 ( ) ( )( )
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ixwx
11

,maxarg δ , (6) 

where wk are the weights assigned with the k-th classifier. 
Regardless of the procedure of weights calculation, it is usually implicitly assumed 

that the weights have only positive values which fall within a range between 0 and 1. 
In the first version of EWE we decided to make the same assumption. Nevertheless, 
we decided to implement a second version of EWE, where the weights can get values 
from a broader range between -1 to 1. A detailed explanation of the reasons and 
consequences will be provided in section 4 along with a discussion of the obtained 
results.  

2.4 Objective Function 

EAE makes decisions based on a formula (6). We decided to set weights values in the 
course of the learning procedure in order to minimize the misclassification rate of the 
ensemble evaluated over the learning set according to (7). 
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where L(a, b) denotes a loss function [15]. 

3 EAE Learning Algorithm 

Searching for optimal values of weights is an optimization problem which cannot be 
solved by analytically. Therefore, we decided to apply an evolutionary-based algorithm 
[18]. It processes the population of possible solutions encoded in chromosomes which 
represent a set of weights. EWE algorithm is presented in Listing 1.  

Listing 1 EWE training algorithm 
Input: LS - learning set 
S - population size 
G - number of generations 
Π - set of individual classifiers 
Begin 
Initialize population 
For t = 1 to T do 
 Evaluate Population over LS 
 Select Elite 
 Select parents 
 Mutation 
 Crossover 
 Create offspring population 
End For 

End Begin 

Initialize population 

At the beginning, the population of individuals is created and chromosomes are 
filled with random numbers with two optional constraints: 

1. EAE v. 1 – chromosome constituents fall within range <0,1>, 
2. EAE v. 2 – chromosome constituents fall within range <-1,1>. 

Evaluate Population 

Evaluation of the individuals is an operation which determines the further behavior of 
the algorithm. Because EWE aims to minimize the misclassification rate, a formula 
(7) is used for that purpose.  

Select elite 

In order to maintain stability of the learning process, the two best individuals with the 
smallest misclassification rate are selected. They are not affected by any genetic 
operators and are automatically transferred to the offspring population.  
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Select parents 

Not all individuals in the population participate in creating the offspring population. 
The selection is based on their fitness and is done in a probabilistic manner, i.e. the 
chance of selection is directly proportional to the fitness of the individual. EAE uses a 
standard ranking selection procedure.  

Mutation 

The mutation operator processes the subset of the selected parents by adding some 
random noise to the chromosome constituents. This procedure aims to maintain 
diversity of the population and elevates the possibility of exploring new areas of the 
solution space. Keeping in mind the constraints put on weights values (section 2.3), 
two versions of the mutation operator were implemented. 

Crossover 

The standard one-point crossover operator exchanges data between two selected 
parents and forms two child individuals.  

Create offspring population 

At the end of the each generation, offspring is created by merging the elite, mutated 
individuals and children created by the crossover operator. The new population 
substitutes the previous one and the entire process is repeated.  

4 Experiments 

This section presents the results of the evaluation of EAE on the gathered empirical 
material. The following objectives of the experiments were defined: 

1. to examine how creating an ensemble classifier can improve classification 
accuracy, 

2. to examine how classifier selection and classifier weighting affects the accuracy of 
the ensemble, 

3. to examine if EWE can outperform all elementary classifiers, 
4. to compare the effectiveness of EAE with other ensemble methods, 
5. to check how constraints put on weights determine EAE accuracy. 

4.1 Dataset 

The data for our experiments were recorded in our laboratory. We used 7 selected 
channels from the recorded data. The signal data contain records of the movement of 
one finger from four different subjects - persons. Each subject pressed a button with 
their left index finger. The sampling rate was set to 256~Hz. The signals were band 
pass filtered from 0.5~Hz to 60~Hz to remove unwanted frequencies and noise from 
the outside world. The data were then processed so that we could extract each 
movement from the data as well as 0.3 seconds before the movement and 0.3 seconds 
after the movement. The start and end position of the movement was marked during 
data recording. 
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The preprocessed data contain 4606 data trails - 2303 data trails with finger 
movement and 2303 trails without finger movement. We divided this set of trails into 
seven groups - one group for each sensor. Each group contains part of the training and 
the testing data part. The testing part contains 75% of trails with finger movement  
and 75% of trails without finger movement. The rest of the unused trails - with and 
without finger movement - were used for the training part. The training part for one 
sensor contains 492 trails - 246 data trails with finger movement and 246 trails 
without finger movement. The testing part contains 166 trails - 83 trails with finger 
movement and 83 trails without finger movement. The training and testing part was 
used for further model validation. 

4.2 Experimental Framework 

After recording and filtering the EEG data, we applied polynomial curve fitting for data 
smoothing. The fitting removes noise from the data and fits the data trend. Then we 
applied Turtle graphics to describe the polynomial curve with angles of rotation the turtle 
must do and we store this description of this movement in text files. Then we applied an 
LZ-complexity similarity measurement. The LZ-complexity uses a compression as an 
approximation of the similarity for the two data files. It uses the principle from the 
Lampel Ziv compression method where a dictionary of phrases is created for each texted 
file and these dictionaries are then compared according to the number of identical 
phrases. More information can be found in our previous papers [19, 20]. 

For each sensor from the data we created one classifier which answers the question 
of whether the tested sample is with or without movement. The LZ-similarity returns 
a value between 0 and 1, where 0 means no similarity and 1 identity. These values are 
gathered for each pair of files, i.e. the query and each file from the learning set. These 
values are then ordered according to the similarity values and the classifier calculates 
the ratio between the movement and no-movements samples in an interval. If the 
number of movement samples is larger than the number of samples without 
movement, the classifier decides that the query is a movement. For this purpose we 
find an interval for which the classifier works best on the training data. These 
intervals are created for data with movement and data without movement separately. 
These two intervals are then combined in a classifier according to the rule that we 
take the interval which has a higher ratio of movement or non-movement samples.  
The results of each classifier are then stored for the Ensemble classifier, which tries to 
combine the results of the classifiers for each sensor into a final value.  

The EAE classifier was implemented in the MATLAB framework using 
Optimization Toolbox. Two versions of the EAE algorithm were implemented with 
two optional constraints put on weights, as described in section 2.3, i.e. EWEv1 (with 
weights between 0 and 1), and EWEv2 (with weights between -1 and 1).  

For the comparative analysis the following traditional ensemble methods were 
additionally implemented: Majority Voting with all classifiers in the ensemble (MV), 
Majority Voting with the four best elementary classifiers selected (MV_SC), Quality-
based Weighted Fuser (QWF) which uses the fusing function (6) with weights set 
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proportionally to the classifier accuracy, and Quality-based Weighted Fuser with the 
four best classifiers (QWF_SC).  

4.3 Results 

The results of the classifier evaluation of the testing set are presented in Figure 1. 
Elementary classifiers are denoted with labels starting with “Sensor cl. #”.  
 

 

Fig. 1. Misclassification rate for EEG recognition task 

Observations and discussion 

1. Apparently, the set of sensor classifiers consisted of weak classifiers. Three of 
them (#1, #2, and #7) gained a misclassification rate higher than 50%, which 
makes them worse than random classifiers. The other four classifiers achieved 
better results, very close to 50%. The best one (#4) was able to achieve only 44% 
percent of misclassifications.  

2. The majority voting results were not good, either (almost 50% of errors), but that 
should not surprise us. This kind of algorithm treats all the elementary classifiers in 
the same manner. Therefore, its decision can be spoiled by irrelevant and weak 
votes.  

3. The same results as MV were obtained by QWE, which seems to be surprising 
because QWE has access to information about elementary classifier accuracies. An 
interpretation of its behavior could be as follows: all seven sensor classifiers 
feature a similar quality which is used for weights calculation. Therefore the 
weights are very similar too and do not differentiate the voters significantly. 
Therefore, QWE made a decision in a very similar way to MV.  

4. The classifier selection procedure applied in MV_SC and QWF_SC helps only to a 
small degree. It allows a decrease in the error rate of about 3 percentage points in 
both cases. This proves that eliminating the worst classifiers reduces the possibility 
of spoiling a decision with irrelevant voters, but, the error rate of the ensembles 
still falls in the middle of the results gained by its constituent voters. 

0.532

0.756

0.485 0.443 0.459 0.483

0.593
0.497 0.469 0.497 0.464 0.443

0.220

0.000
0.100
0.200
0.300
0.400
0.500
0.600
0.700
0.800



 Evolutionary Weighted Ensemble for EEG Signal Recognition 209 

 

5. A slightly better result was obtained by the EWE.v1 algorithm with weights in the 
range between 0 and 1. It gained a 43% misclassification rate, the same result as 
that gained by the best of the elementary classifiers. Naturally, the result is not 
satisfactory, but it proves that the proposed EWE classifier is able to take 
everything from the available weak classifiers.  

6. Comparison of the EWE.v1 and elementary classifiers triggered the conclusion that 
limiting classifier weights in the range 0 to 1 does not allow us to take full 
advantage of the knowledge collected in the set of classifiers, especially when they 
are weak ones. If some classifiers insist on making the wrong decision, instead of 
reducing their contribution to decision-making to 0, we would rather incorporate 
their voice with negative values. Such reasoning encouraged us to implement a 
second version of our algorithms (EWE.v2) with weights in a range between -1 to 
1. This approach allowed us to reduce the error rate by more than half and gain 
only 22% of misclassifications (!). 

5 Conclusions 

The paper presented the application of ensemble classification algorithms to EEG 
signal recognition. We described popular approaches, along with a discussion of their 
advantages and disadvantages. An analysis of the preliminary test results allowed us 
to develop a new Ensemble Weighted Ensemble algorithm. A weighted voting 
strategy was applied with the possibility of setting the negative voters' weights. That 
feature allowed for a significant improvement in accuracy by more effective 
exploitation of the weak classifiers. An evaluation of the system was carried out on 
the basis of the collected empirical material. The obtained results are promising and 
encourage us to work on further extensions, i.e. the application of more advanced 
classifier fusion methods. 
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Abstract. In this paper, we propose a novel hierarchical ensemble classifier for 
texture classification by combining global Fourier features and local Gabor 
features. Specifically, in our method, global features are extracted from images 
firstly by 2D Discrete Fourier Transform. Then, real and imaginary components 
of low frequency band are concatenated to form a single feature set for further 
processing. Gabor wavelet transform is exploited for local feature extraction. 
Firstly, Gabor wavelets are used to extract local features from the whole image. 
Then, these features are spatially partitioned into a number of feature sets, each 
corresponding to a local patch of the image. After the above processes, an 
image can be represented by one Global Fourier Feature Set (GFFS) and 
multiple Local Gabor Feature Sets (LGFSes). These feature sets contain 
different discriminative information: GGS contains global discriminative 
information and each LGFS contains different local discriminative information. 
In order to make full use of all these diverse discriminative information, we 
propose multiple component classifiers by applying Fisher Discriminant 
Analysis (FDA) on GFFS and each LGFS, respectively. At last, we combine 
them into one ensemble by weighted sum rule. 

Keywords: component, wavelet transform, gabor, Discrete Fourier Transform, 
texture analysis. 

1 Introduction 

Feature extraction is the first stage of image texture analysis. Results obtained from 
this stage are used for texture discrimination, texture classification or object shape 
determination. Most common texture models will be shortly discussed as well. 
Texture classification of an image or sub-image is an important problem in texture 
analysis. Many procedures have been proposed. A global framework for texture 
classification based on random closed set theory is proposed in [1]. In this approach, a 
binary texture is considered as an outcome of a random closed set. Some 
distributional descriptors of this stochastic model are used as texture features in order 
to classify the binary texture, in particular spherical and linear contact distributions 
and K-functions.If a grayscale texture has to be classified, then the original texture is 
reduced to a multivariate random closed set where each component (a different 
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random set) corresponds with those pixels verifying a local property. Again, some 
functional descriptors of the multivariate random closed set defined from the texture 
can be used as texture features to describe and classify the grayscale texture. Marginal 
and cross spherical and linear contact distributions and K-functions have been used. 
Experimental validation is provided by using Brodatz’s database and another standard 
texture database. 

A texture representation should corroborate various functions of a texture. In [2], 
the authors present a novel approach that incorporates texture features for retrieval in 
an examplar-based texture compaction and synthesis algorithm. The original texture is 
compacted and compressed in the encoder to obtain a thumbnail texture, which the 
decoder then synthesizes to obtain a perceptually high quality texture.  

The recent advanced representation for realistic real-world materials in virtual 
reality applications is the Bidirectional Texture Function (BTF), which describes 
rough texture appearance for varying illumination and viewing conditions. Such a 
function can be represented by thousands of measurements (images) per material 
sample. The resulting BTF size excludes its direct rendering in graphical applications 
and some compression of these huge BTF data spaces is obviously inevitable. In [3], 
the authors categorize, critically survey, and psychophysically compare such 
approaches, which were published in this newly arising and important computer 
vision and graphics area. In [4], the authors present a novel, fast probabilistic model-
based algorithm for realistic BTF modeling allowing an extreme compression with the 
possibility of a fast hardware implementation. Its ultimate aim is to create a visual 
impression of the same material without a pixelwise correspondence to the original 
measurements. The analytical step of the algorithm starts with a BTF space 
segmentation and a range map estimation by photometric stereo of the BTF surface, 
followed by the spectral and spatial factorization of selected subspace color texture 
images. Single mono-spectral band-limited factors are independently modeled by 
their dedicated spatial probabilistic model. In [5], the authors use grating cell 
operators to obtain features and compare these operators in texture analysis tasks with 
commonly used feature extracting operators such as Gabor energy and co-occurrence 
matrix operators. For a quantitative comparison of the discrimination properties of the 
concerned operators a new method is proposed which is based on the Fisher linear 
discriminant and the Fisher criterion. The operators are also qualitatively compared 
with respect to their ability to separate texture from form information and their 
suitability for texture segmentation. 

In vision and graphics, advanced object models require not only 3D shape, but also 
surface detail. While several scanning devices exist to capture the global shape of an 
object, few methods concentrate on capturing the fine-scale detail. Fine-scale surface 
geometry (relief texture), such as surface markings, roughness, and imprints, is 
essential in highly realistic rendering and accurate prediction. The authors present a 
novel approach for measuring the relief texture of specular or partially specular 
surfaces using a specialized imaging device with a concave parabolic mirror to view 
multiple angles in a single image [6]. Laser scanning typically fails for specular  
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surfaces because of light scattering, but our method is explicitly designed for specular 
surfaces. Also, the spatial resolution of the measured geometry is significantly higher 
than standard methods, so very small surface details are captured. Furthermore, 
spatially varying reflectance is measured simultaneously, i.e., both texture color and 
texture shape are retrieved. 

Theoretical aspects of a technique for target detection and texture segmentation in 
synthetic aperture radar (SAR) imagery using a wavelet frame are presented. Texture 
measures consist of multi-scale local estimates of the following: 1) normalized second 
moment of the backscattered intensity and 2) variance of the wavelet-frame 
coefficients. In [7], the authors proposed an extension of a method to propose in the 
image-processing literature. Novel issues, which are considered in the passage to 
radar imagery, are the influence of speckle on texture measures afforded by the 
wavelet frame and their dependence on polarization states (polarimetric texture). In 
[8], the authors propose a texture analysis and classification approach with the linear 
regression model based on the wavelet transform. This method is motivated by the 
observation that there exists a distinctive correlation between the sample images, 
belonging to the same kind of texture, at different frequency regions obtained by 2-D 
wavelet packet transform.  

The authors present an algorithm based on statistical learning for synthesizing 
static and time-varying textures matching the appearance of an input texture [9]. This 
algorithm is general and automatic and it works well on various types of textures, 
including 1D sound textures, 2D texture images, and 3D texture movies. The same 
method is also used to generate 2D texture mixtures that simultaneously capture the 
appearance of a number of different input textures. In our approach, input textures are 
treated as sample signals generated by a stochastic process. 

In this paper, following the same belief to combine global and local features, we 
propose a novel hierarchical ensemble classifier for texture classification by 
combining global Fourier features and local Gabor features. Specifically, in our 
method, global features are extracted from whole image firstly by 2D Discrete Fourier 
Transform, which is strong tool to analyze images in frequency domain [10]. Then, 
real and imaginary components of low frequency band are concatenated to form a 
single feature set for further process. For local feature extraction, Gabor wavelet 
transform is exploited. Firstly, Gabor wavelets are used to extract local features from 
the whole image. Then, these features are spatially partitioned into a number of 
feature sets, each corresponding to a local patch of the image. After the above 
processes, an image can be represented by one Global Fourier Feature Set (GFFS) and 
multiple Local Gabor Feature Sets (LGFSes). These feature sets contain different 
discriminative information: GGS contains global discriminative information and each 
LGFS contains different local discriminative information. In order to make full use of 
all these diverse discriminative information, we propose to train multiple component 
classifiers by applying Fisher Discriminant Analysis (FDA) on GFFS and each LGFS 
respectively, and then combine them into one ensemble by the weighted sum rule. 
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The remaining part of the paper is organized as follows: in section 2, hierarchical 
ensemble classifier combining global and local features is introduced. In section 3, 
experiments and analysis are introduced. Section 4 gives references. 

2 Hierarchical Ensemble Classifier Combining Global and 
Local Featrues 

Texture is an important part of the visual world of animals and humans and their 
visual systems successfully detect, discriminate, and segment texture. Relatively 
recently progress was made concerning structures in the brain that are presumably 
responsible for texture processing. Neurophysiologists reported on the discovery of a 
new type of orientation selective neuron in areas V1 and V2 of the visual cortex of 
monkeys which they called grating cells. Such cells respond vigorously to a grating of 
bars of appropriate orientation, position and periodicity. In contrast to other 
orientation selective cells, grating cells respond very weakly or not at all to single bars 
which do not make part of a grating. Elsewhere we proposed a nonlinear model of this 
type of cell and demonstrated the advantages of grating cells with respect to the 
separation of texture and form information. In this section, we first illuminate the 
different roles of global and local features. Then, the detailed process of global and 
local feature extraction is introduced. 

2.1 Different Roles of Global and Local Features  

In this section, different roles of global and local features are introduced. 

Global Fourier Features 
2D Discrete Fourier Transform (DFT) is used to extract global facial features. An 
image can be transformed by 2D DFT into frequency domain as follow: 
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where ),( yxf  represents an 2D image of size M by N pixels, 10 −≤≤ Mu  

and 10 −≤≤ Nv  are frequency variables. When the Fourier transform is applied 
to a real function, its output is complex, that is  
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where ),( vuR  and ),( vuI  are the real and imaginary components of 

),( vuF  respectively. Hence, after Fourier transform, a face image is represented by 
the real and imaginary components of all the frequencies. 

Though all the frequencies contain information about the input image, different 
bands of frequency play different roles. We know that generally low frequencies 
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reflect the holistic attributes of the input image. This can be illustrated intuitively by 
observing the effects of inverse transform with part of the frequency band.  

Consequently, in our method, only the Fourier features in the low-frequency band 
are reserved as global features. Specifically, for a face image, we concatenate its real 
and imaginary components in the low-frequency band into a single feature set, named 
Global Fourier Feature Set (GFFS). 

2.2 Local Gabor Features  

In recent years, face descriptors based on Gabor wavelets have been recognized as 
one of the most successful face representation methods.Gabor wavelets are in many 
ways like Fourier transform but have a limited spatial scope. 2D Gabor wavelets are 
defined as follows: 
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gives the orientation. From the definition, we can see that Gabor wavelet consists of a 
planar sinusoid multiplied by a two dimensional Gaussian. The sinusoid wave is 
activated by frequency information in the image. The Gaussian insures that the 
convolution is dominated by the region of the image close to the center of the 
wavelet. That is, when a signal is convolved with the Gabor wavelet, the frequency 
information near the center of the Gaussian is captured and frequency information far 
away from the center of the Gaussian has a negligible effect. Therefore, compared 
with Fourier transform which extracts the frequency information in the whole image 
region, Gabor wavelets only focus on some local areas and extract information with 
multifrequency and multiorientation in these local areas. 

Gabor wavelets can take a variety of different forms with different scales and 
orientations. Fig.1 shows 40 Gabor wavelets of 5scales and 8 orientations. It is 
obvious that Gabor wavelets with a certain orientation respond to the edges and bars 
in this orientation, and Gabor wavelets with a certain scale extract the corresponding 
frequency information. Hence, Gabor wavelets exhibit desirable characteristics of 
spatial locality and orientation selectivity.  

As Gabor features are calculated b convolving Gabor wavelets with the whole face 
image, it covers all the positions of the face image. Thus, the local information 
provided by the spatial locations of Gabor features is lost when they are integrated to 
form one single feature vector. In order to reserve more location information, Gabor 
features are spatially partitioned into a number of feature sets named Local Gabor 
Feature Set (LGFS), each of which corresponds to a local patch of image. In addition, 
since each LGFS is relatively low dimensional, this can greatly facilitate the sequent 
feature extraction and pattern classification. 
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3 Hierarchical Ensemble Classifier Combining Global and 
Local Featrues 

After feature extraction, we obtain 1+N  feature sets, that is, one GFFS κ  and 

iς  ),,1( Ni = . Then, 1+N  classifiers can be trained by applying FDA to 
each feature set. As explained above, these feature sets contain different discriminant 
information for image recognition. Hence, the classifiers trained on these feature sets 
should have large diversity in error. Considering that the ensemble-based classifiers is 
generally superior to the single classifier when the predictions of the component 
classifiers have enough error diversity, we combine the classifiers trained on each 
feature set into a hierarchical ensemble to improve the system performance. 

The hierarchical ensemble consists of two layers. In the first layer, N  Local 

Component Classifiers (LCCs) iLC  trained on iς  ),,1( Ni =  are combined 

to form a Local Ensemble Classifier (LEC) LC , which is formulated as follow: 
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where iLω  is the weight of iLC . In the second layer, LEC LC  is combined 

with Global Classifier (GC) GC  trained on κ  to form the Hierarchical Ensemble 

Classifier (HEC) HC ,  
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where Gω  is the weight of GC . As can be seen, in each step, sum rule, the most 
typical combination rule, is exploited to combine classifiers. 

4 Experiments Results 

In this section, we conduct series experiments on MIT, ORL, and AR databases to test 
our method. We conduct the first experiment on a small database which contains 40 
subjects and a subject with only image. We divide each image into four sub-images, 
and then we can obtain 160 sub-images in all.Fig.1 shows some subjects of MIT 
database. Table 1 shows the classification rate on the small database. 

Table 1. The Classification Rate of Different Methods on the MIT Database 

Method Gabor LBP Our method 
Classification rate 50.1% 82.50% 92.16% 
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Fig. 1. Some Subjects of MIT Database 

The ORL is one of the most popular face image databases.This database contains 
ten face images each for 40 different people. In order to provide suitable research 
material, the images of this database were taken at different times, and in various 
lighting. To model the faces in daily life, the faces had different expressions 
(open/closed eyes, smiling/not smiling and some of them were facilitated with details 
(glasses/no glasses). In our experiment, we choose the first 5 samples as training 
samples, and the rest as testing samples. Table 2 shows the result of some methods on 
ORL database. Fig. 2 depicts the ten face images of a subject in the ORL database. 

 

Fig. 2. Samples From the ORL Database 

Table 2. The Classification Rate of Different Methods on the ORL Database 

Method Gabor LBP Our method 
Classification rate 88.24% 90.12% 95.34% 
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The AR face database contains over 4000 gray face images of 126 people. The 
images of each subject have different facial expressions, and were acquired under 
lighting conditions and with and without occlusions. Each subject provided 26 face 
images. We note that 12 face images of each subject are occluded with sunglasses or a 
scarf. The face images of 120 subjects were taken in two sessions. We used only the 
images of these 120 subjects in our experiment. We manually cropped the face 
portion of every image and then normalized them to 50 ×40 pixels [11]. 

Fig. 3 shows the normalized images of one subject. We used only the 14 non-
occluded face images of each subject to test different solution schemes. The first and 
eighth images were used as training samples and the remaining images were used as 
testing samples. Table 3 shows experimental result of some methods on AR database. 

Table 3. The Classification Rate of Different Methods on the AR Database 

Method Gabor LBP Our method 
Classification rate 67.4% 66.12% 76.22% 

 

                 

Fig. 3. Normalized non-occluded face images with 50  40 pixels of one subject. (a) neutral 
expression, (b) smile, (c) anger, (d) scream, (e) left light on, (f) right light on,(g) all sides light 
on. (h), (i), (j), (k), (l), (m) and (n) were taken in the second session under the same conditions 
as (a), (b), (c), (d), (e), (f) and (g), respectively. 

5 Conclusions 

In this paper, we propose a novel hierarchical ensemble classifier for texture 
classification by combining global Fourier features and local Gabor features. 
Specifically, in our method, global features are extracted from whole image firstly by 
2D Discrete Fourier Transform. Then, real and imaginary components of low 
frequency band are concatenated to form a single feature set for further process. For 
local feature extraction, Gabor wavelet transform is exploited. Firstly, Gabor wavelets 
are used to extract local features from the whole image. Then, these features are 
spatially partitioned into a number of feature sets, each corresponding to a local patch 
of the image. After the above processes, an image can be represented by one Global 
Fourier Feature Set (GFFS) and multiple Local Gabor Feature Sets (LGFSes). These 
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feature sets contain different discriminative information: GGS contains global 
discriminative information and each LGFS contains different local discriminative 
information. In order to make full use of all these diverse discriminative information, 
we propose to train multiple component classifiers by applying Fisher Discriminant 
Analysis (FDA) on GFFS and each LGFS respectively, and then combine them into 
one ensemble by the weighted sum rule. 
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Abstract. Pedestrian detection draws a mount of attention in these years. 
However, most of the classify-based pedestrian detection methods are facing 
huge training samples and high computation complexity. In this paper, it 
proposed a manifold learning based pedestrian detection method. First, modeling 
the video surveillance scene via mixed gaussian background model and 
collecting negative samples from the background images; Second, extract the 
positive and negative samples histogram of oriented gradients(HOG) features, 
using the local preserving projection(LPP) for dimensionality reduction; Finally, 
detecting the pedestrian from the input image under the framework of AdaBoost. 
Experiments show that the algorithm achieved good results both in speed and 
accuracy of pedestrian detection. 

Keywords: Pedestrian detection, Manifold learning, HOG, AdaBoost. 

1 Introduction 

Pedestrian detection is an important research field of computer vision and pattern 
recognition, and has wide range applications in intelligent transportation, 
human-computer interaction, video search and video surveillance and other fields.By 
detecting, tracking, trajectory analysis and behavior recognition, real-time video 
surveillance system can detect abnormal events and alarms, and achieving the 
intelligent video surveillance system. The accuracy of detection and location will 
directly affect the performance of the entire system. However, in practical monitoring 
system, pedestrians are far away from the camera, images of pedestrians in video 
surveillance usually have low resolution and seriously affected by noise, light, 
background and other factors. These existing problems make the outdoors pedestrian 
detection becomes a challenging task. 

Many researchers have been focused on pedestrian detection under visible light 
conditions. Pedestrian detection method based on the classification is the mainstream 
approach [3-8]. The sliding window-based classification method is proved to be the 
best method for pedestrian detection [4,6].  

Such method first generates the sliding window of different scales and position in 
the testing image, extracting a particular feature of the window image, such as edges, 
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wavelet coefficients, and so on; then use offline trained classifier to classify the 
extracted feature, and judge whether the testing window contains the pedestrian. The 
proper feature and classifier are the two basic elements of such methods. The methods 
used for classifier training including neural networks, support vector machines [3] and 
Adaboost [14] and so on. The common features include target motion features and 
appearance features. The former mainly refers to the periodic characteristics of the 
target pedestrian movement [9,10]. The later includes the gray degree, shape [10,11], 
HOG[3,12,13], Harr wavelet feature [1], SIFT features[4]and other information. 

From the view of machine learning, pedestrian detection system is a high 
dimensional feature space. Therefore, in order to reduce redundancy features, get the 
intrinsic characteristics, dimension reduction techniques have been used in recent 
years. From the global features reduction view, Munder and Gavrila [7] proposed to use 
linear PCA method for feature reduction. From the perspective of local image features, 
Kobayashi et al [12] firstly extract gradient histogram feature. Viola et al [10] first 
combined motion and appearance information together for training a strong cascade 
classifier using Adaboost method. It achieved a good low-resolution pedestrian 
detection under rain and snow conditions.  

The dimensionality reduction methods mentioned above are linear methods. As the 
pedestrian feature space is likely to be non-linear in nature, so the nonlinear 
dimensionality reduction methods are worth trying. In this paper, LPP method is used 
for dimension reduction of pedestrian HOG feature. Also, the manifold method is 
expected to be effective for finding low-dimensional manifold structure embedded in 
high-dimensional data space. 

Based on the ideal above, it proposed a manifold learning based pedestrian detection 
method. First, modeling the video surveillance scene via mixed gaussian background 
model and collecting negative samples from the background images; Second, extract 
the positive and negative samples HOG features, using the LPP for dimensionality 
reduction; Finally, detecting the pedestrian from the input image under the framework 
of AdaBoost. Experiments validate the proposed method. 

2 Pedestrian Detection via Manifold Learning in Video 
Surveillance  

2.1 Locality Preserving Projection  

Locality preserving projection (LPP) is a local subspace learning algorithm. It aims to 
maintain the geometric characteristics and the local features of the observation data in 
dimensions reduction. Compared to other manifold learning methods, such as Isomap, 
LLE, or Laplacian Eigenmap, LPP can not only find projection on training data, but 
also can project to new test sample absent from the training set. Here give a brief  
introduction of LPP[14]. Suppose d-dimensional data set X = {x1, x2, ..., xm} distributed 
on submanifolds of a high-dimensional space, LPP aims to find an optimal 
transformation matrix A, mapping X into n-dimensional data set Y = {y1, y2, ..., ym}, 
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that is, x→y = ATx, where d << n, m is the number of data samples. The objection 
function of LPP is 

2
arg min ( )T T

i j ij
a

ij

a x a x W−  (1)

Where ijW  is the connection weights between points xi and xj, it is defined as 

2 2
exp( / ),

0= i j i jx x t x x

ij jiW W
ε− − − <= 

，ot her s  (2)

In formula (2), ε>0 defined the range of local neighbors, t is constant. Minimize the 
objective function of LPP is to ensure that when the distance between points xi and xj is 
minimum, so the distance between yi and yj is minimum too. Formula (2) can be 
changed into the form below 
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Where, X={x1,x2,…,xm}，D is diagonal matrix, ij ij
j

D W=  is the sum of the column 

in W, L=D-W is Laplace matrix. 
By the Lagrange multiplier method, formula (3) transformed into solving matrix 

eigenvalue problem as 

T TXDX a XDX aλ=  (4)

By using the local structure adjacent nature, locality preserving projection algorithm 
can get lower dimension feature data, which is suitable for fast sample searching in 
local similarity. Compared to the method searching by original pixel value or 
probability, the LPP based block matching method have faster block picking ability and 
better learning effects. 

2.2 Feature Selection 

Features of the image are very rich, including color, brightness, statistic features and so 
on. Since the luminance and color feature in pedestrian images are ever-changing, 
therefore the most suitable pedestrian detection feature is the gradient direction 
histogram feature, which is more robust to others and can reflect the body contour 
better. Here we adopt HOG for pedestrian detection. The specific algorithm of HOG is 
as follows [3]: 

First, take the gamma adjustment and smooth filter to the input image. Gamma 
adjustment is to increase the intermediate level of the image while don’t have much 
impact on the hierarchy of dark and bright portions. The use of Gaussian filter is: 

( , ) ( , , ) ( , )L x y G x y I x yσ= ×   2 2( ) 2
2

1
( , , ) / 2

2
x yG x y eσ σ

πσ
− +=  (5)
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Where, G(x,y,σ) is a Gaussian function; (x,y) is coordinates; σ is the standard 
coordinates; L(x,y) is the smoothed image of the original image after convolution, σ 
determines the degree of smoothing.  

Second, calculate the gradient magnitude and direction of each pixel point in the 
smoothed image. Suppose I(x,y) is the image, the horizontal gradient ( , )xG x y and 

vertical gradient ( , )yG x y  in pixel (x,y) are calculated as follows: 

( , ) ( 1, ) ( 1, )xG x y I x y I x y= + − −  ( , ) ( , 1) ( , 1)yG x y I x y I x y= + − −  (6)

The size of the gradient and the orientation in sample points (x, y) are defined as: 

2 2( , ) ( , ) ( , )x yG x y G x y G x y= +   ( )1( , ) tan ( , ) / ( , )y xx y G x y G x yα −=  (7)

Finally, calculate the HOG value by weighted the gradient modulus and direction of 
the image. HOG feature describes the distribution of gradient strength and gradient 
direction in local regions of an image. The distribution can well characterize the local 
appearance and shape. The HOG method has become the mainstream in pedestrian 
detection. Dalal et al[3] represents a detection window through 16xl6 pixel HOG 
features and achieved good results, here we follow the same block division as Dalal. 
The gradient of HOG calculation method is similar to formula (7). 

2.3 Classifier Training  

The performance of pedestrian detection algorithm not only affects by the extracted 
features, but also affects by the detector performance. There are two categories 
classification mechanism used in the field, named single classifier and combined 
classifiers. Combined classifier mainly is cascade classifier. It is formed by a lot of 
class classifier, only passed the former one; it can get into the later one. The Adaboost 
algorithm can make a group of weak classifiers combined into a strong classifier. 

As the support vector machine is the most common classification algorithm, with a 
strong theoretical support, and get a better validation in applications in other areas, we 
take the support vector machine as a weak classifier here. The objection function of the 
support vector machine [13] is  

21
min ( ) 1

2 i i iC Z x b Zω ω+ ⋅ − ≥ − 　　s. t .　　y  (8)

Where ω is related vector used to separate hyperplane, 
2ω  is super flat border, Zi is a 

slack variable. 
In this paper, we adopt radial basis function (RBF) as the product functions: 

{ }2 2( , ) exp / 2i iK x x x x σ= − −  (9)
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Selecting the support vector machine as a weak classifier can avoid local optima, and 
easy to use by setting less artificial parameter. In order to implement the coarse-to-fine 
strategy of pedestrian detection, Adaboost cascade classifier is adopted. 

The detailed algorithm of Adaboost cascade classifier is described as follows: 

  
Algorithm of Adaboost cascade classifier 

1. Input: the training sample set { }1 1( , ), , ( , )N NS x y x y=  , xi ∈ X is a 

vector of samples, it represents the sample image; yi ∈ Y = {0,1}, is the 
category labels; N is the total number of samples. 

2. Initialization right of training sample by  
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a, b are the number positive and negative samples separately. 
3. For t = 1, ..., T (T is the number of weak classifiers to be selected): 
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4. Output: The final strong classifier. 
 

3 Experimental Results  

Based on the core algorithm, we developed a real-time pedestrian detection system 
using Matlab2009. The hardware system is: Intel Dual-Core CPU 3.2 GHz processor, 
2G memory. Different video surveillance scenes are used as a sample source. By 
hand-cut way, we take1000 pedestrian images, then by reversal, translation and other 
operations, we get 4510 positive samples. All positive samples are normalized to 64 * 
32 pixels. 

Fig.1 (a) gives parts of the positive samples. Use GMM method to extract the video 
backgrounds of different scenarios, obtaining a total of 80 background images with size 
of 352 * 288 pixels. By sliding segmentation on the background, we established 4510  
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negative samples with the size of 64*32 pixels. In order to improve the refusal rate of 
negative samples, some background images with vehicles are used for negative 
samples learning. Fig. 2 (b) shows parts of the background images used for negative 
samples extracting. 

 
(a) Parts of the positive samples 

 

 
(b) Parts of the background images used for negative samples extracting 

Fig. 1. Positive samples and background images 

In order to verify the effectiveness of the proposed algorithm in this paper, we 
compared the results with methods proposed in literature [4] and [16], in terms of 
computational complexity and detection accuracy. Detection accuracy is measured by 
the true and false detection rate. True detection rate refers to the ratio of detecting 
pedestrian number to the total number of pedestrian. False detection rate refers to the 
ratio of the number of false detection to the total number of pedestrians. 

3.1 Comparison to the Computational Complexity 

In the experiment, libSVM is chosen as weak classifier. Classifier training iterated 100 
times, choose the 21- hierarchical classifier. Table 1 shows the calculation time by  
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selecting a weak classifiers. It can be seen that by using pedestrians dimensionality 
reduction of the sample’s HOG features, the time required to train classifiers greatly 
reduced. After the use of LPP dimensionality reduction, classifier training time is the 
least, only 1.64% of time required to directly entire feature space. Experimental results 
show the effectiveness of LPP dimensionality reduction method to improve pedestrian 
detection classifier training, creating the conditions for the real-time classifier training. 

Table 1. Time of weak classifier choosing 

Method of Weak classifier choosing 
Computation 
time(s) 

Relative 
time(%) 

The whole feature space About a week 100 

PCA（400 dimension） 154098 25.48 

LPP（70 dimension） 9891 1.64 

3.2 Comparison to Detection Accuracy 

We choose 4800 samples as training samples randomly, where positive and negative 
samples are 2400 separately. The test samples’ number is 220, of which 110 positive 
and 110 negative test samples. For each sample, the original dimension is 3780. Table2 
show the detection accuracy and time in different dimensions. Seen the table, we can 
found that compared with the direct traverse the entire feature space, the use of LPP not 
only reduce the detection time, but also can improve the detection accuracy rate.  

Table 2. Detection accuracy and time in different dimensions 

LPP 
dimensions 

True 
detection rate 

False 
detection rate 

Detection time 

10 100% 1.8182% 0.022487+ 0.015110 

30 100% 0. 9091% 0.040522+ 0.027963 

50 100% 0. 9091% 0.059236+0.026615 

70 100% 0 0.061586+0.040336 

90 100% 0 0.166117+0.106886 

3780 94.5455% 10% 22.035859+22.288748 

The results of pedestrian detection in practical video surveillance scenes can be seen 
in figure2. The experimental results validate the proposed method. 
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Fig. 2. Pedestrian detection in video surveillance scenes 

4 Conclusions  

This paper proposed a pedestrian detection using HOG dimension reducing in video 
surveillance. Two measures are adopted to improve pedestrian detection accuracy. One 
is using LPP method to reduce the feature dimension and extract the internal structure, 
which improve the recognition rate of positive samples. The other is using background 
modeling and negative samples, which can improve the rejection rate of negative 
samples. At the meanwhile, the proposed method has less computational complexity. 
Experimental results demonstrate the effectiveness of the algorithm. 

Acknowledgements. The research was supported by Innovation Team Project of 
Hubei Province (T201312). 

References 

1. Oren, M., Papageorgiou, C., Sinha, P., et al.: Pedestrian detection using wavelet templates. 
In: IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pp. 
193–199. IEEE, Washington (1997) 

2. Wu, Y., Yu, T., Hua, G.: A statistical field model for pedestrian detection. In: IEEE 
Computer Society Conference on Computer Vision and Pattern Recognition, vol. 1, pp. 
1023–1030. IEEE, Washington (2005) 

3. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: IEEE 
Computer Society Conference on Computer Vision and Pattern Recognition, vol. 2, pp. 
886–893. IEEE, Washington (2005) 

4. Xu, Y., Cao, X., Qiao, H.: An Efficient Tree Classifier Ensemble-Based Approach for 
Pedestrian Detection Systems. IEEE Transactions on Man, and Cybernetics, Part B: 
Cybernetics 41(1), 107–117 (2011) 



 Pedestrian Detection Using HOG Dimension Reducing in Video Surveillance 229 

 

5. Zhang, J.: An overview of fast pedestrian detection: Feature selection and cascade 
framework of boosted features. In: IEEE International Conference on Multimedia and Expo, 
pp. 1566–1567 (2009) 

6. Dollar, P., Wojek, C., Schiele, B., Perona, P.: Pedestrian Detection: An Evaluation of the 
State of the Art. IEEE Transactions on Pattern Analysis and Machine Intelligence, PAMI 
(2012) 

7. Munder, S., Gavrila, D.M.: An experimental study on pedestrian classification. Transactions 
on Pattern Analysis and Machine Intelligence 28(11), 1863–1868 (2006) 

8. Papageorgiou, C., Poggio, T.: A Trainable System for Object Detection. Int’l J. Computer 
Vision 38(1), 15–33 (2000) 

9. Elzein, H., Lakshmanan, S., Watta, P.: A Motion and Shape-Based Pedestrian Detection 
Algorithm. In: Proc. IEEE Intelligent Vehicle Symp., pp. 500–504 (2003) 

10. Viola, P., Jones, M., Snow, D.: Detecting Pedestrians Using Patterns of Motion and 
Appearance. In: Proc. Int’l Conf. Computer Vision, pp. 734–741 (2003) 

11. Cutler, R., Davis, L.: Robust real-time periodic motion detection: Analysis and applications. 
In: IEEE Patt. Anal. Mach. Intell., vol. 22, pp. 781–796 

12. Kobayashi, T., Hidaka, A., Kurita, T.: Selection of Histograms of Oriented Gradients 
Features for Pedestrian Detection. In: Ishikawa, M., Doya, K., Miyamoto, H., Yamakawa, T. 
(eds.) ICONIP 2007, Part II. LNCS, vol. 4985, pp. 598–607. Springer, Heidelberg (2008) 

13. Qiang, Z., Shai, A., Chen, Y.: Fast human detection using a cascade of histograms of 
oriented gradients. In: Proceedings of IEEE Conference on Computer Vision and Pattern 
Recognition, New York, vol. 2, pp. 1491–1498 (2006) 

14. He, X., Niyogi, O.: Locality preserving projections. In: Advances in Neural Information 
Processing Systems, vol. 16 (2003) 



Reversible Watermarking Based on Position

Determination and Three-Pixel Block Difference

Shaowei Weng1, Jeng-Shyang Pan2, and Tien-Szu Pan3

1 School of Information Engineering,
Guangdong University of Technology, P.R. China

wswweiwei@126.com
2 Harbin Institute of Technology

Shenzhen Graduate School, P.R. China
jengshyangpan@gmail.com

3 Department of Electronic Engineering,
National Kaohsiung University of Applied Sciences

Abstract. Reversible watermarking based on position determination
and three-pixel block difference is proposed in this paper. In the pro-
posed method, for a three-pixel block, no modification is allowed to its
center pixel (CP). This unchanged pixel along with all the neighbors sur-
rounding this block constitute a set used for evaluating the intra-block
correlation. The incorporation of CP in this set helps to largely enhance
the estimation accuracy. According to the strength of correlation, we de-
termine this block into a smooth or complex region. When the desired
embedding rate is low, we only modify those blocks located in smooth
regions while keeping the others unchanged. Therefore, the PSNR (peak
signal to noise ratio) value is largely increased. Experimental result also
demonstrate that the proposed method is effective.

1 Introduction

For some critical applications such as the fields of the law enforcement, medical
and military image system, it is crucial to restore the original image without
any distortions. The watermarking techniques satisfying these requirements are
referred to as the reversible watermarking. The reversible watermarking is de-
signed so that it can be removed to completely restore the original image.

The concept of reversible watermark firstly appeared in the patent owned
by Eastman Kodak [1]. Several researchers had developed reversible watermark-
ing [2–13]. RW based on difference expansion was first proposed by Tian [2].
Difference (between a pair of neighboring pixels) is shifted left by one unit to
create a vacant least significant bit (LSB), and 1-bit watermark is appended to
this LSB. This method is called Difference Expansion (DE). Alattar [3] general-
ized the DE technique by taking a set containing multiple pixels rather than a
pair. Coltuc et al. proposed a threshold-controlled embedding scheme based on
an integer transform for pairs of pixels [4]. In Thodi’s work [5], histogram shift-
ing was incorporated into Tian’s method to produce a new algorithm called Alg.
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D2 with a overflow map. Weng et al. proposed an integer transform based on
invariability of the sum of pixel pairs [6]. Weng et al also proposed a new integer
transform, and the embedding rate can approach to 1 bpp (bit per pixel) for a
single embedding layer by overlapped pairing [7]. In Wang et al.’s method [8], a
generalized integer transform and a payload-dependent location map were con-
structed to extend the DE technique to the pixel blocks of arbitrary length.
Feng et al. presented a new reversible data hiding algorithm based on integer
transform (proposed by [9]) and adaptive embedding [10]. Luo et al. first in-
troduced an interpolation technique into RW to obtain the prediction-errors,
which increased prediction-accuracy by using full-enclosing pixels to predict the
current pixel [11]. In Li et al.’s method [12], an efficient reversible watermark-
ing scheme was proposed by incorporating in prediction-error expansion two
new strategies, namely, adaptive embedding and pixel selection. Wu et al. pro-
posed reversible image watermarking on prediction errors by efficient histogram
modification [13].

Besides these works, a new category of RW schemes has been proposed by
Li et al. in [14–16]. Their advantage lies in that they can achieve high visual
quality at some desired low ER, though their obtained maximum embedding
capacity is only able to satisfy some practical application, e.g., the application
of RW in medical image sharing (referring to the papers in [17]).

In Lin et al ’s method [18], the images are divided into non-overlapping three-
pixel blocks. Each block has two pairs, and each pair is composed of two neighbor-
ing pixels. The absolute difference between eachpair is calculated. 1-bit watermark
is embedded into a pair whose absolute difference has the highest occurrence rate.
The main purpose of this paper is to further increase the visual quality at low em-
bedding rates. The embedding process in Lin et al ’s method is modified so as to
keep the CP in some block unaltered. Therefore, CP can be used for evaluating
the intra-block correlation. Specifically, it forms a set along with all the adjacent
pixels surrounding this block. Based on the fact that adjacent pixels in natural im-
ages tend to have similar intensity levels, the correlation of this set is essentially
consistent with the intra-block correlation. The incorporate of CP in this set is
to make the correlation of this set closer to the intra-block correlation. Thus, we
use the variance of this set to represent the intra-block correlation. Position deter-
mination is the process that we can determine this block in a smooth or complex
region, according to the amplitude of the variance. When the desired embedding
rate is low,we onlymodify those blocks located in smooth regionswhile keeping the
others unchanged. Therefore, the PSNR value is largely increased. Experimental
results also demonstrate the proposed method is effective.

The remains of the paper are organized as follows. In Section 1.1, the proposed
method is introduced. Watermark embedding and data extracting and image
restoration are presented in Section 1.2 and 1.3, respectively. The experimental
results are shown in Section 2 and finally we conclude the paper in Section 3.
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1.1 The Proposed Method

Let p = (p1, p2, p3) denote a pixel block containing three neighboring pixels. For
any p, two absolute differences (denoted by d1, d2) between two neighboring pix-
els are calculated, i.e., d1 = |p1−p2|, d2 = |p2−p3|. Given a W×H-size image, it is
partitioned into non-overlapping three-pixel blocks. So, the number of differences
occupys nearly two-thirds of all the pixels. The main purpose of this paper is to
further increase the visual quality by evaluating each block whether it is located
in the smooth or complex region. For any p, we do nothing with p2 (namely
CP), and therefore, p2 can be used for estimating the intra-block correlation. Its
corporation helps to further enhance the estimation accuracy. Specifically, the
variance of p2 and all the neighbors surrounding p is employed to evaluate the
intra-block correlation. Thus, the smaller the variance, the stronger the intra-
block correlation. We only modify those blocks located in smooth regions while
keeping the others unaltered. The advantage of doing so is that we can decrease
the embedding distortions at the low embedding rates.

Let g(d) denote the number of differences whose absolute values equal d, where
0 ≤ d ≤ 253.Md and md are respectively used to represent the absolute values of
differences having the largest and the small occurrence, i.e., g(Md) ≥ g(M

′
) and

g(md) ≤ g(m
′
) for 0 ≤ M

′
,m

′ ≤ 253. In Lin et al.’s method, 1-bit watermark is
embedded into difference whose absolute value is equal to Md. For a pixel block
p, if d1 = Md and d2 = Md, then this p is capable of carrying two-bit watermark
information. In the proposed method, in order to more accurately determine
this block in a smooth or complex region, we modify Lin et al.’s method to keep
p2 unaltered. Take p having d1 = Md and d2 = md for example, there exists
five types of relationships (i.e., p1 > p2 > p3, p1 < p2 < p3, p1 = p2 = p3,
p1 < p2 > p3 and p1 > p2 < p3) among p1, p2 and p3. Suppose p1 > p2 >
p3. Since d1 = Md and d2 = Md, after watermark embedding, p

′
1 = p1 − w1,

p
′
2 = p2 and p

′
3 = p3 − w2, where w1 and w2 are respectively used to denote

1-bit watermark. Note that the relationship among p
′
1, p

′
2 and p

′
3 is identical to

that of p1, p2 and p3, i.e., p
′
1 > p

′
2 > p

′
3. d

′
1 and d

′
2 are respectively used to

denote the watermarked differences of d1 and d2. After watermark embedding,
d

′
1 = p

′
1 − p

′
2 = p1 − p2 +w1 = d1 +w1, d

′
2 = p

′
2 − p

′
3 = p2 − p3 + w2 = d2 +w2.

Hence, in the extraction process, by comparing d
′
1 (or d

′
2) with Md and md, 2-

bit watermark can be correctly extracted. If p1 < p2 > p3, and both w1 and w2

are 1, in order to ensure the invariability of p2, p1 and p3 must be respectively
modified as p

′
1 = p1 − w1 and p

′
3 = p3 − w2. Detailed modification is illustrated

in Table 1.

1.2 Watermark Embedding

I is converted into a one-dimension pixel list respectively according to accord-
ing to a predefined order. Specifically, we work the first row from left to right,
the second row from right to left, then continue alternating row direction in this
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manner, so that a one-dimensional pixel array ID1 is created. Three consecutive
pixels p1, p2 and p3 of ID1 is grouped into a pixel block p = (p1, p2, p3), where
0 ≤ p1 ≤ 255, 0 ≤ p2 ≤ 255 and 0 ≤ p3 ≤ 255.

Each p has two absolute differences d1 and d2. If d1 (or d2) equals Md, then 1-
bit watermark is embedded into d1 (or d2) in the watermark embedding process.
d1 is divided into three intervals: d1 = Md, md ≥ d1 > Md and d1 < Md or d1 >
md according to its value. Similarly, d2 is also divided into three intervals: d2 =
Md, md ≥ d2 > Md and d2 < Md or d2 > md. d1 and d2 are combined together
to create nine combinations. Nine combinations respectively correspond to nine
different embedding strategies, which are included in the flow chart of watermark
embedding procedure (WEP) (see Fig. 1).

if d1 == Md

if d2 == Md

call embed 2 bits;
else

if Md < d2 ≤ md

call embed 1 bit and increase difference;
else

call embed 1 bit and leave unchanged;
end

end
elseif Md < d1 ≤ md

if d2 == Md

call increase difference and embed 1 bit;
else

if Md < d2 < md

call increase 2 difference;
else

increase difference and leave unchanged;
end

end

else

if d2 == Md

call leave unchanged and embed 1 bit;

else
if Md < d2 < md

call leave unchanged and increase difference;
else

Do nothing;
end

end

end
Fig. 1 WEP
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When md < d1 or d1 < Md and md < d2 or d2 < Md, we do nothing with p. Be-
sides, the remaining eight strategies achieve the WEP by calling their respective
embedding functions. Eight functions are illustrated respectively in Tables 1, 3,
5, 7, 9, 11, 13, 15. Each of the eight tables tells us how to modify p in different
types of relationships among p1, p2 and p3. For any of eight tables, its corre-
sponding one after watermark embedding is produced to tell us the range of d

′
1

(or d
′
2) and the relationship among the pixels of p. By means of Tables 2, 4, 6,

8, 10, 12, 14, 16, p1 (or p3) can be correctly retrieved in the extraction process
by getting the range of d

′
1 (or d

′
2).

A location map LM is generated and denoted by a bit sequence of size W ×H .
For a pixel block p, if 0 ≤ p

′
1 ≤ 255, 0 ≤ p

′
2 ≤ 255 and 0 ≤ p

′
3 ≤ 255 after

performing WEP, this p is marked by ‘1’ in the map LM . otherwise by ‘0’. The
location map is compressed losslessly by an arithmetic encoder and the resulting
bitstream is denoted by L. LS is the bit length of L. If p is marked by ‘1’ in
LM , we first select the corresponding WEP from Procedure 1 to Procedure 8
according to the eight combination of d1 and d2, and then, obtain p

′
1, p

′
2 and p

′
3

based on the relationship among p1, p2 and p3. If p is marked by ‘0’ in LM , p is
kept unchanged.

After the first LS pixels have been processed, their LSBs are replaced by L,
and then the LS LSBs to be replaced are appended to P . Finally, the rest of P
and the LS appended bits are embedded into the remaining unprocessed blocks.
After all the blocks are processed, a new watermarked image IW is obtained.

Table 1. Procedure 1: Embedding two bits

Relationships among p1, p2
and p3

Relationships among p
′
1, p

′
2

and p
′
3

Modifications to p1 and p3

p1 > p2 > p3 p
′
1 > p

′
2 > p

′
3 p

′
1 = p1 + w1, p

′
3 = p3 − w2

p1 < p2 < p3 p
′
1 > p

′
2 > p

′
3 p

′
1 = p1 − w1, p

′
3 = p3 + w2

p1 = p2 = p3 p
′
1 �= p

′
2 �= p

′
3 p

′
1 = p1 − w1, p

′
3 = p3 − w2

p1 < p2 > p3 p
′
1 < p

′
2 > p

′
3 p

′
1 = p1 − w1, p

′
3 = p3 − w2

p1 > p2 < p3 p
′
1 > p

′
2 < p

′
3 p

′
1 = p1 + w1, p

′
3 = p3 + w2

1.3 Data Extraction and Image Restoration

The watermarked image IW is converted into a one-dimensional pixel list in the
same way as was done in embedding.

For IW , LSBs of the first LS watermarked pixels are collected into a bitstream
B. B are decompressed by an arithmetic decoder to retrieve the location map. By
identifying the EOS symbol in B, the bits from the start until EOS are decom-
pressed by an arithmetic decoder to retrieve the location map. Data extraction
and pixel restoration is carried out in inverse order as in embedding. Md and
md are transmitted to the receiving side. With help ofMd andmd, the watermark
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Table 2. Relationship among p
′
1, p

′
2 and p

′
3 and the range of d

′
1 (or d

′
2) after Procedure

1

Relationships among
p
′
1, p

′
2 and p

′
3

Range of d
′
1 (or d

′
2) Restoration of p1

and p3

p
′
1 > p

′
2 > p

′
3 d

′
1 ∈ {Md,Md + 1},

if d
′
1 == Md

w1 = 0
else
w1 = 1

d
′
2 ∈ {Md,Md + 1},

if d
′
2 == Md

w2 = 0
else
w2 = 2

p1 = p1 − w1, p
′
3 =

p3 +w2

p
′
1 < p

′
2 < p

′
3 p1 = p1 − w1, p

′
3 =

p3 +w2

p
′
1 �= p

′
2 �= p

′
3 p1 = p1 − w1, p

′
3 =

p3 +w2

p
′
1 < p

′
2 > p

′
3 p1 = p1 − w1, p

′
3 =

p3 +w2

p
′
1 > p

′
2 < p

′
3 p1 = p1 − w1, p

′
3 =

p3 +w2

Table 3. Procedure 2: embed 1 bit and increase difference

Relationships among p1, p2
and p3

Relationships among p
′
1, p

′
2

and p
′
3

Modifications to p1 and p3

p1 > p2 > p3 p
′
1 ≥ p

′
2 > p

′
3 p

′
1 = p1 + w1, p

′
3 = p3 − 1

p1 < p2 < p3 p
′
1 ≤ p

′
2 > p

′
3 p

′
1 = p1 − w1, p

′
3 = p3 + 1

p1 < p2 > p3 p
′
1 < p

′
2 > p

′
3 if w1 == 1

p
′
1 = p1 − 1, p

′
3 = p3 − 1

else

p
′
3 = p3 − 1

p1 > p2 < p3 p
′
1 > p

′
2 < p

′
3 if w1 == 1

p
′
1 = p1 + 1, p

′
3 = p3 + 1

else

p
′
3 = p3 + 1

Table 4. Relationship among p
′
1, p

′
2 and p

′
3 and the range of d

′
1 (or d

′
2) after Procedure

2

Relationships among
p
′
1, p

′
2 and p

′
3

Range of d
′
1 (or d

′
2) Restoration of p1 and p3

p
′
1 ≥ p

′
2 > p

′
3

d
′
1 ∈ {Md,Md + 1},

Md + 1 < d
′
2 < md + 1

if d
′
1 == Md

w1 = 0
else
w1 = 1

p1 = p
′
1 − w1, p3 = p

′
3 + 1

p
′
1 ≤ p

′
2 > p

′
3 p1 = p

′
1 + w1, p3 = p

′
3 − 1

p
′
1 < p

′
2 > p

′
3 if w1 == 1

p1 = p
′
1 + 1, p3 = p

′
3 + 1

else

p
′
3 = p3 + 1

p
′
1 > p

′
2 < p

′
3 if w1 == 1

p1 = p
′
1 − 1, p3 = p

′
3 − 1

else

p3 = p
′
3 − 1
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Table 5. Procedure 3: embed 1 bit and leave unchanged

Relationships among p1, p2
and p3

Relationships among p
′
1, p

′
2

and p
′
3

Modifications to p1 and p3

p1 > p2 p
′
1 > p

′
2 p

′
1 = p1 + w1

p1 ≤ p2 p
′
1 < p

′
2 p

′
1 = p1 − w1

Table 6. Relationship among p
′
1, p

′
2 and p

′
3 and the range of d

′
1 (or d

′
2) after Procedure

3

Relationships among
p
′
1 and p

′
2

Range of d
′
1 (or d

′
2) Restoration of p1

and p3

p
′
1 > p

′
2

d
′
1 ∈ {Md,Md + 1} d

′
2 < Md or d

′
2 > md

p1 = p
′
1 − w1

p
′
1 < p

′
2 p1 = p

′
1 + w1

Table 7. Procedure 4: increase difference and embed 1 bit

Relationships among p1, p2
and p3

Relationships among p
′
1, p

′
2

and p
′
3

Modifications to p1 and p3

p1 > p2 > p3 p
′
1 > p

′
2 > p

′
3 p

′
1 = p1 + 1, p

′
3 = p3 − w2

p1 < p2 < p3 p
′
1 > p

′
2 > p

′
3 p

′
1 = p1 − 1, p

′
3 = p3 + w2

p1 < p2 > p3
p
′
1 < p

′
2 > p

′
3 if w2 == 1

p
′
1 = p1 − 1,p

′
3 = p3 − 1

else

p
′
1 = p1 − 1

p1 > p2 < p3
p
′
1 > p

′
2 < p

′
3 if w2 == 1

p
′
1 = p1 + 1,p

′
3 = p3 + 1

else

p
′
1 = p1 + 1

Table 8. Relationship among p
′
1, p

′
2 and p

′
3 and the range of d

′
1 (or d

′
2) after Procedure

4

Relationships among
p
′
1, p

′
2 and p

′
3

Range of d
′
1 (or d

′
2) Restoration of p1 and p3

p
′
1 > p

′
2 > p

′
3

Md + 1 < d
′
1 < md + 1

d
′
2 ∈ {Md,Md + 1}

if d
′
2 == Md

w2 = 0
else
w2 = 1

p1 = p
′
1 − 1, p3 = p

′
3 +w2

p
′
1 > p

′
2 > p

′
3 p1 = p

′
1 + 1, p3 = p

′
3 −w2

p
′
1 < p

′
2 > p

′
3 if w2 == 1

p1 = p
′
1 + 1, p3 = p

′
3 + 1

else

p1 = p
′
1 + 1

p
′
1 > p

′
2 < p

′
3 if w2 == 1

p1 = p
′
1 − 1, p3 = p

′
3 − 1

else

p1 = p
′
1 − 1
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Table 9. Procedure 5: increase 2 differences

Relationships among p1, p2
and p3

Relationships among p
′
1, p

′
2

and p
′
3

Modifications to p1 and p3

p1 > p2 > p3 p
′
1 > p

′
2 > p

′
3 p

′
1 = p1 + 1, p

′
3 = p3 − 1

p1 < p2 < p3 p
′
1 > p

′
2 > p

′
3 p

′
1 = p1 − 1, p

′
3 = p3 + 1

p1 < p2 > p3 p
′
1 < p

′
2 > p

′
3 p

′
1 = p1 − 1, p

′
3 = p3 − 1

p1 > p2 < p3 p
′
1 > p

′
2 < p

′
3 p

′
1 = p1 + 1, p

′
3 = p3 + 1

Table 10. Relationship among p
′
1, p

′
2 and p

′
3 and the range of d

′
1 (or d

′
2) after Procedure

5

Relationships among p
′
1, p

′
2

and p
′
3

Range of d
′
1 (or d

′
2) Restoration of p1 and p3

p
′
1 > p

′
2 > p

′
3

Md + 1 < d
′
1 < md + 1

Md + 1 < d
′
2 < md + 1

p1 = p
′
1 − 1, p3 = p

′
3 + 1

p
′
1 > p

′
2 > p

′
3 p1 = p

′
1 + 1, p3 = p

′
3 − 1

p
′
1 < p

′
2 > p

′
3 p1 = p

′
1 + 1, p3 = p

′
3 + 1

p
′
1 > p

′
2 < p

′
3 p1 = p

′
1 − 1, p3 = p

′
3 − 1

Table 11. Procedure 6: increase difference and leave unchanged

Relationships among p1, p2
and p3

Relationships among p
′
1, p

′
2

and p
′
3

Modifications to p1 and p3

p1 > p2 p
′
1 > p

′
2 p

′
1 = p1 + 1

p1 ≤ p2 p
′
1 < p

′
2 p

′
1 = p1 − 1

Table 12. Relationship among p
′
1, p

′
2 and the range of d

′
1 (or d

′
2) after Procedure 6

Relationships among
p
′
1, p

′
2 and p

′
3

Range of d
′
1 (or d

′
2) Restoration of p1

and p3

p
′
1 > p

′
2

Md + 1 < d
′
1 < md + 1 d

′
2 < Md or d

′
2 > md

p1 = p
′
1 − 1

p
′
1 < p

′
2 p1 = p

′
1 + 1

Table 13. Procedure 7: leave unchanged and embed 1 bit

Relationships among p1, p2
and p3

Relationships among p
′
1, p

′
2

and p
′
3

Modifications to p1 and p3

p2 > p3 p
′
2 > p

′
3 p

′
3 = p3 + w2

p2 ≤ p3 p
′
2 < p

′
3 p

′
3 = p3 − w2

Table 14. Relationship among p
′
1, p

′
2 and p

′
3 and the range of d

′
1 (or d

′
2) after Procedure

7

Relationships among
p
′
1, p

′
2 and p

′
3

Range of d
′
1 (or d

′
2) Restoration of p1

and p3

p
′
2 > p

′
3

d
′
1 < Md or d

′
1 > md d

′
2 ∈ {Md,Md + 1} p3 = p

′
3 − w2

p
′
2 < p

′
3 p3 = p

′
3 + w2
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Table 15. Procedure 8: leave unchanged and increase difference

Relationships among p1, p2
and p3

Relationships among p
′
1, p

′
2

and p
′
3

Modifications to p1 and p3

p2 > p3 p
′
2 > p

′
3 p

′
3 = p3 − 1

p2 < p3 p
′
2 < p

′
3 p

′
3 = p3 + 1

Table 16. Relationship among p
′
2 and p

′
3 and the range of d

′
1 (or d

′
2) after Procedure

8

Relationships among
p
′
1, p

′
2 and p

′
3

Range of d
′
1 (or d

′
2) Restoration of p1

and p3

p
′
2 > p

′
3

d
′
1 < Md or d

′
1 > md Md + 1 < d

′
2 < md + 1

p3 = p
′
3 + 1

p
′
2 < p

′
3 p3 = p

′
3 − 1

sequence can be correctly extracted. For each pair p
′
= (p

′
1, p

′
2, p

′
3), if p

′
’s location

is associated with ‘0’ in the location map, then it is ignored. Otherwise, p can
be retrieved by means of Tables 2, 4, 6, 8, 10, 12, 14, 16.

2 Experimental Results

The proposed method is implemented and tested on various standard test im-
ages using MATLAB. The performance for two most frequently used 512× 512
grayscale standard test images is presented in Fig. 2, where we use number of
bits and PSNR values for measurement for capacity and distortion.

We modify Lin’s method by keeping p2 of any block p unchanged. By evalu-
ating the correlation between p2 and all the pixels surrounding p, we can get the
intra-block correlation of p on the decoding side without the need of any addi-
tional information. We only embed watermark into blocks with high intra-block
correlation, so that high PSNR value can be obtained at the low embedding rate.
For ‘Airplane (F-16)’, it also can be seen from Fig. 2 that our method performs
well, and significantly outperforms Li et al ’s when the embedding rates are lower
than 0.2665 bpp. ‘Baboon’ is a typical image with large areas of complex texture,
so the obtained bit-rate is slightly lower at the same PSNR. Fig. 2 shows that
the proposed method achieves higher embedding capacity with lower embedding
distortion than Li et al.’s, when the embedding capacity exceeds 10000 bits. At
the current stage, we utilize three pixels to carry at most two-bit watermark and
do not apply multi-layer embedding. In our future work, we will devote ourselves
to the research that two pixels carry two-bit watermark.
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Fig. 2. Performance comparisons between the proposed method Li et al. [15] for the
test images: (a) ‘Airplane (F-16)’, (b) ‘Baboon’.

3 Conclusions

Reversible watermarking based on position determination and three-pixel block
difference is proposed in this paper. In the proposed method, for a three-pixel
block, no modification is allowed to its center pixel (CP). This unchanged pixel
along with all the neighbors surrounding this block constitute a set used for
evaluating the intra-block correlation. The incorporation of CP in this set helps
to largely enhance the estimation accuracy. According to the strength of cor-
relation, we determine this block into a smooth or complex region. When the
desired embedding rate is low, we only modify those blocks located in smooth
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regions while keeping the others unchanged. Therefore, the PSNR (peak signal
to noise ratio) value is largely increased. Experimental result also demonstrate
that the proposed method is effective.

Acknowledgment. This work was supported in part by National NSF of China
(No. 61201393, No. 61272498, No. 61001179).
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for Quantum Images Based on Quantum Wavelet
Transform and Diffusion
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Abstract. In this paper, a novel quantum encryption scheme for quan-
tum images based on quantum wavelet transform (QWT) and double
diffusions is proposed. Firstly, diffusion operation applied on the input
quantum image, and then QWT worked on the new quantum image to
transform this image to the frequency domain. and following the diffu-
sion operation is implemented on the QWT transformed quantum im-
age. finally ,inverse QWT are used.The encryption keys are generated
by a sensitive chaotic logistic map, which guarantee the security of the
scheme. at the same time,we designed the corresponding quantum cir-
cuits to demonstrates that the reasonable of the proposed scheme.

Keywords: Quantum computation, Quantum image encryption, QWT,
diffusion operation, Chaotic system.

1 Introduction

Since quantum computation is proposed, is has been raised great interested dur-
ing the quantum field. Any quantum algorithm or unitary operation can be
considered feasible depending on whether can design the corresponding equiva-
lent quantum circuit [1,2]. Currently, quantum computation have been applied
in many branches of science and technology such as image processing and com-
putational geometry[3,4,5], pattern recognition[6,7,8].

Quantum image is the corresponding form of the classical image in quantum
computer. And many quantum image representations are proposed such as Qubit
Lattice [9], Real Ket[10], flexible representation of quantum image(FRQI)[11], an
enhanced quantum representation(NEQR) for digital image is proposed in [12].
Moreover, quantum image representation for log-polar image (QUALPI) was
proposed for the storage and processing quantum image sampled in log-polar
coordinates [13].
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With the deep research about quantum image, quantum image encryption
has been a hot topic. In recent years, qubits encryption with hybrid keys has
been proposed [14], but these schemes have been invented to qubits encryption
due to some intrinsic features of images such as high correlation pixels. And
the encryption algorithms utilizing quantum image geometric transformations
has been proposed in [15]. However, the encrypted images are not noise-like
and the sketches can be identified. Recently, quantum image encryption method
based on Quantum Fourier transform and double phase encoding is designed [16].
Furthermore, Yang applied this method to the quantum color image encryption
and obtain some good results [17].

In this paper, we proposed a novel quantum image encryption method, which
is based on the QWT and diffusion operation. QWT can transform the image
to its frequency domain, and it is conveniently for us to research the image
properties. And in article we mainly use the QWT wavelet. Diffusion operation
and chaotic mapping can make the quantum image color information distributed
more uniform.

The framework of this paper is as follows. In section 2, we will give the back-
ground on quantum image, QWT and the chaotic logistic map. And the concrete
quantum image encryption and decryption algorithm will be given in section 3.
And the corresponding experiments and analysis are showed in part 4. Finally
in part 5, we conclude this paper.

2 Related Works

In this paper, we will use the FRQI quantum model to realize our scheme. The
concrete form of FRQI is described as following, which the image size is

2n × 2n

in Eq. 1.

|I(θ)〉 = 1

2n

22n−1∑
i=0

(cos θi |0〉+ sin θi |1〉)⊗ |i〉 (1)

θi ∈
[
0,

π

2

]
, i = 0, 1, · · · 22n − 1

Wherein, cos θi |0〉+sin θi |1〉 encodes the color information and |i〉 encodes the
corresponding position information of the quantum images. The position infor-
mation includes two parts: the vertical and horizontal coordinates. Considering
a quantum image in 2n-qubits system,

|i〉 = |y〉 |x〉 = |yn−1yn−2 · · · y0〉 |xn−1xn−2 · · ·x0〉
x, y ∈ {0, 1, · · ·2n − 1}

|yj〉 , |xj〉 ∈ {|0〉 , |1〉} , j = 0, 1, · · · , n− 1
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here
|y〉 = |yn−1yn−2 · · · y0〉

encodes the first n -qubits along the vertical location and

|x〉 = |xn−1xn−2 · · ·x0〉
encodes the second n -qubits along the horizontal axis. Obviously ,the FRQI is
a normalized state.

‖|I (θ)〉‖ =
1

2n

√√√√22n−1∑
i=0

(
cos2 θi + sin2 θi

)
= 1 (2)

Furthermore, the author proposed a polynomial preparation theorem that
proves the existence of a unitary transformation which can turn a empty quan-
tum image to the FRQI state. Mostly existing quantum image encryption is
based on FRQI, so we select this quantum image model for our encryption
scheme.

Wavelet transformation researches the multi-scales structure of signal and is
important in image compression and processing. Concrete quantum circuits for
Harr and Daubechies wavelet are designed in[16]. The quantum circuit ofD4

wavelet are designed in[18].
Chaos theory has been applied in different field of science and technology, such

as mathematics, physics, engineering [18] since it was proposed in 1970s. And
owing to many properties of chaos system, it has raised the interested of many
researches. At the same time, its properties have the corresponding counterparts
in traditional cryptosystems, such as confusion and diffusion. A general chaotic
logistic map was defined as follows[19].

xδ+1 =
4η′2xδ(1 − xδ)

1 + 4 (η′2 − 1) xδ(1− xδ)
(3)

Where δ = 0, 1, · · · , n , x0 is the initial value, x0 ∈ (0, 1) , −4 ≤ η′ ≤ 4 .
If given the initial values x0, η

′ , iterating equation 3, a chaotic sequence is
generated whose elements are distributed in (0, 1).Analysis has been proved that
the generalized logistic map is more uniform than logistic map. we will use it to
generate key in the diffuse phase of this encryption scheme. Diffusion operation
contains many color transformations to recode the color angle in FRQI. And
in this paper we use twice diffusion operation and corresponding twice logistic
mapping, so it makes key space enough big for our experiment and to guarantee
our schemes feasibility.

In some cases, it is the Contact Volume Editor that checks all the final pdfs.
In such cases, the authors are not involved in the checking phase.

3 Quantum Image Encryption and Decryption Scheme

In our proposed quantum encryption scheme, firstly, we use diffusion operations
to act on the input image ,and then apply QWT to the new quantum image.
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following, the diffusion operation is used on the encrypted image, finally, inverse
QWT was applied on the quantum image.Next the concrete encryption and
decryption process are described.

Encryption Scheme. Algorithm 1. Encryption scheme Input: quantum image
|I (θ)〉 size of 2n+1 qubits, initial parameters η′, η′′ and x′

0, x
′′
0 and −4 ≤ η′ ≤ 4

, −4 ≤ η′′ ≤ 4 ,x0, x
′
0 ∈ (0, 1) Output: encrypted quantum image

D (|I (θ)〉)

Diffusion Phase:
Step 1: Quantum image preparation Given a empty quantum image sized

2n×2n , using the polynomial preparation theorem can obtain the input quantum
image whose FRQI is 1:

Step 2: Generating 22n reals γk using the initial parameters η′and x′
0 through

iterate equation (4) about 22n times.
Step 3: Designing the rotation gatesRy (2ϕk), ϕk ∈ [0, π/2], k = 0, 1, · · · , 22n−

1 using the reals γk ,where,ϕk = arccos (γk) ,arcos is the inverse function of cosine
function. Thus, a sequence of unitary transforms is constructed using equation
4 and 5

Ck =

⎛
⎝I ⊗

22n−1∑
j=0,j �=k

|j〉 〈j|
⎞
⎠+Ry (2ϕk)⊗ |k〉 〈k| (4)

Ry (2ϕk) =

(
cosϕk

sinϕk

− sinϕk

cosϕk

)
(5)

Ry (2ϕk) is a rotation matrix, obviously, the controlled rotation matrix Ck is
a unitary matrix, applying Ck on quantum image |I (θ)〉 gives us that:

Ck (|I (θ)〉)
= Ck

(
1
2n

22n−1∑
i=0

(cos θi |0〉+ sin θi |1〉)⊗ |i〉
)

= 1
2n

[
22n−1∑
i=0,i�=k

(cos θi |0〉+ sin θi |1〉)⊗ |i〉
+(cos (θk + ϕk) |0〉+ sin (θk + ϕk) |1〉)⊗ |k〉]

(6)

Step 4: Then using operation

Ck

(
k = 0, 1, · · ·22n − 1

)
22n times, that is

22n−1

Π
k=0

Ck
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transform, and we will get the firstly encryption image.

22n−1

Π
k=0

Ck (|I (θ)〉)

= 1
2n

22n−1∑
i=0

(cos (θi + ϕi) |0〉+ sin (θi + ϕi) |1〉)⊗ |i〉
(7)

QWT phase:
Step1: Quantum wavelet transform execute QWT on the firstly encryption

quantum image
22n−1

Π
k=0

Ck (|I (θ)〉), obtaining its wavelet form of encryption quan-

tum image QWT

(
22n−1

Π
k=0

Ck (|I (θ)〉)
)

shown as follows

QWT

(
22n−1

Π
k=0

Ck (|I (θ)〉)
)

= 1
2n

22n−1∑
i=0

QWT ((cos θ′i |0〉+ sin θ′i |1〉)⊗ |i〉)

=
22n−1∑
i=0

|wci〉 ⊗ |i〉

(8)

Where θ′i = θi + ϕi, and this step represents the QWT of the firstly encryption
image. Noticing that in our paper we use D4wavelet.

Second diffusion Phase:
After QWT, we will again use the diffusion operation. The method just like the

above diffusion operation, however, the different point is that use another initial
values η′′and x′′

0 randomly produce the chaotic logistic sequence using equation
(3). At the same time, design the transformationC′

k

(
k = 0, 1, · · ·22n − 1

)
. Then

apply these transform on the QWT encryption image.

Inverse QWT Phase:
The last step of the algorithm is the inverse QWT. We just produce an inverse

D4wavelet as the transform.
Furthermore, we give the framework of this quantum image encryption algo-

rithm.
Quantum image is the representation of classical image in quantum computer,

so the whole implementation process must satisfy the principal of quantum me-
chanics. Obviously the QWT satisfies quantum mechanics.

Next we will give the concrete quantum circuit of the quantum image encryp-
tion scheme.

It is obvious that all the phases are inverse, next we will describe the decryp-
tion algorithm.

Decryption Scheme. Algorithm 2. Decryption scheme
Input: encrypted quantum imageD (|I (θ)〉), the same parameters η′and x′

0,η
′′

and x′′
0 .

Output: decrypted quantum image |I (θ)〉.
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Fig. 2. The quantum circuit of quantum image encryption

QWTPhase: Firstly, we applied QWT to the encrypted imageD (|I (θ)〉).
Inverse diffusion phase:

step1: using the same keys of η′′and x′′
0 to generate 22nreals γ′

k, which is the same
as the γ′

kused in step of the again diffusion phase of algorithm 1, by iterating
logistic map equation (3) about 22ntimes.

Step 2: Designing the rotation gates Ry (2ϕ
′
k) , ϕ

′
k ∈ [0, π/2], using the reals

γ′
kproduced in step 1. Then a sequence of unitary transforms C′

k is constructed
by equation (5) and (6).
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Step 3: Rotate the color codes of QWT (D (|I (θ)〉)) using the Hermitian con-
jugate of the matrix C′

k for all k = 0, 1, · · · 22n − 1, then we get the inverse

diffusion result
22n−1

Π
k=0

C∗′
k (QWT (|I (θ)〉)), where 22n−1

Π
k=0

C∗′
k is the Hermitian con-

jugate of the matrix C′
k.

QWT−1phase:
Step 1: Execute Quantum inverse wavelet transform QWT−1on the middle

encryption quantum image
22n−1

Π
k=0

C∗′
k (QWT (|I (θ)〉)).

Another diffusion phase:
Using the same keys of η′and x′

0 to generate 2
2nreals γk, and produce the same

rotate transformation Ck. Then we can use the conjugate of Ck, k = 0, 1, · · ·22n−
1 to the above quantum image and last we get quantum image|I (θ)〉.

From all the steps of above, we can get the conclusion that our quantum
image encryption scheme is feasible in theory. Then we will analysis concrete
experiment to show our scheme is in fact reasonable.

4 Conclusion

In this paper, we proposed a novel quantum image encryption method based
on QWT and diffusion operation. And theory analysis show that our algorithm
is reasonable in quantum theory and can be realized especially reflected in the
designed quantum circuit. At the same time , all the transformation used in the
article is unitary, so we can easily get the inverse quantum circuit and decryption
algorithm.
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Interleaving and Sparse Random Coded

Aperture for Lens-Free Visible Imaging

Zhenglin Wang and Ivan Lee
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University of South Australia, Mawson Lakes, SA 5095, Australia

Abstract. Coded aperture has been applied to short wavelength imag-
ing (e.g., gamma-ray), and it suffers from diffraction and interference
for taking longer wavelength images. This paper investigates an inter-
leaving and sparse random (ISR) coded aperture to reduce the impact
of diffraction and interference for visible imaging. The interleaving tech-
nique treats coded aperture as a combination of many small replicas to
reduce the diffraction effects and to increase the angular resolution. The
sparse random coded aperture reduces the interference effects by increas-
ing the separations between adjacent open elements. These techniques
facilitate the analysis of the imaging model based only on geometric op-
tics. Compressed sensing is applied to recover the coded image by coded
aperture, and a physical prototype is developed to examine the proposed
techniques.

Keywords: Computational imaging, Coded aperture imaging, Image
reconstruction techniques.

1 Introduction

Coded aperture was introduced in 1960s [1], and it plays an important role
in astronomical and medical imaging for short wavelength sources, such as χ
and γ rays. These sources are considered as non-diffracting and non-refracting
radiation, and they are difficult to be imaged by a lens-based camera. Coded
aperture consists of a mask with many pinholes distributed with a pre-defined
pattern. The mask with bigger openings substitutes the single hole in a pinhole
camera, allowing more lights in. The coded aperture technique can improve the
signal-to-noise ratio (SNR), reduce the exposure time, widen the field-of-view,
and simultaneously maintain several benefits of a pinhole camera, such as low
cost, negligible image distortion and infinite depth-of-field [2], [3]. Hence, there
has been increasing interest in applying the coded aperture technique to visible
or infrared imaging [4], [5], [6].

When coded aperture is applied for capturing visible wavelength images at
high resolution without incorporating lens, diffraction and interference effects
become major challenges [5]. A fine-scale mask was adopted in [5] to attain high
resolution images, and the diffraction and interference effects had to be taken into
account in their imaging model. As a result, its point spread function (PSF) had

J.-S. Pan et al. (eds.), Intelligent Data Analysis and Its Applications, Volume 2, 251
Advances in Intelligent Systems and Computing 298,
DOI: 10.1007/978-3-319-07773-4_25, c© Springer International Publishing Switzerland 2014
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to be obtained by extra physical tests instead of pure geometric optics analysis.
Their imaging model may have the following problems: 1) it makes configurable
coded aperture unfeasible because each mask has to attain its PSF by extra
physical tests; 2) the reconstruction accuracy is affected in that the measured
PSF inevitably introduces some errors. In addition, the fine-scale mask may
increase the manufacturing difficulties.

A pinhole camera is probably the simplest lens-free camera. It usually chooses
a proper pinhole size to make the diffraction circle (for a point source) fall within
the geometric spot, so that the diffraction effects are negligible. For a pinhole
camera, the image resolution is mainly determined by the resolution of sensor
array. However, the image resolution for a coded aperture based camera depends
on both the mask and the sensors. The element size in the mask is desired to be
small enough to achieve high resolution, but a tiny hole produces severe diffrac-
tion to affect the image quality. To address this conflict, an interleaving technique
is investigated. We still follow the pinhole principle to design the element size to
reduce the diffraction effects. The interleaving technique is employed at decod-
ing to treat the mask as a combination of many fine-scale replicas, assisting to
recover a high resolution image.

Most current coded apertures are designed for astronomical and medical imag-
ing where the intensities of the radiation sources are very low. The mask with
big openings can increase the flux onto the detector. Meanwhile, the open ele-
ments in the mask can be arranged densely without considering the interference
effects. Furthermore, the elements are usually required to be distributed in a
specific pattern to facilitate the decoding process [3], [7]. On the other hand, in
many visible applications, the intensities of the light sources are high or a big
exposure time can be used for compensation. Instead, the interference effects
become significant to the reconstruction accuracy. Therefore, a sparse random
coded aperture is proposed in this article to make a tradeoff between the dense
coded aperture and the single pinhole. The open elements sparsely spread on
the mask to reduce the interference effects. Additionally, the sparse masks may
facilitate the fabrication.

The resulting picture by a coded aperture is a superposition of many indi-
vidual pinhole images. Each sensor records an intensity summation of all light
sources (note that a light source will contribute zero to the sum if it corresponds
to a closed element). So, a decoding process is necessary to extract a meaningful
image from the recorded picture. Several linear decoding algorithms have been
developed for different coded apertures [3], [7], [8], [9], [10]. These algorithms
usually impose specific restrictions on the coded aperture patterns for the sake
of seeking a proper decoding function (e.g., balanced correlation [3]). They can-
not recover the image properly for the proposed sparse random coded aperture.
Some researchers have applied the emerging theory of compressed sensing (CS)
[11], [12] to coded aperture imaging [13], [14], [15]. Their researches targeted at
lens-based imaging systems and the mask was placed in an intermediate image
plane (e.g., the coded aperture compressive temporal imaging (CACTI) system
[15]). So, they are different from our studies of lens-free imaging system. CS



ISR Coded Aperture for Lens-Free Visible Imaging 253

has been used for diverse image applications (e.g.,[24]), and it is studied here to
provide a robust nonlinear reconstruction way for the proposed coded aperture.

2 Coded Aperture Design

In coded aperture imaging applications, the object distance is assumed to be
much bigger than the image distance, so the incident lights from a point source
to the camera can be considered parallel and uniform. When a sensor array
is used to capture the image, the imaging system will be digitalized. If only
geometric optics is taken into account, the imaging system can be modeled as

P (k, l) =
∑
i

∑
j

O(i, j)A(i + k, j + l) +N(k, l) (1)

where P (k, l) denotes a sample on the sensor (k, l), O(i, j) denotes the intensity
of the point source at (i, j), A denotes the discrete PSF of the coded aperture,
and N denotes the noise [3]. Furthermore, (1) can be represented by

P = O ∗A+N (2)

where ∗ denotes the correlation operator.
A coded aperture consists of many open or closed equal-size elements. Each

element is desired to have the same dimension as a sensor. It is also required to
be aligned with the sensor. Then, A can be given by a zero-one matrix, the open
elements meaning ’1’s and the closed elements meaning ’0’s. In addition, when
P , A and O are finite, (1) can be expressed by a system of linear equations:

p = Φx+ n (3)

where the vectors p and x are obtained by lexicographic reordering of the ma-
trices P and O, and Φ is a Toeplitz matrix with {0, 1} elements generated by
packing A in lexical order [16].

The above imaging model bases on geometric optics, which does not take into
account the diffraction and interference effects. However, the diffraction effects
are significant when visible light passes through an individual hole whose size
is comparable to the wavelength; as well, the interference effects arise when
visible light passes through different holes whose separations are small. On the
other hand, a tiny hole is desired to achieve high angular resolution, and densely
distributed holes are required to favor conventional decoding algorithms. So,
the above imaging model is inapplicable when conventional coded apertures are
employed for visible imaging. For example, researchers in [5] adopted a fine-scale
mask with element side length of 41μm to capture high resolution images (the
angular resolution is around 1mrad), and they had to measure the PSF by extra
physical tests. We propose an interleaving and sparse random coded aperture to
reduce the diffraction and interference effects so that the above imaging model
can be applied directly without spending extra efforts on the PSF.
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Fig. 1. Interleaving coded aperture (a grayscale indicates a sub-mask)

2.1 Interleaving Coded Aperture

For a pinhole camera, the pinhole diameter (for a circular hole) is suggested
to be d = 1.56

√
λf where λ is the wavelength and f is the focal length [17].

Such a pinhole size is usually considered optimum because it can make the
best balance between geometric imaging and diffraction effects. Although the
elements in our coded aperture are equal-size squares, this formula is still used
to calculate the side length. For example, the focal length is about 40mm in our
lens-free camera and light with wavelength of 550nm (yellow-green) is dominant
in a black-and-white picture, so the chosen side length is around 0.23mm. Such
element dimensions produce an angular resolution of about 6mrad, which is
worse than that in [5]. On the other hand, the Canon sensor array has a pixel
pitch of 4.3μm, which can provide a finer resolution. Thus, an interleaving coded
aperture technique is studied to improve the angular resolution.

In the interleaving coded aperture, each element in the mask is regarded as
an array of k× k sub-elements. All these sub-elements have the same value with
their parent. An example is shown in Fig. 1. Each element in the mask is divided
into an array of 2× 2 sub-elements. The mask is seen as a combination of 4 sub-
masks interleaving together. Each sub-mask has the same coded pattern as the
parent mask. As a result, the angular resolution is doubled. The larger k, the
finer the resolution is. The interleaving coded aperture technique is based on two
principles: 1) when the light rays are from a small far field of view (e.g., 6mrad),
they are parallel to pass through a small open hole (e.g. a 0.23mm square)
to reach the sensors; 2) each sensor and sub-element are identical in size and
aligned in position. Then, the imaging system can be regarded as k2 independent
sub-masks working together. At decoding, each sub-mask and its corresponding
samples are used to reconstruct a low resolution image independently. These
reconstructed images are finally reassembled into a high resolution image. If
the interleaving coded aperture technique is employed with k = 8, the angular
resolution in previous example will achieve around 0.75mrad, which is better
than that in [5].

2.2 Sparse Random Mask

In 1968, Dicke proposed a random coded aperture consisting of many randomly
spaced pinholes having an overall transmission ≈ 50%, to improve the SNR
whilst retaining the good angular resolution commensurate with a single hole size



ISR Coded Aperture for Lens-Free Visible Imaging 255

(a) URA
mask

(b) SRM
mask

Fig. 2. Different basic coded aperture
patterns

(a) Φ for URA (b) Φ for
SRM

Fig. 3. Lexical-order matrices for the
masks used in this paper

[1]. The random coded aperture can adopt autocorrelation or generalized inverse
for decoding, but the former method produces an inherent noise in reconstruction
while the latter is sensitive to noise [3]. Then, Fenimore and Cannon [3] proposed
uniformly redundant arrays (URA) for coded aperture (Fig. 2(a)). The URA
mask exhibits better reconstruction accuracy because it favors to construct a
decoding function G such that the system point-spread function (SPSF) A ∗G
is exactly a delta function. The decoding process is as

Õ = P ∗G = (O ∗A) ∗G+N ∗G = O +N ∗G. (4)

The URA mask and its derivation MURA [10] have been widely applied to
astronomical imaging [16].

However, the URA mask was designed to improve the SNR and to facilitate
the decoding for short wavelength imaging. It has two limitations. First, the
URA mask must have dimensions r-by-s where r and s are prime numbers, and
(r−s) equals 2; second, the open elements need to occupy about 50%(rs/2) of the
URA mask for obtaining a SPSF of being an exact delta function (see Fig. 4(a)).
These limitations restrict the flexibilities of the URA mask, and simultaneously
result in open elements densely spreading on the mask. Specifically, when it is
adopted for visible imaging, the interference effects will be outstanding.

So, a sparse random mask (SRM) is examined in this paper to reduce the
interference effects. In a sense, the SRM mask makes a tradeoff between the
dense coded aperture and the single pinhole. On the other hand, the SRM mask
leads to produce a sparse randomPSF matrix. Sparse randommatrices have been
intensively investigated for signal acquisition in the CS context. They can relieve
the computational complexity for large-scale signals. In addition, many readily
available CS-based recovery algorithms are potential for decoding. Therefore,
a sparse random matrix with {0, 1} elements proposed in [18] are adopted to
design our mask. To reduce the interference effects as much as possible, only one
open element is selected in each column or row. A resulting 20-by-20 SRM mask
is shown as Fig. 2(b).

The famous double-slit experiment model is used to explain the advantage of
SRM. A point light source passes through two adjacent pinholes to interference,
producing many bright and dark fringes rather than two bright spots on the
film. The gaps of neighboring bright fringes are approximately fλ/a where f is
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the image distance, λ is the wavelength and a is the separation between the two
pinholes [19]. As the separation becomes larger, the interferences will diminish
and the fringes will be formed into two bright spots. The separations between
adjacent open elements in the SRM mask are likely to be bigger than those in
the URA mask, so the SRM mask can lessen the interference effects. In addition,
since only one open element in each column or row needs to be aligned with the
sensor, the SRM mask is advantageous to reduce the alignment error.

3 CS for Sparse Random Coded Aperture Decoding

The recorded picture by coded aperture imaging is an unclear superposition
of multiple copies of the target scene. Decoding must be performed to obtain
the ground truth. Conventional decoding algorithms are mostly based on linear
deconvolution. For the URA mask, the efficient decoding method is balanced
correlation as (4). G is constructed by

G(i, j) =

{
1, if A(i, j) = 1;

−1, if A(i, j) = 0.
(5)

The SPSF of A ∗G is a perfect delta function (Fig. 4(a)). The target image can
be exactly recovered if no noise exists. Moreover, when Φ in (3) is non-singular,
another intuitive decoding method is generalized inverse, formulated by

x̃ = Φ−1p = x+ Φ−1n. (6)

But generalized inverse is sensitive to noise [16]. On the other hand, The SPSF
for a SRM mask is an unsatisfactory delta function (see Fig. 4(b)), resulting

(a) The SPSF for URA is an ideal δ function

(b) The SPSF for SRM is an unsatisfactory δ function

Fig. 4. The SPSFs for URA and SRM masks
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that the balanced correlation method cannot obtain a good reconstruction. At
the same time, Φ for the SRM mask is singular so that generalized inverse is
inapplicable as well. So, we have to explore another decoding approach for the
SRM mask.

The new theory of CS has been applied to image sampling. A well-known
CS-based camera is the single-pixel camera [20], which employs a digital micro-
mirror device (DMD), controlled by a random number generator (RNG), to
measure the target image in a random sense. The CS sampling is formulated by

y = Φx+ n (7)

where y is a vector of the observations, x is the vector form of the target image,
Φ denotes the measurement matrix modeling the measuring procedure, and n
denotes the noise. Then, x can be well reconstructed by many CS-based recovery
algorithms even if the samples are less than the real pixels. (7) is identical to (3).
Indeed, the single-pixel camera acquires linear measurements of the target image
rather than real pixels, and so does coded aperture imaging. So, the decoding
algorithms for CS are potential to be adopted for coded aperture imaging.

Another reason for selecting sparse random coded aperture is that the lexical-
order form Φ of the masks (Fig. 3) must obey the restricted isometry property
(RIP) [21]. RIP is the premise that the CS-based recovery algorithms can be
applied. When Φ for the SRM mask is singular, a pre-process as below is neces-
sary. The maximum linearly independent rows are abstracted from Φ, and then
reorganized into a new rectangle matrix Φ̄. The remaining rows and their corre-
sponding entries in y are discarded. Given Φ is an N -by-N (N = r ∗ s) matrix
and M = rank(Φ), Φ̄ denotes the remaining M -by-N matrix and ȳ denotes the
remaining M -length vector. Then, (7) is rewritten as

ȳ = Φ̄x+ n (8)

Although M < N and (8) is ill-posed, CS can solve it efficiently [22]. The
gradient projection for sparse reconstruction (GPSR) [23] is one of CS-based
reconstruction algorithms. GPSR exhibits good performance both in terms of
reconstruction accuracy and computation time so it is adopted in this paper.

4 Experimental Results

Our lens-free coded aperture camera is implemented as below. The masks are
printed on transparencies, and substitute the original optical lens set in the Holga
lens kit. Then, the Holga lens kit is joined to a Canon EOS 600D camera base
(maximum 5184× 3456 pixels) pixels to form a lens-free coded aperture camera.
Due to the limitation of the aperture of the Holga lens kit, the dimensions of the
masks must be smaller than 10×10mm. So, two types of coded aperture patterns
are tested: the 19-by-17 URA mask (Fig. 5(a,b)) and the 20-by-20 SRM mask
(Fig. 5(c,d)). The Cannon sensor array has a minimum pixel pitch of 0.0043mm.
The laser printer has a precision of 1200dpi. But, if taking into account the
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(a) (b)

(c) (d)

Fig. 5. (a, b): URA mask; (c, d): SRM
mask

Fig. 6. The test site

ink diffusion, the masks probably obtain a precision of about 0.03mm, which is
approximately equal to 7 pixel width. Therefore, the element side length is chosen
to be 0.24mm because 1) it is close to the optimum pinhole size of 0.23mm; 2)
it is advantageous to align the sensors and the mask elements. Each element
can be regarded as a combination of 8× 8 sub-elements. The final masks (cyclic
version) are approximately 9.12× 8.16mm for URA and 9.6× 9.6mm for SRM.
The desired sensor array sizes are respectively 4.56× 4.08mm and 4.8× 4.8mm.
The Canon camera base provides a sufficient sensor array of size 22.3×14.9mm.
The remaining sensors are useful for calibration (e.g., alignment).

Our test site is shown as Fig. 6. The target picture (Fig. 7(a)) displays on
a laptop. In order to reduce the noise from the light sources outside the fully
coded field of view (FCFV) [16], black papers are used to cover the surroundings
of the target picture. In addition, we turn off all lights and make the room
as dark as possible. We test the experiments with different shutter speeds and
ISO speeds, and the best results present in Fig 7. We compare two test cases:
1) with interleaving and without interleaving, 2) the RUA mask with balanced
correlation or generalized inverse and the SRM mask with GPSR. All the PSFs
only take into account geometric optics. The experiments are tested under nearly
the same conditions. Except the diffraction and interference effects, the noises
and physical limitations are assumed the same for both types of masks.

The empirical results show that a reduction in diffraction and interference
effects can be clearly observed for the SRM mask. Specifically, each transparent
element in the SRM mask just acts as an independent pinhole camera to form
a clear image on the sensor array (e.g., Fig. 7(c)), and the recorded picture is
a superposition of multiple pinhole images with few diffraction and interference
effects. By contrast, the interference effects severely impact the imaging quality
for the URA mask due to its densely distributed transparent elements. The
interleaving coded aperture technique apparently improves the image resolutions
and qualities for both types of masks. The improvement for the URA and SRM
masks are respectively from 19 × 17 to 152 × 136 pixels and from 20 × 20 to
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160× 160 pixels. However, the SRM mask can better preserve the image texture
than the URA mask, such as the curve part of R in Fig. 7(d). Currently, the coded
aperture camera cannot achieve good quality for capturing complex images. The
major limitations include that the transparencies are not ideally transparent
(open) or opaque (closed) and that the mask and sensor array suffer alignment
error.

Fig. 7. Physical test results

5 Conclusion

This paper proposes an interleaving and sparse coded aperture technique for
lens-free visible imaging. Compared with the well-known URA mask, the pro-
posed SRM mask significantly reduces the diffraction and interference effects
and improves the image quality. Moreover, the PSF in the proposed imaging
model can be analyzed only on the basis of geometric optics, rather than being
measured physically. Besides, the SRM mask facilitates the fabrication. Conven-
tional linear decoding algorithms are inapplicable to the SRM mask decoding, so
a CS-based nonlinear reconstruction approach is adopted. Finally, a prototype
of lens-free camera is implemented to demonstrate the proposal. In contrast to
the pinhole camera, the proposed camera is promising to widen the FOV, reduce
the exposure time and increase the SNR whilst retaining the same image quality.
In contrast to the lens-based camera, the proposed camera is inferior in terms
of image sharpness, but it possesses several distinct merits, such as wide FOV,
infinite depth of field and negligible image distortions.
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Abstract. This paper provides an overview of recent research efforts for
digital media analysis and description. It focuses on the specific problem
of human centered video analysis for activity and identity recognition in
unconstrained environments. For this problem, some of the state-of-the-
art approaches for video representation and classification are described.
The presented approaches are generic and can be easily adapted for the
description and analysis of other semantic concepts, especially those that
involve human presence in digital media content.

Keywords: Digital Media Analysis, Digital Media Description, Human
Action Recognition, Video Representation, Video Classification.

1 Introduction

Recent advances in technological equipment, like digital cameras, smart-phones,
etc., have led to an increase of the available digital media, e.g., videos, captured
every day. Moreover, the amount of data captured for professional media produc-
tion (e.g., movies, special effects, etc) has dramatically increased and diversified
using multiple sensors (e.g., 3D scanners, multi-view cameras, very high qual-
ity images, motion capture, etc), justifying the digital media analysis as a big
data analysis problem. As expected, most of these data are acquired in order
to describe human presence and activity and are exploited either for monitoring
(visual surveillance and security) or for personal use and entertainment. Basic
problems in human centered media analysis are face recognition, facial expression
recognition and human activity recognition. According to YouTube statistics1,
100 hours of video are uploaded by the users every minute. Such a data growth,
as well as the importance of visual information in many applications, has ne-
cessitated the creation of methods capable of automatic processing and decision
making when necessary. This is why a large amount of research has been devoted
in the analysis and description of digital media in the last two decades.

In this paper a short overview on recent research efforts for digital media anal-
ysis and description using computational intelligence methods is given. Compu-
tational intelligence methods are very powerful in analyzing, representing and

1 http://www.youtube.com/yt/press/statistics.html

J.-S. Pan et al. (eds.), Intelligent Data Analysis and Its Applications, Volume 2, 263
Advances in Intelligent Systems and Computing 298,
DOI: 10.1007/978-3-319-07773-4_26, c© Springer International Publishing Switzerland 2014
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classifying digital media content through various architectures and learning al-
gorithms. Supervised, unsupervised and semi-supervised algorithms can be used
for digital media feature extraction, representation and characterization. The
specific problem that will be used as a case study for digital media analysis is
the human-centered video analysis for activity and identity recognition. These
two problems have received considerable research study in the last two decades
and numerous methods have been proposed in the literature, each taking into
account several aspects of the problem, relating to the application scenario un-
der consideration. In this paper, we focus on the recognition of human activities
in unconstrained environments, a problem which is usually referred to as human
action recognition in the wild.

A pipeline, that most of the methods proposed in the literature follow, con-
sists of two processing steps, as illustrated in Figure 1. In the first step, a process
aiming at the determination of a video representation that, hopefully, preserves
information facilitating action discrimination, is performed. In the second step,
the previously calculated video representations are employed for action discrim-
ination. These two processing steps are, usually, applied to a set of (annotated)
videos, forming the so-called training video database. After training, a new (un-
known) video can be introduced to the method and classified to one of the known
classes appearing in the training video database. In the following sections, we
describe some of the most successful and effective approaches that have been
proposed for the two aforementioned processing steps.

Fig. 1. Action recognition and person identification pipelineL

2 Problem Statement

Before describing the various approaches proposed for video representation and
classification, we provide an overview of the problem. Let us assume that the
training video database U consists of NT videos depicting persons performing
actions. Such videos will be noted as action videos hereafter. We employ the
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different actions appearing in U in order to form an action class set A. Similarly,
the persons appearing in U are employed in order to form a person ID class set
P . Let us assume that the NT action videos have been manually annotated, i.e.,
they have been characterized according to the performed action and/or the ID
of the persons appearing in them. Thus, they are followed by an action class
and a person ID label, αi and hi, i = 1, . . . , NT , respectively. We would like to
employ the videos in U , and the corresponding labels αi, hi in order to train an
algorithm that will be able to automatically perform action recognition and/or
person identification, i.e., to classify a new (unknown) video to an action and/or
person ID class appearing in the action class set A and/or the person ID class
set P , respectively.

(a) (b)

Fig. 2. Local video locations of interest: a) STIPs and b) video frame interest points
tracked in consecutive video frames

3 Action Video Representation

Video representations proposed for action recognition and person identification
problems exploit either global body information, e.g. binary silhouettes corre-
sponding to the human body video locations [1–3], or shape and motion informa-
tion appearing in local video locations of interest [4–6]. In the first case, videos
are usually described by sets of binary images depicting the human body silhou-
ettes during action execution. Such silhouettes are obtained by applying video
frame segmentation techniques, like background subtraction or chroma keying.
Due to this preprocessing step, such representations set several assumptions, like
a relatively simple background and static cameras. However, such requirements
are unrealistic in most cases. For example, most of the videos uploaded in video
sharing websites (like Youtube) have been recorded by non-experts (users) in
scenes containing cluttered backgrounds by using moving cameras. Another ex-
ample can be given for movie productions, where the leading actor may perform
an action in a scene containing several extras performing the same or different
action.

Video representations belonging to the second category are able to operate
in the above mentioned cases, since they are evaluated directly on the color
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(grayscale) video frames and do not require video segmentation. Perhaps the
most successful and effective local video representations have been designed
around the Bag of Features model. According to this model, a video is rep-
resented by one or multiple vectors denoting the distribution of local shape
and/or motion descriptors. These descriptors are calculated on local video lo-
cations corresponding either to Space Time Interest Points (STIPs) [7], or to
video frame interest points that are tracked in successive video frames [5, 6], or
to video frame pixels belonging to a pre-defined grid [8]. Example video frame
locations of interest belonging to the first two categories are illustrated in Figure
2. STIPs determination is usually performed by applying extended versions of
interest point detectors, like the Harris and Hessian ones.

The adopted descriptor types may be either handcrafted, or learned directly
from data. Popular handcrafted descriptors include the Histogram of Oriented
Gradients (HOG), the Histogram of Optical Flow (HOF) [9], the Motion Bound-
ary Histogram (MBH) [5] and the Relative Motion Descriptor (RMD) [10]. Re-
garding data derived video representations exploiting local video information,
a popular choice is to use overlapping 3D blocks, where the third dimension
refers to time, in order to learn representative 3D blocks (filters) describing lo-
cal shape and motion information. This is achieved by applying Deep Learning
techniques, like the Independent Subspace Analysis (ISA) algorithm which has
been proposed in the context of human action recognition [8]. Example filters
learned by applying ISA on video frames depicting traditional Greek dances are
illustrated in Figure 3.

Since the above mentioned descriptors contain complementary information,
multiple descriptor types are usually employed for video representation. Let us
denote by xd

ij , j = 1, . . . , Ni, d = 1, . . . , D the descriptors (of type d) calculated
for the i-th video in U . D is the number of adopted descriptor types. We employ
xd
ij , i = 1, . . . , NT , j = 1, . . . , Ni in order to determine a set of Kd descriptor

prototypes forming the so-called codebook. This is achieved by clustering xd
ij ,

usually applying theK-Means algorithm [11], inKd clusters and using the cluster
mean vectors vd

k, k = 1, . . . ,Kd as codebook vectors. After the determination of
vd
k, each video is represented by D vectors obtained by quantizing xd

ij according

to vd
k. We denote by sdi ∈ R

Kd the D vectors representing action video i. We
would like to employ the action vectors sdi and the class labels αi, hi in order to
train a classifier that will be able to automatically classify action videos to one
of the classes appearing in A and/or P .

Fig. 3. Filters learned by the ISA algorithm when trained on video frames depicting
traditional Greek dances
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4 Action Video Classification

After applying the above described process, each action video in U is represented
by D vectors sdi . By employing sdi , i = 1, . . . , l and the corresponding class labels
αi (hi), supervised learning techniques can be employed in order to discrimi-
nate the classes appearing in A (P). This is usually achieved by training NA

(NP ) nonlinear Support Vector Machine (SVM) classifiers in an one-versus-rest
scheme. In order to fuse the information captured by different descriptor types
d, a multi-channel RBF-χ2 kernel function is used, which has been shown to
outperform other kernel function choices in BoF-based classification [12]:

[K]i,j = exp

(
− 1

Ad

Kd∑
k=1

(sdik − sdjk)
2

sdik + sdjk

)
. (1)

Ad is a parameter scaling the χ2 distances between the d-th action video repre-
sentations and is set equal to the mean χ2 distance between the training vectors
sdi .

Except SVM classifiers, Neural Networks (NNs) have been proven effective
for the classification of action videos. Single-hidden Layer Feedforward Neural
(SLFN) networks have been adopted for action recognition and person identi-
fication in [13–16]. A SLFN network consists of Kd input (equal to the dimen-
sionality of sdi ), L hidden and NA (NP ) (equal to the number of classes forming
the classification problem) output neurons. In order to perform fast and efficient
network training, the Extreme Learning Machine (ELM) algorithm has been
employed in [14]. Typically, D NNs are trained, each for a different action video
representation d, and network output combination is subsequently performed.

In ELM, the network’s input weights Wd
in and the hidden layer bias values

b are randomly assigned, while the output weights Wd
out are analytically calcu-

lated. Let us denote by vj the j-th column of Wd
in and by wk the k-th column

of Wd
out. For a given activation function Φ(·), the output od

i = [od1, . . . , o
d
NA

]T of
the ELM network corresponding to training action vector si is calculated by:

odik =
L∑

j=1

wT
k Φ(vj , bj, s

d
i ), k = 1, ..., NA. (2)

By storing the hidden layer neurons outputs in a matrix Φd, i.e.:

Φ =

⎡
⎢⎣
Φ(v1, b1, s

d
1) · · · Φ(v1, b1, s

d
NT

)

· · · . . . · · ·
Φ(vL, bL, s

d
1) · · · Φ(vL, bL, s

d
NT

)

⎤
⎥⎦ , (3)

Equation (2) can be written in a matrix form as Od = Wd T
outΦd. Finally, by

assuming that the network’s predicted outputs Od are equal to the network’s
desired outputs, i.e., od

i = ti, and using linear activation function for the output

neurons, Wd
out can be analytically calculated by Wd

out = Φ†
d TT , where Φ†

d =



268 A. Iosifidis, A. Tefas, and I. Pitas

(
ΦdΦ

T
d

)−1
Φd is the Moore-Penrose generalized pseudo-inverse of ΦT

d and T =
[t1, . . . , tNT ] is a matrix containing the network’s target vectors.

A regularized version of the ELM algorithm has, also, been used in [13, 15].
According to this, the network output weights Wout are calculated by solving
the following optimization problem:

Minimize: LP =
1

2
‖Wd T

out‖F +
c

2

NT∑
i=1

‖ξi‖22 (4)

Subject to: φd T
i Wd

out = tTi − ξTi , i = 1, ..., NT , (5)

where ξi is the training error vector corresponding to action vector sdi , φ
d
i denotes

the i-th column of Φd, i.e., the sdi representation in the ELM space, and c is a
parameter denoting the importance of the training error in the optimization
problem. By substituting the condition (5) in (4) and solving for ϑLP

ϑWd
out

= 0,

Wd
out can be obtained by:

Wd
out =

(
ΦdΦ

T
d +

1

c
I

)−1

ΦdT
T , (6)

or

Wd
out = Φd

(
ΦT

d Φd +
1

c
I

)−1

TT . (7)

where I is the identity matrix.
Exploiting the fact that the ELM algorithm can be considered to be a non-

linear data mapping process to a high dimensional feature space followed by
linear projection and classification, the Minimum Variance ELM (MVELM) and
the Minimum Class Variance ELM (MCVELM) algorithms have been proposed
in [16, 17] for action recognition. These two algorithms aim at simultaneously
minimizing the network output weights norm and (within-class) variance of the
network outputs. The network output weights Wd

out are calculated by solving
the following optimization problem:

Minimize: LP =
1

2
‖S1/2

d Wd T
out‖F +

c

2

NV∑
i=1

‖ξi‖22 (8)

Subject to: φd T
i Wd

out = tTi − ξTi , i = 1, ..., NT , (9)

and the network output weights are given by:

Wd
out =

(
ΦdΦ

T
d +

1

c
Sd

)−1

ΦdT
T . (10)

Sd in (8), (10) is either the within-class scatter matrix Sd
w of the network hidden

layer outputs, i.e., the representation of sdi in the so-called ELM space, or the
total scatter matrix Sd

T in the ELM space. In the case of unimodal action classes
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in the ELM space, Sd
w is of the form:

Sd
w =

NA∑
j=1

NT∑
i=1

βij

Nj
(φd

i − μd
j )(φ

d
i − μd

j )
T . (11)

In (11), βij is an index denoting if training action vector sdi belongs to action class

j, i.e., βij = 1, if ci = j and βij = 0 otherwise, and Nj =
∑NT

i=1 βij is the number

of training action vectors belonging to action class j. μd
j = 1

Nj

∑NT

i=1 βijφ
d
i is the

mean vector of class j in the ELM space.
In the case of multi-modal action classes, Sw is of the form:

Sd
w,CDA =

NA∑
j=1

bj∑
k=1

NT∑
i=1

βijk(φ
d
i − μd

jk)(φ
d
i − μd

jk)
T

Njk
. (12)

Here, it is assumed that class j consists of bj clusters, containing Njk, j =
1, ..., NA, k = 1, ..., bj action vectors each. βijk is an index denoting if action

vector sdi belongs to the k-th cluster of action class j and μd
jk = 1

Njk

∑NT

i=1 βijkφ
d
i

denotes the mean vector of the k-th cluster of class j in the ELM space.
Finally, ST is given by:

Sd
T =

NT∑
i=1

(φd
i − μd)(φd

i − μd)T , (13)

where μd = 1
NT

∑NT

i=1 φ
d
i is the vector of the entire training set in the ELM

space.
The information captured by different descriptor types is fused either by com-

bining the network outputs corresponding to different descriptor types, e.g., by
calculating the mean network output, or by optimally weighting the contribution
of each NN according to combination weights γ ∈ R

D by solving the following
optimization problem:

Minimize: J =
1

2

D∑
d=1

‖Wd
out‖2F +

c

2

N∑
i=1

‖ξi‖22 (14)

Subject to:

(
D∑

d=1

γdW
d T
outφ

d
i

)
− ti = ξi, i = 1, ..., N, (15)

‖γ‖22 = 1, (16)

An iterative optimization process consisting of two convex optimization problems
has been proposed in [18] to this end.

By exploiting the fast and efficient ELM algorithm for SLFN network training,
a dynamic classification scheme has been proposed for human action recognition
in [19]. It consists of two iteratively repeated steps. In the first step, a non-linear
mapping process for both the training action vectors and the test sample under
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consideration is determined by training a SLFN network. In the second step, test
sample-specific training action vectors selection is performed by exploiting the
obtained network outputs corresponding to both the training action vectors and
the test sample under consideration. These two steps are performed in multiple
levels. At each level, by exploiting only the more similar to the test sample train-
ing action vectors, the dynamic classification scheme focuses the classification
problem on the classes that should be able to discriminate. Considering the fact
that after performing multiple data selections for a level l > 1 the cardinality of
the training action vector set that will be used for SLFN network training will
be very small compared to the dimensionality of the ELM space, the regular-
ized version of ELM algorithm (6) has been employed in [19]. By using (7), the
network output vector corresponding to sdi is obtained by:

od
i = Wd T

out φ
d
i = T

(
Ωd +

1

c
I

)−1

Kd
i , (17)

where Kd
i = ΦT

d φ
d
i , Ωd = ΦT

dΦd are the kernel matrices corresponding to sdi
and the entire SLFN training set, respectively. Thus, in this case the ELM space
dimensionality is inherently determined by exploiting the kernel trick [24] and
needs not be defined in advance. This ELM network training formulation also has
the advantage that combined kernel matrices of the form (1) can be exploited.

The semi-supervised ELM (SELM) algorithms [23] has also been proposed
for dynamic action classification in [22]. SELM solves the following optimization
problem:

Minimize: J = ‖Wd T
outΦd −T‖F (18)

Subject to:

NT∑
i=1

NT∑
j=1

wij

(
Wd T

outφ
d
i −Wd T

outφ
d
j

)2
= 0, (19)

where wij is a value denoting the similarity between φd
i and φd

j . W
d
out is given

by:

Wd
out =

((
J+ λLT

d

)
Φ
)†

JTT , (20)

where J = diag(1, 1, . . . , 0, 0) with the first l diagonal entries as 1 and the rest 0
and Ld is the Graph Laplacian matrix [20] encoding the similarity between the
training vectors φd

i .
In the dynamic classification scheme proposed in [22], test sample-specific

training action vectors selection is performed by calculating the Euclidean dis-
tances between a given test sample and the training action vectors. The l training
action vectors closest to the test sample are employed in order to form the labeled
set of the SELM algorithm, while the remaining ones are used as unlabeled. Fi-
nally, the test sample under consideration is classified to the class corresponding
to the highest SELM output.

Experimental results in real video data using all the previously presented
methods can be found in the corresponding references. The results indicate that
computational intelligence techniques can be used for solving difficult tasks, such
as video analysis and semantic information extraction in digital media.
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5 Conclusion

In this paper a survey on recent research efforts for digital media analysis and
description based on computational intelligence methods has been presented.
The specific problem that has been used as a case study is the human centered
video analysis for activity and identity recognition. The presented approaches
are generic and can be easily adapted for the description and analysis of other
semantic concepts, especially those that involve human presence in digital media
content.
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Abstract. Graph Coloring is an effective method which is used to solve the 
register allocation problem, it is also an NP-complete problem, heuristic 
algorithms and various evolutionary algorithms have been proposed in order to 
improve the performance of register allocation, in this paper, we propose to solve 
this problem by converting the graph coloring problem into Boolean 
Satisfiability problem (SAT), the experiments show that our algorithm can use 
fewer number of registers, which can improve the execution efficiency of the 
generated codes. 

Keywords: Register Allocation, Graph Coloring, SAT Problem. 

1 Introduction 

Register allocation is an important stage before the compiler outputs code. It is  
the process of assigning the intermediate variable to the available registers. It decides 
the register that each variable should be put into, it is also related to the performance of 
the generated code, so many compilers using a variety of register allocation algorithms, 
hoping to improve the efficiency of the compiler, the traditional register algorithms are 
mostly based on graph coloring algorithm. 

Given an undirected graph G (V, E), V represents the set of vertices, E represents the 
set of all edges. Color all the vertices of a graph G, and any two connected vertices 
cannot be colored by the same color, which is known as graph coloring. If the number 
of colors in a coloring scheme does not exceed k, it is called k coloring.  

The idea of using graph coloring to solve register allocation problem was first 
proposed by Chaitin [1] et al. Graph G represents limitations and conflicts in the 
process of allocating, named register interference graph, all vertices of the graph 
represents the liveness range, and the edge between vertices represents the conflict 
among liveness range. Two conflicting lifetime cannot be active at the same time, that 
is, two vertices of each edge cannot use the same color. The problem that we need to 
solve is how to find a smallest possible value k to color graph G. 

Various solutions have been proposed for graph coloring problem, Gend Lal 
Prajapati [2] proposed to divide the neighbor nodes of each vertex into two sets, set A 
contain vertices which are connected to the vertex w,  and set B includes vertices 
which are not connected to the vertex w. Find the color which is different from all the 
colors that have been used in the connected vertices from the first element of the color 
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set to reduce the number of colors; WDChen [3] proposed to select the color value of 
the maximum potential node v first, and to use the smallest number of  available color. 
Many heuristic algorithms [7-11] also have been used to solve the graph coloring 
problem , Carla Negri Lintzmaye [4] and others get a good solution with Ant Colony 
Optimization, the method ensures the quality of solution, but it costs a high running 
time. Later on they used evolutionary algorithms [5] to solve the same problem, on the 
base of maintaining the original performance the proposed algorithm reduced the 
running time and improve the efficiency of the algorithm. Raja Marappan [6] and 
others proposed to solve this problem using genetic algorithm, which applies 
fitness-proportionate selection method, Single Parent Conflict Gene crossover 
(SPCGX) and conflict-edge mutation operators to reduce the search space, but it 
requires several initial populations which affects the efficiency and quality. There are 
also some other methods to solve this problem [12-14]. 

In this paper, we propose to solve this problem by converting graph coloring 
problem into SAT problem and compare this method with the Kempe's algorithm, the 
experiments demonstrate that we can get a smaller k value through the proposed 
algorithm.  

The second part describes the Kempe's algorithm; our algorithm is proposed in the 
third part; In part 4, we report our experimental results; the last part gives the 
conclusion. 

2 Kempe’s Algorithm   

Kempe's algorithm is a classic algorithm which is used to solve the problem of k graph 
coloring, the specific steps are:  

Step1: find a vertex whose degree is less than k, push this vertex onto the stack s, at the 
same time, move this vertex and its all vertices from the graph G. 
Step2: Repeat step1 until all the nodes are piled into stack s and graph G becomes 
empty FIG.  
Step3: Pop the vertex w from the stack s and give w a color that is different from the 
color of its neighbors.  
Step4: Repeat step3 until all vertices in the stack are colored. 
Simple example: 
 

 

                    Fig. 1.                                      Fig. 2. 
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                    Fig. 3.                                    Fig. 4. 

        

                    Fig. 5.                                    Fig. 6. 

Theorem. If we can color a graph G=(V, E) using k colors based on Kempe's 
algorithm, then G is colorable using k colors. 

Proof. We use induction on |V|. 
(Base Case): Suppose |V| = 0. This theorem is trivially true. 
(Induction Step): Suppose this theorem is true for all |V| = n-1, we want to show that 
this it is also true for |V| = n. According to our induction hypothesis, the first n-1 
vertices can be colored successfully, assume that the vertex at the bottom of the stack is 
vi. According to Kempe's algorithm, the degree of vi is less than k. Let us also assume 
that (in the worst case) each of vi’s adjacent vertices is assigned a different color, we 
can still color vi using any of the remaining colors. Hence all of the vertices in V can be 
colored using k colors. 

3 Our Algorithm   

3.1 SAT Program   

SAT problem is the satisfiability problem in propositional logic , given a CNF:  

n21 ... BBBA ∧∧∧=  (1)

The form of clause :  

m21 ...b bbBi ∨∨∨=  (2)

Where bi is a Boolean variable or the negation of the Boolean variable.  
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SAT problem is to find some assignment to variables so that the conjunctive normal 
form A is true. That is, if each clause of CNF A has at least one Boolean variable being 
true, A is true, otherwise A is false. 

3.2 Specific Operation 

Here are the specific steps of the proposed algorithm :  
Step1: Convert register allocation problem into a register interference graph G (V, E);  
Step2: According to the graph coloring constraints convert the graph into logical 
formulas and output in the form of a text file;  

Where the constraints are:  

1. Each vertex must select a color from the set {1,2 ... k};  
2. Any two colors cannot be assigned to the same vertex, that is, each vertex can choose 
a unique color;  
3.Two adjacent vertices cannot be assigned the same color. 
Converted into a logical language: 
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If a and b are two connected vertices, then: 
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Where V(i,j) represents the i-th vertex having the j-th color and n is the number of 

vertices. 

Step3: Use minisat to solve the satisfiability problem. 
The pseudo code of the algorithm: 

Given an undirected graph G = (V, E), k-coloring 

if (There is an edge between V1 and V2) 

    S[V1,V2]=1; 
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else 

    S[Vi,Vj]=0;         

FILE *fpt;    

fpt = fopen("SAT.txt","w");               

fprintf(fpt,"p cnf %d %d\n",N,M);                               

for i=0 to n-1 do                //i represents vetex   

 for c=1 to k do          //c represents color  

  fprintf(fpt,"%d ",i*k+c);    fprintf(fpt,"0\n"); 

// Constraint 1 

for i=1 to n-1 do  

 for j=1 to k-1 do   

     for c=j+1 to k do   

        fprintf(fpt,"-%d -%d 0\n",i*k+j,i*k+c);  

//Constraint 2 

for i=0 to n-2 do      //n represents the number of vetices  

 for j=i+1 to n-1 do                    

  if S[i][j]==1  then                         

   for c=1to k do         //c represents color  

    fprintf(fpt,"-%d -%d 0\n",i*k+c,j*k+c);  

//Constraint 3 

fclose(fpt); 

  Text document shown in figure 7: 

 

 

Fig. 7. Text document 
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4 Experimental Results and Analysis 

This paper compared the proposed algorithm with Kempe's algorithm, which is a 
classic graph coloring algorithm. We use C to implement these two algorithms and test 
the performance of the algorithms, the experimental results are shown in Table 1: 

Table 1. Experimental results 

vertex edge Maximum degree Kempe’s algorithm Proposed algorithm 

10 25 8 5 5 

20 93 14 6 5 

30 218 20 9 7 

40 400 26 11 8 

50 605 32 13 9 

100 2478 64 19 16 

150 5616 91 28  23 

 

As can be seen from the table, compared to Kempe's algorithm the proposed 
algorithm can obtain a smaller k value, that is to say our algorithm can use fewer colors 
to color graph.  With the increase of vertices, edges, and the degree, the proposed 
algorithm show more obvious advantages, that is, using our algorithm, the same 
number of registers can be used to store more variables to save storage space. 

In addition to getting a smaller k value and using fewer colors to do graph coloring, 
our method is very simple, we just use minisat to solve the problem. 

5 Conclusion 

Register allocation is an important step in the process of compiling codes, the quality of 
the register allocation algorithm determines the quality of the compiled code and the 
efficiency of the compiler, graph coloring is widely used to solve the problem of 
register allocation, the traditional algorithms view graph coloring algorithm as a 
combinatorial optimization problems and use heuristic to solve it, while this paper 
converts constraints in graph coloring to Boolean formulas and solve the problem by 
existing sat solver. This method uses a smaller number of registers, which can 
effectively improve the performance of register allocation, improve the quality of the 
compiler output code, experimental results demonstrate the effectiveness of our 
algorithm. 
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Abstract. In order to protect the image contents, many reversible medical im-
age watermarking schemes have been proposed, although reversibility guaran-
teed the lossless of the cover image, but it also has some shortcomings such as 
it is vulnerable to geometrical attacks. So a novel robust watermarking scheme 
for medical image based on the combination Redundancy Discrete Wavelet 
Transform (RDWT) and Singular Value Decomposition (SVD) is proposed in 
this letter. Different from the reversibility, which guarantees the perceptional 
lossless, the proposed scheme achieves satisfied visual quality by exploiting the 
visually masking property of RDWT, in the meantime, Speeded-Up Robust 
Features (SURF) and Random sample consensus (RANSAC) based rotation 
correction scheme is put forward, which can be used to restore the attacked im-
age to the original state. The experimental results show that the proposed 
scheme has the large amounts of embedding capacity; it is also robust against 
rotation attacks; and the perceptional quality of watermarked image meets the 
need of usage in medical images. 

Keywords: Medical image watermarking, robust, rotation correction. 

1 Introduction 

Digital watermark has been widely applied to copyright protection of multimedia, 
content authentication, and transaction tracking. With the rapid growth of many stan-
dards of image storage ( such like JPEG[1] and DICOM[2] ), application of digital 
image used in medical became more commonly than before. As the digital images can 
be easily modified with ordinary software, which may lead to wrong diagnosis and 
treatment, the security of application for digital medical image has become a critical 
issue. In order to solve this problem, reversible image watermarking schemes have 
been proposed[3-6]. Reversible embedding has been introduced to these schemes to 
ensure that the cover image could be restored to the original state after the extraction 
of the watermark. However, these schemes are vulnerable to attacks, especially when 
the watermarked image is attacked with geometric attacks.  

To resist geometric attacks against medical image watermark, some schemes ap-
plied to natural images can be used as reference[7-9]. However, these schemes could 
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not be used in medical image watermarking either because of the low embedding 
capacity or the unacceptable perceptional quality.  

Recently, some researchers have suggested some watermarking schemes based on 
the combination of two or three transforms, which are named hybrid watermarking 
scheme[10-12]. Hybrid watermarking scheme supports high embedding capacity 
while keep the minimum distortion to the cover image. For example, S. Rastegar et al. 
applied radon transform to the host image, and then decomposed it into three levels 
using DWT[10]. The singular values of the third-level DWT sub-bands are modified 
by the singular values of the binary watermark. This scheme performed well against 
geometric attacks, but has a security weakness because SVD is applied on the water-
mark during embedding process[13]. C.-c. Lai et al. overcame this security problem 
by divide the watermark into two halves and embed the two halves directly into the 
singular values of LH and HL sub-bands of DWT transform of the host image[11]. 
Although this scheme fulfills the requirement of the security, the embedding capacity 
is still insufficient, and because of the down sampling operation are applied in every 
level of DWT, these two schemes also have weakness on imperceptibly, especially in 
medical image watermarking usage. Q. Li et al. tried to reduce the visual distortion by 
applying the HVS in the embedding scheme[12], this method still can't meet the  
requirement in medical image watermarking. To overcome the down sampling distor-
tion in DWT, RDWT[14] is proposed and applied in the digital image watermark-
ing[15]. The RDWT avoid the distortion of DWT introduced and has a shift-invariant 
property that DWT not has. 

In this paper, the RDWT and SVD are introduced to implement hybrid watermark-
ing in medical image. In the scheme, the host image is used as watermark. After ex-
traction of watermark, extracted watermark is used to carry out the rotation correction 
for the possibly attacked image, thus, the original image can be restored to the origi-
nal state. 

The proposed scheme combined the hybrid watermarking scheme based on RDWT 
and SVD and the SURF[16] based image registration scheme. First the 1-level RDWT 
is performed on the host image to decompose the image in to four sub-bands. Unlike 
DWT, each of the RDWT sub-bands has the same size as the original image. Then 
SVD is performed on each sub-band and the host image itself is used as watermark to 
embed in each sub-band by directly modify the singular values. This embedding me-
thod meets the capacity, security and imperceptibly requirements. By embedding the 
host image as watermark, the rotate correction can be performed after the extraction. 
Because the proposed scheme has robustness against common geometric attacks, the 
rotation correction can be easily implemented between the watermarked image and 
the extracted watermark image. 

The rest of this paper is organized as follows. The related works are reviewed in 
Section 2, the proposed scheme is presented in Section 3, and experimental results are 
given and discussed in Section 4. Finally the conclusion is drawn in Section 5. 
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2 Related Works 

2.1 RDWT 

Redundant Discrete Wavelet Transform (RDWT) is proposed and introduced into 
robust watermarking schemes for its shift variant property which DWT not has. 
RDWT can be implemented in many methods; the core idea of it is to avoid the down 
sampling process of DWT while keeping other advantages of it. The size of the each 
sub-band of the RDWT coefficients maintains the same size as that of the original 
image. This made the capture of the local texture of the RDWT domain can be done 
more precisely than in DWT domain. And more important, this feature made RDWT 
shift-invariant. 

2.2 SVD 

As an optimal matrix decomposition technique, SVD packs maximum signal energy 
into a few coefficients and has the ability to adapt to local variations of a given image. 
It has been widely used in image processing such as image compression, noise reduc-
tion and image watermarking. Several watermarking approaches have been proposed 
based on the SVD.  

The general idea of SVD usage on image is shown in following. Suppose A is an 
image matrix with values in real number domain, then the SVD of A is defined as 
follows: 

 TA USV=   (1) 

where U and V are orthogonal matrices and S represents the diagonal matrix shown 
below: 
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2.3 SURF 

SURF is a novel scale and rotation invariant detector and descriptor. It uses an integer 
approximation to the determinant of Hessian blob detector, which can be computed 
extremely quickly with an integral image (3 integer operations). For features, it uses 



286 L. Gao et al. 

 

the sum of the Haar wavelet response around the point of interest. Again, these can be 
computed with the aid of the integral image. SURF also has enough robustness 
against the attacks the watermark may encounter in this paper. An ideal descriptor and 
detector introducing in this paper’s proposed scheme should have robustness against 
possible attacks and also should have fast calculation speed. As the name suggested, 
SURF has been design to offer robust at lowest time consuming. This makes the 
SURF a suitable detector and descriptor to be applied in the proposed scheme. 

2.4 RANSAC 

The RANSAC[17] is initially designed to interpret images in terms of a predefined set 
of models. Usually, these models contain gross errors. Instead of conventional 
smoothing techniques using as much of the data as possible to obtain an initial solu-
tion and then attempting to eliminate the invalid data points, RANSAC uses as small 
an initial data set as feasible and enlarges this set with consistent data when possible. 
In this paper, the feature points provided by the SURF matching process also have the 
same property as the RANSAC paradigm proposed with. The geometric attacks also 
make the set of matched SURF feature points contain gross errors. With properly 
selected thresholds, the RANSAC algorithm could estimate the free parameters used 
by attacker with strong confidence at acceptable resource and speed. 

3 The Proposed Scheme 

3.1 Watermark Embedding Algorithm  

The detailed algorithm of embedding is given as the following: 
(1) Perform 1-level RDWT on the cover image to decompose it into four sub-

bands: LL, LH, HL and HH. 
(2) Apply SVD to the four sub-bands (LL, HL, LH, HH ), respectively. The formu-

la is shown as follows: 

 i i i iTA U S V=  (2) 

where, i indicates the sub-bands (LL, LH, HL, HH).  
(3) Embed the watermark in each of the sub-bands by modify the singular values Si 

of them, and then apply SVD to each of the sub-bands as follows: 

 i i i iT
W W WS W U S Vα+ =  (3) 

where i indicate the sub-bands and α is the embedding factor, here, the α is set to 0.02 
in the LL sub-band, and set to 0.005 in other sub-bands. 

(4) Rebuild the new RDWT coefficients for each sub-band: 

 inew i i iT
WA U S V=  (4) 

where, i indicate the sub-bands. 
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(5) Apply the inverse RDWT with the new RDWT coefficients to obtain the wa-
termarked image Aw: 

 1
WA RDWT −=  (5) 

The embedding algorithm embedded the original image itself as watermark. The Uw, 
Vw and S corresponds to the respective RDWT sub-bands should be stored for the 
extraction of the watermark. 

3.2 Watermark Extraction Algorithm  

The detailed algorithm is given as follows: 

(1) Apply RDWT on the possibly distorted watermarked image *
wA  to decompose 

it into four sub-bands LL, LH, HL, HH. 
(2) Apply SVD to each sub-band: 

 * * * *i i iT
WA U S V=  (6) 

where i indicate the sub-bands. 
(3) Calculate  

 * *i i i iT
W WD U S V=  (7) 

where i indicate the sub-bands. 
(4) Extract the watermark as following: 

 
*

*
i i

i D S
W

α
−=  (8) 

where *iW  is the extracted watermark from level i. 

The extraction algorithm extracts the original image embedded in it. By using the Uw, 
Vw and S corresponds to the respective RDWT sub-bands stored by the embedding 
algorithm, the watermark could be restored correctly. This guaranteed that the rotation 
correction scheme can be performed by the extracted watermark. 

3.3 Rotation Correction Scheme  

After the extraction of the watermark, the watermark image is used as the template for 
rotation correction of the possibly distorted image. The implementation of the pro-
posed image correction scheme is given as follow: 

1. Use the extracted watermark image as template and the watermarked image as 
distorted image, respectively. 

2. Extract and match the SURF features from the template and distorted image, the 
matched feature points are formed into pairs for further processing. 

3. Perform RANSAC on the matching point pairs; remove the outliers while com-
puting the transform matrix. In the proposed scheme, the maximum number of ran-
dom samplings is limited to 1000 and the desired confidence is set to 99.8. 
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4. Estimate the parameter the attacker possibly used by using the transform matrix. 
5. Recover the distorted image using the transform matrix. 
After the correction phase, the distorted image would be restored to the original state. 

4 Experimental Results and Discussion 

The proposed scheme is implemented by using MATLAB 2012a and tested with six 
medical images. All the images are gray scale images of size 512 by 512. To evaluate 
the visual quality of the watermarked image, the SSIM (Structural SIMilarity) [18]is 
used to evaluate the watermarked image. 

To evaluate the robustness of the scheme, the NC is used for calculating the simi-
larity between the original watermark and extracted watermark image. The NC be-
tween A and B can be defined as: 

 
( )( )

( ) ( )
( , )

2 2

A A B Bmn mn
m nNC A B

A A B Bmn mn
m n m n

- -åå

=
æ öæ ö÷ ÷ç ç÷ ÷ç ç- -÷ ÷åå ååç ç÷ ÷ç ç÷ ÷÷ ÷ç çè øè ø

 (9) 

where m and n are pixel coordinates of image A and B, A  and B  are the mean 
value of image A and B, respectively. Generally, the NC is considered acceptable if it 
is 0.75 or above. 

 

Fig. 1. Images used for test 

4.1 Evaluation of the Watermarking Scheme  

The proposed scheme is compared with two existing watermark scheme, one is the 
algorithm proposed by C.-c. Lai et al. , the other one is given by Q. Li et al.. 

Evaluation of Visual Quality 
The SSIM is used for evaluation of three methods' visual quality. All of the three 
methods have the SSIM equal 1.0000 on the six test images. However, the NC values 
calculated in Fig.2 suggests that the proposed scheme has the best quality of the wa-
termark while maintain the same visual quality as the other two schemes. It should be 
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note that the proposed scheme has double the embedding capacity than the other two 
schemes since the RDWT is shift-variant. This made the size of every RDWT sub-
band has the same size as the original image. Comparing to the DWT sub-bands has 
half size as the original image; the proposed RDWT based scheme has doubled the 
embedding capacity than former DWT based schemes. 
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Fig. 2. NC values of watermarks extracted from unattacked image 

Evaluation of Robustness  
To evaluate the performance of the three methods, the watermarked images are rotated 
at specific counterclockwise angle and then the watermark is extracted and NC is calcu-
lated.Fig.3 shows the statistics of the NC value corresponding to the six test images. 
 

 

Fig. 3. NC values of watermarks extracted from attacked image 
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Fig.3 suggests that the proposed scheme is more robust against rotation attack than 
C.-c. Lai et al.’s and Q. Li et al.’s scheme. All the NC value of the mean watermark 
image extracted by the proposed scheme is above 0.8. This suggests that the proposed 
scheme is robust against rotation attack.  

4.2 Evaluation of the Rotation Correction Scheme 

Because the proposed watermarking scheme has ideal robustness against rotation and 
scaling attacks, the rotation correction can be implemented in the proposed scheme. 

To evaluate the rotation correction scheme, the proposed scheme is implemented 
using MATLAB 2012a. The experimental results are given in Fig.4 and Fig.5.The 
rotate angle is the angle used in rotation attack, SSIM is induced to evaluate the visual 
similarity between the recovered image and the unattacked watermarked image. To 
evaluate the accuracy of the estimated correction angle, the AR (Accuracy Rate) is 
introduced. The AR is given by: 

 1
CA RA

AR
RA

-
= -  (10) 

where CA is the estimate correction angle, RA is the rotate angle used in rotation 
attack. 
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Fig. 4. AR of the estimated angle 
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Fig. 5. SSIM between the restored and original image 
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Fig.4 suggests that the proposed scheme can restore the rotated image precisely. 
All of the AR values in Fig.4 are above 0.9 and most of them exceeded 0.98. This 
means that the estimated correction angle is precisely and efficient for using in rota-
tion correction. 

Fig.5 suggests that the recovered image has good visual similarity as the original 
unattacked watermarked image. 

5 Conclusion 

In this paper, a RDWT-SVD based hybrid watermarking scheme is proposed. The 
proposed scheme has large amounts of embedding capacity compared with some exist-
ing algorithm, and it also meets the need of robustness and high perceptional quality. 
Moreover, the proposed watermarking scheme has the ability of rotation correction 
function. Experimental results show that the proposed scheme can estimate the para-
meter of the attack rapidly and accurately, and also can restore the attacked image to 
the original state as good as possible. 
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Abstract. In this paper, the hardware system of data encryption and
security transmission is studied. A kind of encryption nuclear is designed
using chaotic sequences and stream cipher. In addition, a scheme of data
encryption system based on FPGA is proposed, thus a new type of en-
cryption system is obtained. Meanwhile, the simulation of the key gener-
ation circuit is accomplished. The experiment shows that this hardware
encryption system can achieve the encryption and decryption. It ensures
the secure transmission of data further.

Keywords: data encryption system, FPGA, secure transmission.

1 Introduction

In the early twentieth century, the famous scholar Ch. mo Enrico Zanoni pro-
posed a new method to realize the chaotic encryption algorithm using FPGA [1].
In 1990s, chaos theory emerged in cryptography. Because of its prominent inher-
ent features, it became a hot point in cryptography studies. Since Pecora and
Carroll put forward secure communication based on chaos, chaos secure com-
munication has become a hot topic in the field of electronic communication [2].
With the development of network and communication technology, the loopholes
of network are more and more obvious. During the process of information trans-
mission, the messages maybe intercepted and attacked by others. As a result,
peoples privacy will be threatened. Nowadays, the security of information trans-
mission has been perilous, so it is necessary to encrypt them [3]. In this paper,
a data encryption transmission system is designed. Its core part of encryption is
combining chaotic sequences and stream cipher. The plaintext is encrypted be-
fore sending it to the receiving terminal through the serial port. After receiving
the ciphertext, the receiving terminal will decrypt it. So the reliability of data
transmission is achieved.
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tions of Higher Learning by the Specialized Research Fund for the Doctoral Degree
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The detail of the paper is organized as follow: firstly, the overall design concept
of this data encryption transmission system is introduced; secondly, the design
principle of this system is described, and after building the block diagram of
Logistic chaotic module and A5/1 module, it is also simulated; thirdly, apply this
encryption method to FPGA hardware device. Eventually, we draw a conclusion
that this system can realize the performance of encryption and decryption, and
it has good prospects.

2 Overall Scheme Design of Data Encryption System

2.1 Encryption System Design Principles

The data encryption transmission system based on FPGA consists of the trans-
mitting terminal and the receiving terminal. The transmitting terminal includes
the main control chip, the encryption nuclear and the serial communication mod-
ule. Correspondingly, the receiving terminal includes the main control chip, the
decryption nuclear and the serial communication module. In this scheme, the
main control chip is Cyclone II EP2C8Q208C8N. Both sides communicate with
each other by using the simplex communication. Firstly, before the transmit-
ting terminal sends the ciphertext to the receiving terminal through the serial
port, the plaintext is encrypted. And then the receiving terminal will decrypt
the ciphertext received through the serial port. Thus, the correct plaintext is
obtained. Eventually, the data encryption transmission based on FPGA is com-
pleted accomplished. It ensures the security and reliability of the information
transmission. The principle diagram of the overall scheme is shown in Fig. 1.

Data transmission: firstly, sending the initial key to the transmitting terminal
through the serial port module by the computer. Thus the key sequence generator
module is started to generate the key sequence used for encryption. Then input

Fig. 1. Principle diagram of the overall scheme
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the plaintext, and the process of encrypting the plaintext begins. The ciphertext
is transmitted through the serial port.

Data acceptance: Firstly, the ciphertext is received through the serial port by
the receiving terminal. Then input the initial key by the computer. Thus the
key sequence genetrator module is started and the ciphertext is decrypted at
the same time. Eventually, the information decrypted is obtained.

2.2 Key Sequence Generation

Overall Design. Encryption algorithms rely on the core theory of cryptog-
raphy, security architecture, and security communication protocols of network.
And the the selection and design of the key is very important. The encryption
module and decryption module in this system combine the chaos theory with
stream cipher. And the typical Logistic chaotic sequence and A5/1 are adopted
[4,5,6,7]. A5/1 includes three linear feedback shift registers. The hardware design
of A5/1 is simple, and its technology is relatively mature [8]. Because of the basic
features of chaotic system, such as initial value sensitivity, pseudo-randomness,
the chaotic sequence is chosen [9]. However, because the key bits and frame bits
are linear filled when A5/1 is initialized, it is easily attacked [10]. When apply-
ing the chaotic sequence to digital communication after quantization, it will lose
the chaotic characteristics, resulting in reducing its security [11,12]. So the key
generation combines the chaotic sequence with A5/1. The block diagram of key
generation is shown in Fig. 2.

Fig. 2. Block diagram of key generation

As shown in Fig.2, the key generation consists of CPU module, buffer module,
clock module, Logistic chaotic module, shift module, A5/1 module, and XOR
module. The implementation of the whole process is that: firstly, input the initial
key to the buffer module, then the CPU controls the buffer module to send the
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key to Logistic module. Meanwhile, shift the Logistic outputs and they are sent to
the three linear feedback shift registers. Finally, calculate the outputs of Logistic
and linear feedback shift registers by XOR, thus the key sequence is obtained.

Design of Graphical Modular. The chaotic sequence is combined with A5/1,
and its process is similar to A5/1. Because A5/1 is easy to control on hardware
systems, and it also can generate pseudo-random sequences, so the reliability
of information transmission can be better improved by combining these two
methods [13]. According to block diagram of key generation, each sub-module
is designed using VHDL in Quartus II environment, then use the modules to
design the project. Logistic chaotic sequence module and A5/1 module is shown
in Fig. 3 and Fig.4.

Fig. 3. Logistic chaotic sequence module

Fig. 4. A5/1 module
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Waveform Simulation. After designing the project of the key generation in
Quartus II environment, the waveform simulation can begin. The simulation
result is shown in Fig.5.

Fig. 5. Simulation result of the key generation

In Fig. 5, the input key is the initial key, load key is enable signal, and sequ out
is the output sequence. From Fig. 5 we can find that different initial keys generate
different output sequences. And it seems to be non-periodic. So using this method
to encrypt information is reliable.

3 Design of Hardware Circuit

Since the software encryption is easily intercepted and deciphered during the
transmission, so the information security is further threatened [14]. But this
data encryption transmission system uses the combination of chaotic sequence
and A5/1 to generate key sequences. What is more, this scheme is applied to
FPGA hardware device. Therefore, the information transmission depends on the
hardware completely. And this system has higher security and reliability. This
system uses Cyclone II EP2C8Q208C8N [15]. It has lots of advantages, such as
love power consumption, high density and low costs [16]. The hardware circuit
is shown in Fig. 6.

Download the project file designed in Quartus II environment to FPGA, and
start the whole system. Then we can observe plaintext and ciphertext. The
plaintext and ciphertext sent by the transmitting terminal is shown in Fig. 7.
Correspondingly, the ciphertext received and information after decrypting by
the receiving terminal is shown in Fig. 8.

Fromthe four figureswe canfind that themessage the receiving terminal receives
is as the same as the ciphertext the transmitting terminal sends. And the informa-
tion the receiving terminal decrypts is also as the same as the plaintext the trans-
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Fig. 6. Hardware circuit

(a) Plaintext sent by the transmitting
terminal

(b) Ciphertext sent by the transmitting
terminal

Fig. 7. Information sent by the transmitting terminal

(a) Plaintext sent by the receiving ter-
minal

(b) Ciphertext sent by the receiving ter-
minal

Fig. 8. Information sent by the receiving terminal

mitting terminal transmits. So we can draw a conclusion that this data encryption
transmission system can achieve the performance of encryption and decryption.

4 Conclusion

This paper presents a data encryption system based on FPGA. It applies a
method to generate key sequences. That is combining Logistic sequence and
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A5/1. Logistic sequence is used to send the initial key to A5/1. This makes up
the limit of the initial key of stream cipher. What is most important is that this
method is applied to FPGA hardware device. It is not limited to upgrade the al-
gorithm. And convenient conditions are provided to study other algorithms. The
experimental result shows that this scheme has high reliability and security. The
system has been repeatedly tested to ensure the security of data transmission.
The transmission speed is also optimized. So it has better future.
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Abstract. Digital color image encryption is different from text encryp-
tion because of some inherent features of image such as huge data ca-
pacity and high correlation among the neighboring pixels. Because of the
desirable cryptographic properties of the chaotic maps such as sensitivity
to initial conditions and random-like behave, more and more researches
use these properties for encryption. This paper proposed an efficient im-
age encryption scheme. Logistic chaos-based stream cipher is utilized to
permute the color image. The MD5 hash function and the ZUC stream
cipher algorithm are combined to diffusion the color image. Theoretical
and experimental analyses both confirm the security and the validity of
the proposed algorithm.

Keywords: ZUC stream cipher, logistic chaotic map, color image en-
cryption.

1 Introduction

With the great development of network and information technology, multime-
dia technology and its applications especial digital images is wildly used in the
computer network. It has become important and necessary to protect the infor-
mation security issues against illegal copying when the color image transmitted
through over the internet and wireless networks. To meet the challenge, a variety
of encryption schemes have been proposed. DES, RSA, AES, RC5[1] and other
popular encryption method can be used to encrypt the digital color images. In-
stead of using traditional block cipher for image encryption, chaotic logistic map
becomes popular new days.

Many researchers have used chaotic algorithm in image encryption schemes[2-
5]. Pareek[6] et al. presented a new method to encrypt the image based on chaotic
logistic map. Kwok and Tang[4] presented a fast chaos-based image encryption
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system with a stream cipher structure based on a new pseudo-random. Gao[7]
proposed a new image total shuffling matrix to shuffle the position of image
pixels. Then relationship between plain image and cipher image is confused.
Behnia[8] et al. proposed an implementation of digital image encryption scheme
based on the mixture of chaotic system.

In this paper, a digital color image encryption using then combination of ZUC
stream cipher [9] and chaotic logistic map function. The logistic chaotic map is
used to permute the digital color image because of sensitivity to the initial value.
The MD5 hash function [10] is also used to generate the 128-bit initial vector of
ZUC stream cipher because of the sensitivity to the tiny change of the image.
And the ZUC stream cipher is used to diffuse the permuted image.

This paper will be arranged as follows. In Section 2 the ZUC stream cipher
is proposed. The proposed image cryptosystem is mentioned in section 3. In
Section 4, performance of proposed encryption method is evaluated. Finally,
some concluding remarks are drawn is Section 5.

2 ZUC Stream Cipher

ZUC is a new stream cipher due for possible inclusion in the Long Term Evo-
lution standards for mobile devices. The ZUC algorithms are the new crypto-
graphic algorithms recommended by CCSA to be used in 3GPP LTE (Long Term
Evolution). And they have been made the work item by 3GPP SA3.The ZUC
algorithms have been evaluated by the algorithm standardization group ETSI
SAGE, and also by two other teams of eminent experts, and are believed to be
strong and suitable for LTE.

ZUC is a word-oriented stream cipher. A 128-bit initial key and a 128-bit
initial vector is used as input, and a keystream of 32-bit words is generated.
This keystream can be used for encryption and decryption.

The execution of ZUC has two stages: initialization stage and working stage.
In the first stage, a key and IV initialization are performed. During the first
stage, the cipher is clocked without producing output. During the second stage,
a 32-bit word of output is produced within every clock pulse.

2.1 Algorithm Description

ZUC has 3 logical layers which is shown in Fig. 1. The top layer is a linear feed-
back shift register (LFSR) of 16 stages. The middle layer is for bit-reorganization
(BR), and the bottom layer is a nonlinear function F.

2.2 The Linear Feedback Shift Register

The linear feedback shift register (LFSR) has 16 cells. Each cell Si(0 ≤ i ≤ 15)
has 31 bits. And each of them is restricted to take values from the following set
{1, 2, 3, ..., 232 − 1} .



An Efficient Image Encryption Scheme 303
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mod 231-1
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Fig. 1. General structure of ZUC

The linear feedback shift register has 2 mode of operations: the initialization
mode and the working mode.

In the initialization mode, the LFSR receives a 31-bit input word u , which is
obtained by removing the rightmost bit from the 32-bit output W of nonlinear
function F , i.e., u = W >> 1. More specifically, the initialization mode works
as follows:

LFSRWithInitialisationMode(u )
{

1. v = 215S15 + 217S13 + 221S10 + 220S4 + (1 + 28)S0 mod (231 − 1) ;
2. S16 = (v + u) mod (231 − 1 );
3. if S16 = 0, then set S16 = 231 − 1 ;
4. (S1,S2, ..., S15, S16)− > (S0, S1, ..., S14, S15).

}
In the working mode, the LFSR does not receive any input, and it works as

follows:
{
1. S16 = 215S15 + 217S13 + 221S10 + 220S4 + (1 + 28)S0 mod (231 − 1) ;
2. if S16 = 0, then set S16 = 231 − 1 ;
3. (S1,S2, ..., S15, S16)− > (S0, S1, ..., S14, S15).

}

2.3 The Bit-Reorganization

The middle layer of ZUC algorithm is the bit-reorganization (BR) procedure. It
extracts 128 bits from the cell of the LFSR and forms 4 cells (X0 ,X1 , X2 ,
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X3 )each of which has 32-bit words. The first three words will be used by the
nonlinear function F in the bottom layer, and last word will be used to generate
the keystream.

The bit-reorganization forms 4 cells from the above cells as follows:
Bitreorganization()
{

1. X0 = S15H ||S14L;
2. X1 = S11L||S9H ;
3. X2 = S7L||S5H ;
4. X3 = S2L||S0H ;

}

3 The Proposed Cryptosystem

This section presents the proposed scheme for color image encryption in the
framework of logistic chaotic map which is used as confusion and ZUC stream
cipher which is used as diffusion. First, digital color image (P) of size M × N
is converted into RGB components. Afterwards, logistic chaotic map is used to
generate a chaotic shuffling sequence. And the position of pixels is shuffled by
the logistic sequence. Each colors matrix (R, G, B) is converted into a vector of
integers within. MD5 is used Each vector has a length of L = M × N . Then,
the stream cipher ZUC is used to encrypt the plaintext image.

3.1 Permutation Based on Logistic Chaotic Map

In this step, logistic chaotic map is used to shuffle the positions of the positions
of the image pixels. As we known logistic chaotic map[2] is defined as follow:

xn+1 = λxn(1− xn),
Where λ ∈ (0, 4), n = 0, 1, ... . The parameter λ and initial value x0 may

represent the key. The parameter λ can be divided into three segments.
The result shows that when λ ∈ [3.5699465, 4) , the characteristics of the

logistic chaotic map is used to encrypt the image.
In this subsection, a position generator based on logistic chaotic map is used

to shuffle the plain image pixels position. The detailed permutation process is
stated as follows:

Step1: To facilitate the operation of positions path generation of an image of
size L = M × N , where M and N represent the width and the height of the
image. The pixel of the image can be labeled by lable (((i− 1)×M)+ j) , where
(i = 1..M ) and (j = 1..N ).

Step2:To generate a logistic shuffling sequence, the chaotic map system pa-
rameter λ and initial value x0 are given. A chaos sequence [x1, x2, ..., xL] will be
obtained by iterating logistic equation.

Step3:Sorting this set from smallest to largest, a new set [x1, x2, ..., xL] will
be get. To obtain the position path, an array of length L is created and each
element of this array takes its index array.
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Step4:The original position of xi in [x1, x2, ..., xL] can be found, the shuffling
sequence is MD = [m1,m2, ...,mL] can be generated. When the shuffling se-
quence is generated, the pixel position of digital color image can be reordered
according to MD = [m1,m2, ...,mL].

Here, we randomly set λ =3.66 and initial value x0 =0.9. Fig. 2(a) is the
original image of Lena, and Fig. 2(b) is encrypted image of Lena shuffled by
logistic chaotic map. Fig. 3(a) is the decrypted image of Lena and the Fig. 3(b)
is the decrypted image of Lena with fault parameter.

Fig. 2. (a) Original image of Lena (b) Encrypted Image of Lena shuffled by logistic
chaotic map

3.2 Diffusion Based MD5 and ZUC Algorithm

Permutation based on logistic chaotic map is to shuffle the pixel of image which
is shown in Fig. 5. The histograms of shuffled image is same to the original
image. To overcome those limitations, this paper intends to propose MD5 hash
and ZUC stream cipher to diffuse the digital color image.

The Message-Digest algorithm 5 (MD5) is wild used cryptographic function
with a 128-bit hash value. This algorithm compresses packet message input with
any length into a fixed 128-bit value. If one pixel of image changed, the result
of output will also make great adjustment. Thus, it is difficult to reverse the
original image depending on summary value. The detailed permutation process
is stated as follows:

Step1: Use image which permuted based on logistic chaotic map described
above go generate a 128-bit MD5 hash value MD(i), (i = 1, 2, ..., 128) as the
128-bit initial vector iv;
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Fig. 3. (a)Decrypted image of Lena (b) Decrypted image of Lena with fault perameter

Step2: During the initialization of ZUC algorithm, theMD(i), (i = 1, 2, ..., 128)
and 128-bit initial key k are called by the algorithm. After the initialization stage,
the algorithmmoves into the working stage. Then the algorithmgoes into the stage
of producing keystream. For each iteration, a 32-bit word Zi is produced as an
output.

Step3: Reshape the sequence Z = {Z1, Z2, ..., ZM×N} to two-dimensional
value matrix as shown in the formula 1. Assume a consecutive sequence of plain
image pixels Pij as shown in the formula 2 where i (i = 1..M ) and j (j = 1..N )
donate the location of digital color image. Then the diffused image P ′ is gener-
ated as shown in the formula 3 where ⊕ represents the exclusive XOR operation
bit by bit.

Z =

⎡
⎢⎢⎣

Z1 Z2 ... ZM

... ... ... ...

... ... ... ...
ZM×(N−1)+1 ... ... ZM×N

⎤
⎥⎥⎦ (1)

P =

⎡
⎢⎢⎣

P11 P12 ... P1N

... ... ... ...

... ... ... ...
PM1 ... ... PMN

⎤
⎥⎥⎦ (2)

P ′ = Z ⊕ P =

⎡
⎢⎢⎣

Z1 Z2 ... ZM

... ... ... ...

... ... ... ...
ZM×(N−1)+1 ... ... ZM×N

⎤
⎥⎥⎦⊕

⎡
⎢⎢⎣

P11 P12 ... PN1

... ... ... ...

... ... ... ...
PM1 ... ... PMN

⎤
⎥⎥⎦ (3)



An Efficient Image Encryption Scheme 307

Fig. 4. (a) is original image, and (b) is the encryption image

3.3 The Decryption Process

In the decryption procedure is similar in reverse way to that of encryption process
which is mentioned above. Note that the receiver must have the same keystream
to be able to decrypt the color image.

4 Performance and Security Analysis

A good encryption procedure should be robust against all kinds of cryptana-
lytic, statistical and brute-force attack. In this section, some experiments has
been conducted to evaluate the performance of proposed encryption algorithm.
These experiments include encryption and decryption process, histogram anal-
ysis of plain-image and cipher-image. In this section, a 512 x 512 digital color
LenaRGB.bmp is used. Experiments are carried out and the data are analyzed
using MATLAB.

4.1 Key Space Analysis

The initial key of ZUC and in addition to the seed of logistic chaos map are
considered the key of this proposed cipher. As we known that a good encryption
algorithm should have large key space to prevent brute-force attacks which is
defined to exhaust all the possible key until the correct one. Then output of
encryption system should be sensitive to the initial cipher keys. In the proposed
algorithm, key space analysis and testing have been carefully performed and
completely carried out.

The 128-bit initial key k and the 128-bit initial vector iv which is generated by
the MD5 hash function of the ZUC stream cipher is needed. So this algorithm
is a 256-bit encryption scheme, with the key space size 2256 ≈ 1.1579 × 1077.
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Moreover, when a key is used to encrypt an image, another modified key is used
to decrypt the ciphered image, the decryption is also completely fails.

4.2 Histogram Analysis

Image histogram depicts statistical distribution of color intensities. Encrypted
color image can be characterized by flat histograms for all colors in which the
intensities are distributed evenly over the whole color scale. Fig. 5 shows the
histograms of RGB colors for the original image of Lena and the encrypted image
respectively. The figures show clearly the uniformity and random-like appearance
of the histogram in the ciphered image.

Fig. 5. Histogram of image, a,b,c is histograms of RGB components for the original
image. d,e,f is histograms of RGB components for the ciphered the image.

4.3 Pixel Correlation Analysis

It is well known that adjacent image pixel are highly correlated either in horizon-
tal, vertical and diagonal directions. An effective encryption algorithm should
make the correlation between adjacent pixels in the images as minimally as pos-
sible.

The correlation coefficient between two adjacent pixels xi and yi can be calcu-
lated[11] between two vertically adjacent pixels, two horizontally adjacent pixels
and two diagonally adjacent pixels respectively. Where x and denote two ad-
jacent pixels and N is the total number of the pixels from the image for the
calculation.

Table 1 summarizes the auto correlation coefficients for horizontal, vertical
and diagonal orientations of the original and ciphered image.
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Table 1. Correlation coefficients of two adjacent pixels

original image ciphered image

red green blue red green blue
Horizontal 0.9798 0.9691 0.9327 -0.0022 0.0006 0.0005
Vertical 0.9893 0.9825 0.9576 0.0010 0.0018 0.0030
Diagonal 0.9697 0.9555 0.9183 0.0031 0.0017 0.0022

4.4 Differential Analysis

In general the opponent may make a slight change even one pixel of the encrypted
image to observe the change of the result. In this way, the relationship between
the plain-image and the cipher-image can be found. If one minor change in the
plain-image can cause a significant change in the cipher-image, then differential
attack would become very inefficient.

Such difference can be measured by means of two criteria namely, the number
of pixel change rate (NPCR) and the unified average changing intensity(UACI).
(reference)

Table 2 depicts the mean values of the NPCR and UACI tests for the image
of Lena.

D(i, j) =

{
0
1
,
,

C1(i, j) = C2(i, j)
C1(i, j) �= C2(i, j)

NPCR =
1

M ×N

M∑
i=1

N∑
i=1

D(i, j)

UACI =
1

M ×N

M∑
i=1

N∑
i=1

(
|C1(i, j)− C2(i, j)|

255
)× 100

Table 2. Differential analysis result for the image of Lena

Expected value(%) proposed scheme(%)

NPCR 99.60937 99.611
UACI 33.46354 33.515

5 Conclusion

This paper has proposed a novel image encryption algorithm which uses a logistic
chaotic map to confuse the image. TheMD5 hash function and ZUC stream cipher
to diffuse the image. This encryption system has enhance the cryptosystem secu-
rity. And security analyses such as key space analysis, histogram analysis, pixel
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correlation analysis and differential analysis have been conducted for several im-
age to prove the security of the image encryption system. From the result, this
technique outperforms other encryption techniques and can be used for real-time
image encryption, real-time video encryption and other transmission applications.
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Abstract. The complexity of the sequence is an important index of
quantify the performance of chaotic sequence. In order to select a higher
complexity of chaotic sequence and apply it in hardware encryption sys-
tem, this paper analyzes chaotic complexity quantitative analysis meth-
ods and presents the approximate entropy and permutation entropy as
criterion of measuring the complexity of the chaotic sequences. Set tent,
logistic and henon three kinds of chaotic systems as examples, and we
analysis and comparison their complexity. It is proved that the two kinds
algorithms are effective, and can distinguish different complex chaos and
chaotic sequences. Researches show that the complexity of the Logistic
map is greater than that of other chaotic systems. The results of the
study provide the theoretical and experimental basis for the application
of chaotic sequence in hardware encryption system and the information
security communication.

Keywords: chaos, complexity, approximate entropy, permutation en-
tropy.

1 Introduction

Chaos, as a classical complex phenomenon of nonlinear dynamic system, has at-
tracted widespread attention for its broadband, noise-like, and sensitive features
for initial state. In recent years, with more research on chaos, chaos has replaced
the traditional pseudo random sequence in the high density of the commercial
and most spread spectrum communication system [1,2].

The complexity of the sequence is not only a similarity degree of measure-
ment between chaotic pseudo-random sequence and random sequence, but also
a complexity degree of measurement by using part of the sequence to recovery
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the whole. The bigger complexity of the sequence is, the smaller the possibility
of recovery is. Therefore, the complexity of the sequence is an important index
of quantify the performance of chaotic sequence. The researches of complexity
have been attentioned by domestic and foreign scholars. Kolmogrov (1958) [3]
defined a measure entropy and used it to measure the disordered degree of sys-
tem movement. And then Lempel [4] et al. realized the measure entropy method
by computer. Pincus (1991) [5] proposed the definition of approximate entropy
through measuring the complexity of time series, and then Bandt [6] et al. pro-
posed permutation entropy for measuring time series. Xiao Fang-hong [7] et al.
proposed to apply a symbolic dynamics approach for the complexity analysis
of chaotic pseudo-random sequences in 2004. Next year Larrondo [8] et al. pro-
posed a intensive statistical complexity measure to quantify the performance of
chaotic pseudorandom number generators. Chen Xiao-jun (2011) [9] et al. pro-
posed a new complexity metric to evaluate the unpredictability of the chaotic
pseudorandom sequences based on the Fuzzy Entropy.

Kolmogorov-sinai entropy proposed by Kolmogrov can measure the complex-
ity of chaotic system, but it needs a lot of sample space and heavy computation.
The symbolic dynamics approach can reduce the degree of dependence on the
parameters, but before we measure the complexity, we must get the size of sym-
bol space of the initial sequences, which is very difficult for us to obtain the
priori knowledge in practice.

The article assesses randomness of Logistic, Tent and Henon mappings via ap-
proximate entropy and permutation entropy to find the better chaotic mapping,
and then provides powerful basis for realization the chaotic encryption system
by the hardware and the application of chaotic systems in cryptography and
securet communication.

2 The Qualitative Characteristics of Chaos

Chaos, as one of the nonlinear dynamic systems has the geometry and statistical
features that deterministic movement usually do not have, such as local instabil-
ity while overall stability, strange attractor, continuous power spectrum, positive
Lyapunov index, fractal dimension, positive measure entropy and so on. To sum
up, the chaos has the following three main qualitative characteristics [10]:

1) Inherent randomness: From deterministic nonlinear system evolution pro-
cess, they show random uncertainty behaviors in the chaotic sector. However,
this kind of uncertainty is not from external environment random factors on the
influence of the system movement, but from system of spontaneous. Another
meaning of inherent randomness is local instability. Most of the chaotic system
has the inherent instability and overall stability. The difference between chaotic
and orderly state is stable overall while instable locality. The so-called local in-
stability refers to the behavior for certain aspects of the system movement, which
strongly depends on the initial conditions of the system.

2) Fractal dimension characteristics: Chaos has fractal dimension properties,
its fractal dimension is not used to describe system geometrical shape, but to
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describe the behavior characteristics of the system movement track in the phase
space. Chaotic movement in the phase space within a given area of infinite time
through constitutes infinite levels of self-similar structure - strange attractor.

3) Universality: Chaos is a kind of no cycle ”advanced” orderly movement. In
the research of chaos in the process, we can find some kind of scale invariance
instead of the usual space and time periodic; the so-called universality refers to
the system shown by the common characteristics in the trend of chaotic state,
it doesn’t depend on specific coefficient and the motion equation of system.

3 Analysis Method of Chaotic Complexity

There is no strict mathematical definition of the chaotic complexity so far, there-
fore, when we research the chaotic complexity, the main type of complexity pa-
rameters we use are entropies, fractal dimensions, Lyapunov exponents, and so
on[11].

3.1 Lyapunov Exponents

Lyapunov exponent is an important quantitative index for measuring the charac-
teristics of system dynamics, which characterizes the divergence or convergence
average exponent rate between adjacent trajectories in phase space. The adja-
cent trajectory is convergence or divergent by rate less than exponent in the
linear dynamic system, while divergent by rate of exponent in chaotic system.
Therefore, we often use positive Lyapunov exponent as a criterion to estimate
whether the system is chaotic. A continuous system given by

dx

dy
= f(x(t)), x(t) ∈ Rn (1)

Initial condition of a trajectory and its neighboring in n-dimensional space
respectively are x0 and x0 +Δx , which tangent vector is W (x0, t) , then Lya-
punov exponent can be defined as average exponent divergence rate between two
trajectory

λ(x0,W ) = lim
t→∞

1

t
ln

‖W (x0, t)‖
‖W (x0, 0)‖ (2)

A discrete system given by

xn+1 = f(xn), xn ∈ Rn (3)

Define An = [M(xn)M(xn−1) · · ·M(x1)]
1
n , where M(xn) is Jacobi matrix of

f(•) , δi(n) is eigenvalue of An , then Lyapunov exponent can be defined as

λi = lim
n→∞ ln| δi(n) | (4)

The former definition is mainly described the geometric meaning of Lyapunov
exponent, while latter describe the calculation of Lyapunov exponent.
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3.2 Fractal Dimension

The fractal dimension is a mathematical concept, which measures the geometri-
cal complexity of an object.

The structure of chaotic attractor is self-similar with infinite levels, which dis-
perse degree can be characterization by dimension. The trajectory in the phase
space has characteristic of fractal dimension for its own fractal self-similar struc-
ture of chaos. The fractal dimension is effective measures to estimate whether
the movement is chaotic.

Define S is a subset of n-dimension space, M(ε) is the number of n-dimension
cube under the scale of which used to cover S , if the limits exist, then the fractal
dimension of S under the scale of ε can be expressed as

D(S) = lim
ε→0

lnM(ε)

ln(1ε )
(5)

The movement is chaotic if its dimension of attractor is fraction. For the calcu-
lation of Hausdorff fractal dimension is very difficult, Grassberg and Procaccia
propose the GP algorithm to calculate another kind of fractal dimension, i.e.
correlation dimension Do(S) in 1983.

Do(S) = lim
ε→∞

lnC(ε)

ln(ε)
(6)

C(ε) = lim
n→∞

1

n2

n∑
i,j=1

H(ε− | X(i)−X(j) |) (7)

Where H(•) is step function of Heaviside.
The limitations of this method cant measure the complexity of chaotic system

according to the value of fractal dimension, although according to the dimension
it can determine whether the system is chaotic.

3.3 Metric Entropy

Metric entropy is also known as kolmogorov-sinai entropy, which describes the
confusion degree of movement for dynamic system. The entropy can be used in
recognition the characteristics of the chaotic and the confusion degree of chaos
in chaotic system. The character of chaotic attractor is sensitive to initial value,
which can be reacted from the concept of entropy. The adjacent trajectory is
divergent by rate of exponent in chaotic system for its local instability, which
causes the information of initial conditions fade away in the process of move-
ment. In another hand, if two initial point very close so that can’t distinguish
from measure, but as the time evolutes, we can distinguish them by their distance
increasing by rate of exponent. In this sense, we think that chaotic movement
generates information. Put all the time information generation rate for the ex-
ponent averagewe get the kolmogorov-sinai entropy. Defining all the attractor is
a set, which completes covered by a n-dimension cube with side length for ε .
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Defining the number of cube is M(ε) , pi as the probability through the cube,
then metric entropy can be defined as

I(ε) = −
M(ε)∑
i=1

pilnPi (8)

Based on the principle mentioned above, it shows that the amount of infor-
mation is related to the number of different trajectory which can distinguish.
The number of trajectory N increased by rate of exponent in chaotic movement:
N ∝ ekt ,where k is Metric entropy. In a period of time, the number of differ-
ent trajectory which can distinguish is more, then it has more complexity. In
other words, the bigger k is, the stronger the randomness is and the smaller the
possibility of recovery is.

Metric entropy can measure the complexity of chaotic system, but it needs a
lot of sample space and heavy computation. It is hard for us to get the numerical
value of metric entropy in practice.

4 The ApEn Algorithm

Approximate Entropy was proposed by Pincus in 1990 [12]. The algorithm de-
veloped from Limpel-Ziv algorithm. Approximate entropy algorithm count the
random degree of sequence by the edge of the conditional probability statistical
method and show the sequences complexity through the degree of adjacent track
change.

Definition: Given a positive integerN and nonnegative integerm ,withm ≤ N
,a positive real number r ,and a time-series of data x := x(1), x(2), ..., x(N) ,from
measurements equally spaced in time, form a sequence of vectors X(1), X(2),
..., X(N − m + 1) in Rm, define by X(i) = [x(1), x(2), ..., x(N −m + 1)] next,
define for each i, 1 ≤ i ≤ (N −m+1) , let the distance between two blocks X(i)
and X(j) be defined by

d[X(i), X(j)] = max
k=1,2,...,m

| x(i+ k + 1)− x(j + k + 1) | (9)

Then let Ci
m(r) =(number of j ≤ (N −m+ 1) such that d(x(i),x(j))≤r)

N−m+1 Now
define

Φm(r) =
1

N −m+ 1

N−m+1∑
i=1

logCi
m(r) (10)

and

ApEn(m, r,N) = Φm(r) − Φ(m+1)(r),m ≥ 1 (11)

ApEn measures the logarithmic frequencies with which blocks of length m
that are close together for blocks augmented by one position. Thus, small values
of ApEn imply strong regularity, or persistence, in a sequence. Alternatively,
large values of ApEn imply substantial fluctuation, or irregularity.
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The parameter m is the dimension of distance vector. The accuracy of com-
plexity in the chaotic system is determined by parameter r which is a value of
the distance. The value of r should be in the scope 0.1 ∼ 0.25SDx.

4.1 The Logistic Map

The Logistic map is given by:

xn+1 = μxn(1− xn), x ∈ (0, 1), μ ∈ (0, 4] (12)

Fig. 1 displays the bifurcation diagram of Logistic map. Fig. 2 displays the
Lyapunov exponent trend of Logistic map with change of parameter μ .

Fig. 1. Orbit diagram for the Logistic
map

Fig. 2. Lyapunov exponent for the Logistic
map

4.2 The Tent Map

Tent mapping is defined as follows: The Logistic map is given by:

xn+1 = 1− | 1− μxn |, x ∈ (0, 1) (13)

The bifurcation diagram of Tent map on the interval [1, 2.4] in Matlab is
shown in Fig. 3.

Fig. 3. Bifurcation diagram of Tent map Fig. 4. Bifurcation diagram of Henon map
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4.3 The Henon Map

The bifurcation diagram of Henon map in Matlab is shown in Fig. 4.

{
xn+1 = 1− ax2

n + yn
yn+1 = bxn

(14)

The parameter m is the dimension of Distance vector. We demonstrate the
utility of ApEn by applying this statistic to Logistic, Tent and Henon map,
observing the dependence of ApEn on m. The simulation results we obtained as
shown in Fig. 5.

Fig. 5. ApEn of three maps on m Fig. 6. ApEn of Logistic map on μ

The results in Fig. 5 has shown that the value of ApEn when m=2 is better
then the others. According to the references [14], we choose parameters m = 2,
r = 0.1SDx,N ≥ 1000,and tested the ApEn of sequence produced by Logistic,
Tent and Henon map. The simulation results we obtained form three maps as
shown in Fig. 6, Fig. 7 and Fig. 8 respectively.

Fig. 7. ApEn of Tent map on μ Fig. 8. ApEn of Henon map on μ

As shown in three figures, we noticed that the sequences’ complexity of Lo-
gistic mapping is bigger than the other two mapping.
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5 The PE Algorithm

Permutation entropy algorithm based on the complexity of Kolmogorov, by use
the concept of information entropy, to statistics and calculation the complexity
of the sequences. The algorithm by using multidimensional reconsitution space
similarity to measure the complexity of the entire sequences, and analysis all the
similar characteristics of the embedded dimension[13].

Definition: Consider a time series {xt}t=1..T .We study all n! permutations of
order n which are considered here as possible order types of n different numbers.
For each we determine the relative frequency

p(π) =
#{t|0 ≤ t ≤ T − n, (xt+1, ..., xt+n)has type π}

T − n+ 1
(15)

This estimates the frequency of π as good as possible for a finite series of
values. To determine p(π) exactly, we have to assume an infinite time series
{x1, x2, } and take the limit for T → ∞ in the above formula. This limit exists
with probability 1 when the underlying stochastic process fulfils a very weak
stationarity condition: for k ≤ n, the probability for xt < xt+k should not
depend on t.

The permutation entropy of order n ≥ 2 is defined as .Where the sum runs over
all n! permutations π of order n. This is the information contained in comparing
n consecutive values of the time series. It is clear that 0 ≤ H(n) ≥ logn! Where
the lower bound is attained for an increasing for decreasing sequence of values,
and the upper bound for a completely random system where all n! possible
permutations appear with the same probability. The time series presents some
sort of dynamics when H(n) < logn!.

We demonstrate the utility of PE by applying this statistic to Logistic, Tent
and Henon map, observing the dependence of ApEn onm. The simulation results
we obtained as shown in Fig. 9.

Fig. 9. PE of three maps on m Fig. 10. PE of Logistic map on μ

From the results of Fig. 9, we can know the complexities of the various map-
ping have a linear relation with m. According to the references [14], we tested
the PE of sequences produced by Logistic, Tent and Henon map. The simulation
results we obtained form three maps as shown in Fig. 10, Fig. 11 and Fig. 12
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Fig. 11. PE of Tent map on μ Fig. 12. PE of Tent map on μ

respectively. From the results of three figures, we noticed that the sequences’
complexity of Logistic mapping is bigger than the other two mapping.

6 Comparison between ApEn Algorithm and PE
Algorithm

Through analyze the computing principle and the physical significance of the
two kinds of algorithms, we learn that the two kinds of algorithms has similari-
ties except their own characteristics. The two kinds of algorithms based on the
Kolmogorov complexity, and both describe the random degree of sequences. In
addition, the two kinds of algorithms obtained the numerical values of sequences’
complexity by using the concept of information entropy to count up the length
and the probability of the sequences. For the ApEn algorithm, the bigger com-
plexity of the sequences means similar reconstruct sequence is less. To obtain
the reasonable calculation results, we must increase the length of the sequences
and enlarge resolution parameter r. For the PE algorithm, the more complex-
ity of the sequences is, the more the number of permutations is, the number of
times for statistics are more, thus the PE of sequences is greater. The two kinds
of algorithms are both based on the Kolmogorov complexity and information
entropy.

The two algorithms also have their own characteristics. The ApEn algorithm
show the complexity of the sequences based on the different embedded dimension.
The calculation results vary according to the subjective factors for choice of
embedded dimension and resolution parameter, while the PE algorithm show the
complexity of the sequences based on the determinate embedded dimension. The
concept of the embedded dimension is same as the one in the ApEn algorithm.

7 Conclusion

The approximate entropy is a method of quantize the complexity of time series
based on edge probability distribution statistics. It can accurate calculation the
complexity of the sequence, but the result is influenced by select the different
parameters. The calculate of ApEn is fast, accurate and easy to be realized, in
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addition the algorithm can calculation the sequence complexity through very
short length of sample space. Permutation entropy is an appropriate complex-
ity measure for chaotic time series, in particular in the presence of dynamical
and observational noise, since the method is extremely fast, it seems preferable
when there are huge data sets and no time for preprocessing and fine-tuning of
parameters. In this paper, the ApEn algorithm and PE algorithm are used to
calculate the complexity of the three different chaotic mappings, the result shows
that the complexity of the Logistic map is bigger than the other two mapping,
in other words the random degree of Logisitic sequences is greater. The research
provides powerful basis for the application of chaotic systems in cryptography
and securest communication.
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Abstract. The paper chooses the cyclone the second generation of the
FPGA chip as the gate array (FPGA) used by AES encryption algorithm.
The paper also uses speech codec WM8731 chip to realize eight voice
and data coding. Then the paper refers to the PCM frame structure
TS0 times lot function design code word synchronization. At last, the
paper also uses AES128 grouping encryption algorithm to encrypt digital
signal, and voice encryption is realized on the FPGA hardware.

Keywords: encryption algorithm, FPGA chip, speech coding, encryp-
tion synchronization.

1 Introduction

With the development of network applications, private speech information pri-
vacy is becoming more and more attention. The paper encrypts the audio data
by grouping encryption technology[1,2] based on FPGA. But the routing of IP
network transmission and delay characteristics make the received packet disor-
der, and affect the decryption key synchronization. The paper designs a code
word synchronization unit of voice pretreatment and coding unit. It can ensure
the encrypted declassified audio data synchronization. The grouping encryption
technology is embedded in the FPGA kernel. The safety of voice communications
is guaranteed by grouping encryption circuit.

2 Speech Data A/D Conversion

The WM8731 speech codec chip is used in the paper. It can collect voice data.
When gathered, the data stream is transmitted bit by bit. The WM8731 chip
inside integrates A/D conversion mode[3], and the analog signal data is converted
digital signal in the A/D conversion mode. Figure 3-10 is data collection format.
BCLK refers to the speech coding clock signal. ADCLRC refers to control signal
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of A/D conversion. The LEFT CHANNEL refers to the left sound channel, and
the RIGHT CHANNEL refers to the right sound channel. Left sound channel
and the right sound channel completely control signals for ADCLRC. ADCDAT
refers to data signals of A/D conversion, including ADCDAT 32 bits of data.
LEFT CHANNWL refers to 16 bits of data and RIGHT CHANNEL 16 is bits
of data. But the MSB is high data and LSB refers to low signal.

1/fs

BCLK

ADCLRC

ADCDAT
MSB LSB MSB LSB

LEFT CHANNEL RIGHT CHANNEL

... ...1 2 15 16 1 2 15 16

1 BCLK 1 BCLK

Fig. 1. The format of data collection

Speech signal input from the MIC[4], transfer to the WM8731 speech coding
chip, then the data is in A/D conversion. Figure 1 shown is data forma after
A/D conversion. The data are commonly controlled by the BCLK clock signal
and ADCLRC control signal. BCLK refers to speech coding clock, and ADCLRC
refers to control signal. When ADCLRC falling edge and the BCLK clock signal
falling edge arrive at the same time and the BCLK next falling edge comes, it is
time to begin collecting 16-bit data to the left sound channel (LEFT CHANNEL)
speech signal. First collected data is on high bit, the latter collected data is in
low bit. When ADCLRC rise along with the falling edge BCLK synchronous
arrival and BCLK next falling edge comes, right sound channel began collecting
16-bit data (RIGHT CHANNEL). The clock signal BCLK finishes 32-bit data
collection after 34 clock signal in the process. This is a collection signal and it
sends 32-bit data. A serial ADCDAT send 32 bits of data. The signals are sent
to the FPGA, and the data is encrypted.

3 Code Word Synchronization

How to deal with receiving synchronization must be considered for a communi-
cation system. It will directly related to the declassification of speech encryption
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system receives the accuracy of the problem. Synchronous signal, the TS0 time
slot as synchronization code, achieve voice synchronization signal. Referring to
content of PCM frame structure, this paper uses TS0 times lot to tag code of
voice and data. The voice synchronization is finished in the phonetic acquisition
32-bit code set aside a bit. In the paper, the voice signal acquisition is bit by
bit the form of data flow. For A/D conversion of data format, it is known as
serial 32-bit data after data collection. The two data of 32-bit data collected are
marked.

1/fs

BCLK

ADCLRC

ADCDAT
MSB LSB MSB LSB

LEFT CHANNEL RIGHT CHANNEL

... ...1 2 15 0 1 2 15 0

1 BCLK 1 BCLK

Fig. 2. The flag first bit of collection

As shown in figure 2, the left channel low 1 and the right channel low 1
are namely the 00. The next 32-bit data comes under low two namely 01 and
so on. When the fourth 32-bit data arrives, the two low is namely 11. After
the four 32-bit data are finished, they are sent encryption in nuclei and to be
encrypted. At the receiving end, if the 10 data is missing, the decryption end
would automatically use the key , which is need in the decryption process to
solution the next data. As we know, the data is decrypted at the decoding
end. The decoding order need rely on the labeling bit. In the process of data
transmission, network congestion, or no signal will make the data miss. The
missing data won’t be code in the decoding end. Then it is necessary to use the
mark bit to decide. The lost data, joining the 0010 mark bits on flag bit, will
send a request. The sender will give back to the data with 10 mark. It can solve
the problem of speech signal data loss in the process of transmission, realizing
voice synchronicity.
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4 Encryption Module Design and Implementation

This paper uses fast look-up table method to realize the AES algorithm [5,6,7]
in the Verilog programming. The Case statement structure many things, such
as, the S box form, the column hybrid forms in the process of encryption, simple
cyclic shift, twice look-up table in encryption process, and mould operation. The
look-up table method improves the efficacy of AES algorithm. AES encryption
algorithms in the hardware circuit diagram and the design of circuit diagram
AES in the FPGA [8] are shown in figure 3.
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c_p_light

INPUT

INPUT

INPUT
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Fig. 3. AES encryption top nuclear

The function of AES encryption: the digital signal of speech signal encrypts
the data through the encryption module. The encrypted data is sent through the
wireless and data is decrypted on decryption end. But AES encryption mainly
consists with encryption module, key rotation, decryption module, key extension,
etc. These modules can encrypt the receiving data with 128 - bit data. This is
the function of encryption. The principle of the encryption process is shown in
figure 4. Encryption principle is shown in figure 5. The encryption part is divided
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rst
clk
encry_data[127..0]
c_p
start0
key_in[127..0]

flag
result[127..0]

aes_test

inst

Fig. 4. The principle diagram of the encryption part of the main frame

into four modules: the encryption module, decryption module, key extension
module and RAM module. The AES encryption module contains 8 I/O ports.
Six of the 8 I/O parts is input ports and other two ports is output ports. The
encry data[127..0] port can receive the 128 - bit digital signal of the voice signal.
When coding data flow bit by bit is stored in AD fifo, and it is converted to 32-bit
data transmission. Before a 128 - bit AES encryption algorithm in the process
of transmission, the data is stored in cache, namely in the fifo of the encryption
algorithm. When the data arrives 128 bits of data, start0 port begins to work,
the data is stored in SDRAM. After pressing the button for voice broadcast,
the data need to be decrypted in the process of play, restoring previous digital
signal. Then through the WM8731 decoding, voice encryption process is finished.
The encryption part contains 6 input port: rst refers to clock reset signal, and
it is effective under the high level. clk port mainly refers to the clock signal in
the system. And encry data [127..0] refers to the 128 data come clear speech
signal input port. cp signal primarily refers to selective encryption. When cp is
high electricity at ordinary times, the whole system is the encryption process.
When cp is low electricity at ordinary times, the whole system is the decryption
process. It is like the equivalent of buttons. When the button is not pressed, voice
encryption process begins. When the button is pressed, the voice decryption
process begins. start0 port refers to the start signal. The audio encryption of
he whole system begins, It is effective high electricity at ordinary times. key in
[127..0] port is a key input port. At the beginning of the whole system, firstly
inputting key, the system will automatically take the first data as the key data.
After the data reaches 128 bits, the latter data is clear data. The system began
to encrypt the latter 128 - bit data. Two output port: flag output port is signal
that the add/decryption is over. Its effective level is high level effectively. When
the flag is high level, data encryption process is finished. And result [127..0] port
is the output result of add/decryption of the 128 speech signal.
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Fig. 5. The part diagram of Encryption principle

5 Software Process and the Environment

The system test environment mainly applies Quartus9.0 software simulation [9]
and is encoded in the platform. The speech coding of audio WM8731 and the ac-
quisition of voice data are base on Quartus software. The collected data through
the WM8731 chip convert other data, namely the A/D conversion. The converted
data through FPGA is under the encryption [10] of data. Then it is transmitted
to the wireless network and received on the other side. Software process: design
input, design, build, function simulation and timing simulation, hardware con-
figuration and verification. The flow chart of the software overall design is shown
as figure 6.

6 The Result and Stochastic Analysis

Set the initial key as hexadecimal 000102030405060708090A0B0C0D0E0F0 re-
sults of ten rounds of key are as follows:

Round1:D6AA74FDD2AF72FADAA678F1D6B76FE;
Round2:B692CF0B643DBDF1BE9BC5006830B3FE;
Round3:B6FF744ED2C2C9BF6C590CBF0469BF41;
Round4:47F7F7BC95353E03F96C32BCFD058DFD;
Round5:3CAAA3E8A99F9DEB50F3AF57ADF622AA;
Round6:5E390F7DF7A69296A7553DC10AA341F6B;
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Fig. 6. The flow chart of software

Round7:14F9701AE35FE28C440ADF4D4EA9C1026;
Round8:47438735A41C65B9E016BA1F4AEBF7AD2;
Round9:549932D1F085577681093ED9CBE2C974E;
Round10:13111D7FE3944A17F307A78B4D2B30C5.
From ten key rotation wheel key extension, it will be found that the key of

each round is different. The degree of data encryption is greatly increased in
the encryption process. The round keys write number of round keys itself in
the program. The key is 10 rounds in the paper. After key rotation, it is time
to encrypt data. For captured data, because the intercept is not clear to key
rotation, they can not to decrypt the data.

By Quartus software simulation data captures part of the AD conversion
after the data. The data is passed to the encryption, the data for the cipher is
text data. Then the cipher text data is put into a binary code, namely the 0 1
sequence. Through matlab simulates 0 1 sequence randomness, the number of
run, inverse cumulative value of the standard normal distribution and the test
results can be known.

011010000001001010101011000101001101011110010011110111101111010010
10 111001010011101000001011010111011100100001011010000100011011

The above data is a voice encryption data and can be taken as the input
sequence. It is test by test principle of the runs. Setting parameters: r refers to the
number of runs. Randomunm refers to the input sequence. zr refers to test results.
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The inverse cumulative function value of the standard normal distribution is
taken as a measure of random sequence by using Norminv.

The test sets up several special clear text input in the process.
Such as, clear data of full 1:
1111111 1111111111111111111111111,
clear data of the whole 0:
00000000000000000000000000 000000,
01 evenly distributed data:
01010101010101010101010101010101,
F all the data:
FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF,
The normal voice data:
11111010110010001111101011001000.
The above five clear data is encrypted, then the cipher text data.
full 1 cipher text data:
35D14E6D3E3A279CF01E343E34E7DED3,
All the zero cipher :
C6A13B37878F5B826F4F8162A1C8D879,
01 distributed evenly cipher text data:
C352805754237F311AC0FFF4E3E03E78,
all F the cipher text data:
3C441F32CE078 22364D7A2990E50BB13,
Voice cipher data:
6812AB14D793DEF4AE53A0 B5DC85A11B.
The cipher text is converted to binary. Then 0 1 series is under the discussion

through the principle of runs test. It is a random sequence or not. The Inspection
is that the value of the inverse cumulative of standard normal distribution is 1.96,
proving that the encrypted cipher text sequence is random sequence.
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Abstract. The Bag-of-visual Words (BoW) image representation is a
classical method applied for various problems in the fields of multimedia
and computer vision. During the process of BoW image representation,
one of the core problems is to generate discriminative and descriptive vi-
sual words. In this paper, in order to represent the image completely, we
propose a visual word filtering algorithm, which filters the lower discrim-
inative and descriptive visual words. Based on the traditional method
of generating visual words, the filtering algorithm includes two steps: 1)
calculate the probability distribution of the various visual words, and
then, delete the words with gentle probability distribution; 2) delete the
visual words with less instances. In this way, the generated visual fea-
tures become more discriminative and descriptive, furthermore, multiple
cues fusion, such as shape, color, texture, is also taken into account,
we compare our approach with traditional Bag-of-visual Words method
applied for image classification on three benchmark datasets, and the
performances of the classification all get improvements to some extent.

Keywords: Image Representation, Discriminative, Descriptive, Multi-
ple cues fusion, Visual word filtering algorithm.

1 Introduction

Image category recognition is important to access visual information on the level
of objects (buildings, cars, etc.) and scene types (outdoor, vegetation, etc.). In
general, systems for category recognition on images [5], [9], [2] and video [15] use
machine learning based on image descriptions to distinguish object and scene cat-
egories. However, there can be large variations in viewing and lighting conditions
for real-world scenes, complicating the description of images and consequently
the image category recognition task. Inspired by the success of textual words in
large-scale textual information processing, researchers are trying to extract vi-
sual words from images which function similar as textual words. During the past
few years, Bag-of-visual Words approaches have allowed significant advances in
image classification [3].

Traditionally, visual words are created by clustering a large number of local
features such as SIFT [10] in un-supervised ways. After that, each cluster center
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is taken as a visual words, and a corresponding visual vocabulary is generated.
With the visual vocabulary, image can be transformed as Bag-of-visual Words
representation. This is simply achieved by extracting image local features and
replacing them with their nearest visual words [8]. However, experimental re-
sults of reported works show that the commonly generated visual words [8],
[11],[14], [18], are still not as expressive as text words. Mainly in the presence of
noise in the generation of visual words, making visual word in different types of
images appear mismatch. A toy example illustrating this finding is presented in
Fig.1. In the figure, SIFT descriptors are extracted on interest points detected by
Harris-Laplace. The three images are then represented as BoWs with a visual
vocabulary containing 1000 visual words, by replacing their SIFT descriptors
with the indexes of the closest visual words. In the figure, two interest points are
connected with a red line if they share the same visual word. As we can clearly
observe, although the visual appearances of the plane and ant are very different,
there are still many matched visual words between them. In [8], Tian et al. ana-
lyze that the ineffectiveness of the traditional visual vocabulary might be largely
due to its three innate shortcomings, i.e., 1) the extracted local features are not
stable, which means some local features are sensitive to affine transformations.
2) The classic visual words are generated from single local features, thus they
cannot preserve enough spatial information. 3) The clustering process is unsu-
pervised, thus, the generated visual words might be not semantically reasonable,
and many noisy visual words can be generated. The reasons causing the low de-
scriptive power of visual words are still being studied by researchers in related
fields, and the ineffectiveness is not limited to these above reasons.

Initially, many methods only used the shape features, predominantly repre-
sented by SIFT [10] to represent an image [9],[6]. However, more recently the
possibility of adding color information has been investigated. Bosch et al. [1]
propose to compute the SIFT descriptor in the HSV color space and concate-
nate the results into one combined color-shape descriptor. Van de Sande et al.
[16] performed a study into the photometric properties of many color descrip-
tors, and did an extensive performance evaluation. The comparison performed in
these studies [1],[16], [7] suggests that combining multiple cues usually improves
final classification results.

In order to improve the discriminative and descriptive ability of visual words,
in this paper, we propose a visual word filtering algorithm, which aim to filter the
noise or low discriminative and descriptive visual words. The filtering process
consists of two steps: 1) calculate the probability distribution of the various
visual words, and then, delete the words with gentle probability distribution;
2) delete the visual words with less instances. Furthermore we also consider
multiple cues fusion, making the representation more complete. After generating
a descriptive and comprehensive visual vocabulary, we choose three experiments
to demonstrate the performance of the proposed method of this paper.

The paper is organized as follows: in section 1, a brief review of the generation
of visual words and related work is given. Section 2 presents the details of the
proposed visual words filtering algorithm and process of multiple cues fusion.
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Fig. 1. Matched visual words between the same and different objects

Experimental results are presented in section 3 and finally, section 4 concludes
the paper.

2 Visual Words Filtering Algorithm and Multiple Cues
Fusion

In this section, we will first describe the relevant local features and the stages of
the primary feature extraction pipeline used in this paper. Next, we will describe
the details of the visual words filtering algorithm, which make the generated
vocabulary more discriminative and descriptive. Finally, multiple cues fusion
framework will be proposed. Based on these work, a complete representation
method will be used for the image classification.

2.1 Local Features Extraction

Taking into account the extracted features are not stable, which means some
local features are sensitive to affine transformations, in this section, robust shape,
color, texture descriptors are presented. About shape, SIFT and Opponent-SIFT
features are extracted, about color, Hue histogram is applied, about texture, LBP
and RLBP are utilized.

SIFT. The SIFT descriptor proposed by Lowe [10] describes the local shape of
a region using edge orientation histograms. To compute SIFT descriptors, the
version described by Lowe [10] is used.

Opponent-SIFT. Opponent-SIFT describes all the channels in the opponent
color space (eq. (1)) using SIFT descriptors. The information in the O3 channel
is equal to the intensity information, while the other channels describe the color
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information in the image.

⎛
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⎞
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3

⎞
⎟⎠ (1)

Hue Histogram. In the HSV color space, it is known that the hue becomes
unstable near the grey axis. To this end, Van de Weijer et al. [17] apply an error
propagation analysis to the hue transformation. The analysis shows that the
certainty of the hue is inversely proportional to the saturation. Therefore, the
hue histogram is made more robust by weighing each sample of the hue by its
saturation.

LBP. The basic form of LBP is illustrated in Fig. 2 (a) and (b) [13] . Specifically,
we use a local neighborhood around each pixel as input (see Fig. 2 (a)) and then
threshold the neighborhood pixels at the value of the central pixel. The resulting
binary valued string is weighted as follows:

LBP (Ic) =

P−1∑
i=0

2is(Ii − Ic) (2)

Where the parameter P runs over the eight neighbors of the central pixel Ic. Ic
and Ii are the gray-level values at c and i, and s(A) is 1 if A ≥ 0 and 0 otherwise.

LBP = 1 + 2 + 128 = 131

10 8 3

9 6 4

5 3 2

1 1 0

1 0

0 0 0

1 2 4

128 8

64 32 16

1 2 0

128 0

0 0 0

(a) (b)

Fig. 2. LBP. (a) A pixel and its eight neighbors; (b) Basic LBP.

RLBP. An issue of LBP is that it is not so robust to the noise present in the
image, about this question Chen et al. [4] improve the robustness of LBP by
changing the coding bit of LBP. [4] assume that the case of sub-string (010)
and (101) are noisy and respectively change them to a new sub-string: (000)
and (111). An example of how to compute RLBP from LBP is shown in Fig. 3.
And related experiments show that, this method, to some extent, improve the
representation ability of image.

The stages of the primary feature extraction pipeline used in this paper. First,
the Harris-Laplace salient point detector is applied to the image. Then, for every
point a local descriptor is computed over the area around the point. All the local
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Fig. 3. Robust local binary pattern

descriptors of an image are subsequently vector quantized against a codebook
of prototypical local descriptors. This results in a fixed-length feature vector
representing the image.

2.2 Visual Words Filtering Algorithm

In order to generate the initial visual words, similar to existing works [12], [19],
we train visual vocabulary by clustering a large number of local descriptors. We
adopt classic K-means cluster to conduct the clustering. As we analyzed above,
the visual vocabulary generated by the traditional method, there is a lot of noise,
which greatly reduced the discriminative ability and descriptive capability, at the
same time, it is bound to affect the late applications. Therefore, it is necessary
to consider how to improve the descriptive power of visual words.

Motivation. Obviously, different classes of images include the discriminative
subjects, for the same class of images, subject content is stable, while the back-
ground is unstable. Therefore, if the generated visual word have descriptive capa-
bility and discriminative power, it must possess two characteristics: 1) frequently
match with the local features of a certain class of images, at the same time, with
other classes is not so frequent; 2) the number of instances is more than training
images of specified class. In view of these two properties, we propose visual words
filtering algorithm, the details of this algorithm are showed in Algorithm1.

Details of the Proposed Algorithm. The pseudo-code of our algorithm,
called VWF (for visual words filtering), is presented in Algorithm 1. VWF
takes as input a training set of labeled local descriptors S = {Xk, yk}(k=1,...,m).
During the pseudo-code, there are two properties, named p1, p2, which p1 means
to calculate the probability distribution of the various visual words, and then,
delete the words with gentle probability distribution; and p2 means to delete the
visual words with less instances.

Multiple Cues Fusion Framework. The Fig. 4 shows the multiple cues fusion
framework, the main steps include local features exaction, visual vocabulary
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Data: A set S = Xk, yk(k=1m) of labeled local descriptors, where Xk is the local

feature descriptors set of kth image, yk ∈ {1, . . . , N}
Result: A final discriminative and descriptive visual vocabulary V

′

Initialize the visual vocabulary V : Generate the initial visual vocabulary
V (v1, . . . , vd) with K-means cluster

For Each visual word vii = 1, . . . , d do
// Visual word frequency in each class of the image
For Each class j = 1, . . . , N do

Compute the frequency of occurrence of vi: fij
If(vi doesnt meet the property p1)

Filter vi
Else

Compute maximum of f : fim, where m is class label
//vi doesnt meet the property p2
If (fim ¡ the number of mth training class of images)

Filter vi

Return V
′
, which is the rest of V

Algorithm 1. Pseudo-code of VWF

generation, feature quantification. During the process of the visual vocabulary
generation,VWF algorithm is utilized. And the final representation of the image
is weighted fusion of local features (shape, color, texture).

3 Experimental Results and Discussions

In the experimental phase, our visual words filtering algorithm and multiple cues
combination method are tested for image classification. According to algorithms
introduced in section 2 and section 3, we get a visual words histogram, then
we employ SVM method to perform classification. In the experiments, we adopt
SVM with RBF kernel in LibSVM library to train samples. The experimental
environment is AMD Athlon X2 250 Processor, 4G memory, Windows 7 oper-
ating system. The programming languages used in the experiments are C++
and Python, and assistant libraries are OpenCV, LibSVM, numpy and scipy,
among these, OpenCV was designed for computational efficiency and with a
strong focus on real-time applications, numpy and scipy are scientific computa-
tion computational packages of Python, and LibSVM, which is SVM classifier
library.

We perform image classification task on three image databases, which are Cal-
tech 101 database, soccer team database and flower database, as shown in Fig.5.
For Caltech 101 database, there are 101 classes, and contains 9146 images, in
our experiment, we randomly select 10 categories, as for each category, including
at least 40 images. The dominant cue of the Caltech 101 is unstable with the
different categories. There are 280 images in soccer team database, which has 7
categories, and each category has 40 images. In soccer team database, color cue
is the dominant cue. There are 1360 images in flower database, which has 17
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Local features extraction 
( texture, shape, color)

Shape 
vocabulary

Color 
vocabulary

Texture 
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α

β

γ

α + Β + Γ = 1

TeT xture

Fig. 4. Multiple cues (texture, shape, color) fusion framework

Fig. 5. Example images of Soccer, 17flowers and Caltech 101 databases

categories, and each category has 80 images. In flower database, color and shape
cues are both important. We randomly select 70% of each category as training
samples, with the rest as testing samples.

In the experiments, we totally considered five kinds of local features, they are
SIFT, Opponent-SIFT, Hue histogram, LBP, RLBP, and we also choose SIFT,
Hue histogram, LBP as a combination, the rest three features as another combi-
nation. These features and combinations are labeled with 1, 2, . . . , 7 respectively,
as showed in the next figures and table.



338 Z. Wu et al.

0.51

0.82

0.66

0.21

0.3

0.8

0.84

0.57

0.84

0.71

0.21

0.3

0.83

0.88

0 0.2 0.4 0.6 0.8 1

1

2

3

4

5

6

7

Mean Average Precision

fe
at

ur
es

 a
nd

 c
on

bi
na

tio
ns

CIR BOW

(a) Mean Average Precision on soccer

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 1 2 3 4 5 6 7

Av
er

ag
e 

Pr
ec

isi
on

Label of each Category

opponent hue rlbp opponent+hue+rlbp

(b) Average Precision of each category on

soccer

Fig. 6. (a) is the comparison of the proposed method with traditional method and (b)
lists average precision of the proposed method on soccer database
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Fig. 7. (a) is the comparison of the proposed method with traditional method and (b)
lists average precision of the proposed method on soccer database

Figure 6, 7, 8 shows the mean average precision and average precision of each
category on the each database. As shown in the figures, compared with the tra-
ditional method of BoW, the classification rates improved considerably. Mainly
due to the visual word filtering algorithm improves the visual word descriptive
and discriminative ability to a certain extent.

Table 1 shows the classification rates on Soccer, 17flowers and Caltech 101
databases. In the table, columns named BOW list the results of traditional bag-
of-words model, and columns named CIR (abbreviation of complete image rep-
resentation) list the results of our method. We compare the algorithms with
single feature, includes SIFT, opponent-SIFT, Hue histogram, LBP, RLBP, and
feature fusion. From the table, we can see that when bringing in visual world
filtering algorithm, the average accuracy will improves to some extent for both
single feature and feature fusion, and the improvement range is 2% ∼ 12%.
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Fig. 8. (a) is the comparison of the proposed method with traditional method and (b)
lists average precision of the proposed method on 17flowers database

Table 1. Classification rates on 17flowers, caltech 101 and soccer database

Feature and Combination 17flowers Caltech 101 Soccer
Bow CIR Bow CIR Bow CIR

1 0.42 0.44 0.57 0.69 0.51 0.57

2 0.61 0.63 0.63 0.70 0.82 0.84

3 0.447 0.45 0.33 0.40 0.66 0.71

4 0.2 0.18 0.34 0.36 0.21 0.21

5 0.28 0.3 0.37 0.46 0.30 0.30

6 0.65 0.74 0.63 0.70 0.80 0.83

7 0.68 0.76 0.73 0.77 0.84 0.88

4 Conclusion

In this paper, we analyzed the shortcomings of the traditional visual words, in
order to improve the discriminative and descriptive ability of visual words and
completely to represent the image context, the visual word filtering algorithm
and multiple cues fusion method are proposed. In addition, we have test on three
benchmark databases (Soccer, Caltech 101, 17flowers), validating our approach
more.

Improving the descriptive and discriminative ability of visual word and com-
bining multiple cues efficiently are still active research topics in multimedia and
computer vision communities. In order to represent the image context com-
pletely, our future work will be carried out focusing on following two aspects: 1)
the relationship between visual words and semantic will be explored; 2) weight-
ing the cues with considering their statistical dependence in the application at
hand.
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Abstract. Accurate and personalized analysis management for VIP Customer 
data are an important means for enterprises to make business decisions and win 
benefits. In this paper, take telecom industry as an example, SQL Server 2008 is 
applied to design the database according to the problem of traditional data anal-
ysis and management methods of VIP customers. Combined with Brows-
er/Server structure, an intelligent VIP customer data management platform is 
designed and implemented, which achieves rapid extraction, effective analysis, 
early warning and graphic display for the data. In addition, it effectively guides 
customer managers to make business decisions, and provides managers with 
first-hand data on the customer managers’ performance evaluation. The actual 
operation in a large domestic telecom company proves that the platform is sta-
ble, efficient and safe. 

Keywords: VIP customer data, database design, B/S structure, graphical dis-
play of data. 

1 Introduction 

Nowadays, under the increasingly fierce market competition, enterprises improve 
business efficiency through information technology and create business value through 
data mining [1], VIP customer data with abundant amount of information plays an 
core role to enterprise’s development. The way to make effective use of historical 
data and discover the deep inherent laws hidden in the data for extracting information 
oriented analysis and beneficial to decision has become the urgent attention problem 
for finance, telecom, oil and other core industries [2-4]. In this context, intelligent and 
systematic VIP customer data management platform has emerged. 

Taking the telecom industry as an example, with the extensive application of com-
puter technology, the telecom industry produces millions of customer data every 
month [5], including basic information, monthly income and arrears, situation of cus-
tomer visit and maintain and so on. How to make use of the so much data effectively, 
and extract useful information for customer managers to make decision has become 
one of the main problems faced by the telecom’s decision-makers [6]. 

                                                           
* Corresponding author. 
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At present, the main way for telecom companies to analyze and manage VIP cus-
tomers’ data is still using the traditional manual record and Excel archive, applying 
simple statistical software, such as Excel to make report forms, then supporting busi-
ness decision [7]. Such a way that does not play well on the supervision and manage-
ment of customer data, as a result, the customer managers fail to grasp the customers’ 
"health" status intuitively, which may hinder the business decisions, maintain and 
expand. In addition, lacking of the global analysis of data, the leaders cannot evaluate 
the customers’ managers work reasonably, thus unable to fully mobilize the enthu-
siasm of customers’ managers [8]. 

In this paper, we take telecom industry as an example, according to the problem of 
traditional data analysis and management above, we adopting SQL Server 2008 [9] to 
design the database, achieving useful data extraction from millions of data and effec-
tive calculation. Combined with Browser/Server structure, an intelligent VIP custom-
er data management platform was designed and implemented. Setting up personalized 
“health profile” cards for each VIP customer and achieving effective analysis, early 
warning and graphic display for the data, which can effectively guide customer man-
agers to make business decisions, and provided managers with first-hand data on the 
customer managers’ performance evaluation. 

This paper is structured as follows: Section 2 describes the ideas for designing da-
tabase and the way for accessing data; Section 3 provides the integrated framework of 
the data management platform, and according to the data category, the function of 
each module is introduced; Section 4 discusses how to graphically display the results 
and guide business decisions. We will show the real interfaces of the platform in sec-
tion 5. Finally, the characteristics and performance of the platform are summarized. 

2 Database Design and Data Accessing 

2.1 Database Design 

Database design is mainly based on the elements involved in the system functional 
modules and the relationship between them [10]. Our platform applies SQL Server 
2008 to set up the database. Due to the database is designed for VIP customers to 
store millions of data, it is not in place to optimize the database will directly affect the 
fluency and stability of the platform. Table design is the basis, which determines the 
robustness of the integrated platform. 

We designed the data sheet according to the original data categories and the de-
mand of the data management platform. As the data quantity of customers ownership, 
resources information, obstacles information, visit information and basic information 
of platform management is smaller, which means the load for database is lower, so we 
packaged those information in the same DB database file, formed resource occupied 
data sheet, obstacles information data sheet, service and visit information data sheet 
and customer information data sheet, the first three data sheet associated with the  
last data sheet by primary key ID and foreign key customers’ name. The income and 
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Fig. 1. Database structure 

arrears data sheets contain millions of data, the operation is complex and resource 
consumption is serious, requiring high capability of hard ware, so we building an 
independent database for those data. The structure of the database is shown below in 
Fig. 1. 

2.2 Data Accessing 

As the analysis for income and arrear is an important means for VIP customer manag-
ers to make business decisions, in the same time, the database load is heaviest for data 
access, so here we focus on the access to income and arrear data.  

We use database index to access income and arrears data. A database index is a da-
ta structure that improves the speed of data retrieval operations on a database table. 
Indexes are used to quickly locate data without having to search every row in a data-
base table every time a database table is accessed. Indexes can be created using one or 
more columns of a database table, providing the basis for both rapid random lookups 
and efficient access of ordered records [11].  

Due to the huge amount of income and arrears data of telecom VIP customers, if 
we calculate the Year and Chain and statistics calculate for each individual event over 
a period of time according to the original monthly data, that will greatly increase the 
load on the database, and also affect the loading speed of internet page. Therefore, we 
choose a manual way to generate summary worksheet every month, that is, when the 
monthly income and arrears data is automatically stored in the database through the 
interface, the customer manager generates a summary worksheet by the button shown 
in the home page, then the summary worksheet will store in the database. When the 
users want to calculate the statistics data which during a period of time, the database 
will extract the related data from the summary worksheet directly. That greatly im-
proves the loading speed of system statistics page and contributes to the operation’s 
efficiency of telecom companies. The generated summary worksheet is shown in 
Table 1. 
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Table 1. Summary worksheet 

Cus-
tomer 
name 

Total 
revenue 

Reve-
nue 

increase 
on a 
year- 

on-year 
basis 

Revenue 
increase on 
a month- 
on-month 

basis 

Fixed 
telephone 

basic 
income 

Internet 
income 

Fixed 
telephone 

value-
added 
service 
income 

Data 
and 

network 
element 
revenue 

Co. A  10735.57 0.00 0.00 5904.24 4583.33 248 0 

Co. B 15080.81 0.00 0.00 15065.81 0 15 0 

Co. C 29218.95 -100.00 2921895.00 21803.85 6270.1 145 1000 

Co. D 65017.8 -9.23 10.17 25373.7 39004.1 640 0 

Co. E 29852.77 0.00 0.00 27052.77 1791.27 8.73 1000 

Co. F 10365.69 0.00 0.00 4320.69 5500 245 0 

Co. G 57964.92 -100.00 5796492.00 55924.92 0 965 1075 

3 System Framework and Functional Module 

3.1 System Framework 

The VIP customer data management platform applies the widely used B/S three-tier 
structure to separate presentation layer from business logic layer. The three-tier 
framework is shown below in Fig. 2.  
 

 
Fig. 2. B/S three-tier structure  

B/S is the abbreviation of Browser/Server. It is a special example of the application 
of three-tier Browser/Server structure developed from the traditional two-tier 
Client/Server structure in the Web. 

Compared with Client/Server structure, which required to install appropriate soft-
ware in the users’ computer, the B/S structure put major business logic in the server. 
Therefore, client not need to install any software, having a browser is enough. Thus 
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greatly simplifies the loads for client computer, reducing the cost of system mainten-
ance and upgrades [12]. 

3.2 Functional Module 

According to actual needs, the VIP customer data management platform is divided 
into front display unit for customer managers privilege and background management 
unit for leaders privilege. The former mainly consists of six modules, and the latter 
consists of two modules, each module holding corresponding sub-modules, which are 
shown in Fig.3.  
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Fig. 3. Function modules of VIP customer data management platform  

Next, the function of each module are described briefly: 
For customer managers privilege: 

• User home page module: Displays the warning information, provides function to 
generate the monthly summary worksheet, and shows the customers’ information 
by "health card". 

• Customers ownership module: To add, delete, change and inquire the customers’ 
information and ownership. Each manager is responsible for several customers, 
they needs to reclaim their customers and manage their information. 

• Revenue analysis module: The manager can inquire their own customers’ income 
and arrears, either single month or multi-month, the result will be graphically dis-
played. 

• Resource information module: Record and manage the resource the customers 
occupied (such as equipment, cables). 

• Barriers information module: Record and manage the barriers appeared in the ser-
vices and the way to deal with them. 
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• Visit information module: Record the communication between managers and cus-
tomers, include the visit time, content, results and other information. 

For leaders privilege: 

• Staff appraisal module: Analyze the maintain state within the scope of all the cus-
tomer managers, including income and arrears status, the trend of income and ar-
rears, and so on. Those data support customer managers to make business decisions 
correctly.  

• System management module: The leaders have the highest privilege to manage the 
users’ information, they can add, delete, change, and inquire the users’ information 
in this module. 

4 Graphically Display the Result 

Whether customers can bring benefits to the enterprise has become the concern focus 
for telecom operators. Fully understanding the income and arrears status of customers 
and the situation of customer maintaining is the basis to make business decisions. 
Therefore, the data management platform applies the graphical approach to display 
the revenue arrears and customer maintaining with pie charts and line charts, giving 
the intuitive understanding to managers, and then the managers can make better busi-
ness decisions. 

The platform displays data graphically with pie chart and line chart which come 
from Highcharts library. Highcharts is a charting library written in pure JavaScript, 
offering intuitive, interactive charts to web site or web application. It is solely based 
on native browser technologies and doesn't require client side plugins like Flash or 
Java [13].  

 

Fig. 4. Single month by pie chart  
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Fig. 5. Multi-month by line chart 

In the revenue analysis module, in order to get an intuitive display effect, we show 
the income and arrears data from single month by using pie chart, which includes the 
specific amounts of each part. Income and arrears data from multi-month is displayed 
with a line chart, the customer managers get the trend of data from it. The pie chart 
and line chart are shown below in Fig. 4 and Fig. 5. 

5 Example of System Interface 

In the system, we use the basic development of Browser/Server structure. Combined 
with HTML and CSS, we achieve a static display of user information. Besides, we 
apply JavaScript, Ajax and JQuery technology to display user information and ex-
change data dynamically. 

After login, the customer manager enters the home page, which is shown in Fig. 6. 
 

 

Fig. 6. Home page for customer manager 
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The bar in the left side of the page shows the early warning information, which will 
notify customer managers the name list of delinquent customers in last month, delin-
quent customers for three consecutive months, customers’ basic information without 
updating for three consecutive months and unvisited customers for three consecutive 
months, so the managers can take measures in first time to make sure the customers’ 
information is fresh and effective. 

The main content in the middle of the page is the “health card” for each customer. 
The manager can add, delete, change, and inquire all aspects information of the cus-
tomer, thus achieving intelligent management of data and guiding business decisions.  

After login, the leader enters the home page, that is the staff appraisal page, which 
is shown in Fig. 7. 

 

 

Fig. 7. Home page for leader 

The staff appraisal page statistical analyzes the overall status of maintaining and 
the detailed maintain result of each manager. Displaying those results by tables and 
graph can effectively provide leaders with first-hand data on the customer manager's 
performance evaluation.  

6 Conclusion 

According to the problem of traditional data analysis and management methods of 
VIP customers, and in order to meet the enterprises’ needs of intelligent data man-
agement platform, we adopt SQL Server 2008 to design the database, and use the 
basic development of Browser/Server structure to implement an intelligent VIP cus-
tomer data management platform, which achieves rapid extraction, effective analysis, 
early warning and graphic display for the data, effectively guides customer managers 
to make business decisions, and provides managers with first-hand data on the cus-
tomer managers’ performance evaluation. This platform has been applied in a large 
domestic telecom company. The actual operation proves that the platform is stable, 
efficient and safe. In future studies, the platform may be further extended to other 
industries with a broad application prospects. 
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Abstract. With the development of communication network construction, the 
operation consumption of communications industry grows significantly in re-
cent years, and the high cost of electricity is hard to be ignored. Therefore, it is 
necessary to develop an operation energy management system to ameliorate the 
cost control of electricity. By integrating AJAX with SSH2 framework, AJAX-
SSH2 lightens the burden of server and optimize users’ interactive experience 
with the intrinsic performance of low-cost system maintenance and function ex-
tension. This paper designs and implements the Operation Energy Management 
System based on AJAX-SSH2 framework, achieving the functions include data 
entry, data query, report export, budget analysis, energy-saving evaluation, ten-
dency prediction, and user management. This system provides a platform for 
centralized management and analysis in order to make the process of energy-
saving and consumption controllable, which finally achieves the power optimi-
zation of communication network.  

Keywords: SSH2, AJAX, Energy Management.  

1 Introduction  

With the rapid growth of the construction scale of communication network, power 
consumption of communications industry increases more than 15-20%, and the high 
cost of electricity is hard to be ignored. Because of the scattered distribution com-
prised of physical locations, it is difficult to achieve timely data integration and analy-
sis with current off-line management system. Delicacy management is the core 
project of enterprise operation [1], which means it is necessary to establish an energy 
delicacy management mechanism to ameliorate management to control electricity 
cost.  

With the development of information processing technology, B/S system, a web-
based technology, becomes a magnet for system development [2]. SSH2 (Struts2+ 
Spring+Hibernate) is a lightweight Java EE development framework, bringing low-
cost coping strategies of system maintenance and function extension, which has been 
attracted more attention by technical personnel at home and abroad in recent years 
[3]. However, SSH2 still use the traditional method of exclusive request in view layer, 
which may not only bring the burden to sever, but also cause page flickering when 
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frequently refresh the webpage using DIV+CSS, a mainstream technology in HTML5 
[4], and finally limits the technique feature of SSH2 itself.  

Therefore, this paper optimizes SSH2 framework by integrating AJAX technology 
to ease the burden of server and optimize users’ interactive experience with the intrin-
sic performance advantages of SSH2. Then we design and implement the Operation 
Energy Management System based on AJAX-SSH2 framework to provide a platform 
for centralized management and analysis with the data sources came from all physical 
locations of fixed and mobile network. It makes the process of energy-saving and 
consumption controllable, which finally achieves the power optimization of commu-
nication network. 

2 System Function Design  

The operation energy management system is established in a dual channel manage-
ment model between cash management channel and energy consumption channel, 
represented in three-dimensional space of application service axis, data information 
axis and time management axis. (Fig. 1). As for users, the functions are mainly embo-
died in the application service axis, which, according to the service logic, can be  
divided into seven modules include data entry, data query, report export, budget anal-
ysis, energy-saving evaluation, tendency prediction and user management. Each func-
tion module is independent from each other in application service axis, but shares data 
with five relational data tables include basic table, energy consumption record table, 
analysis record table, management table and classification table in data information 
axis, and processes in three cycles include month, season and year in time manage-
ment axis, which finally implements energy delicacy management.  
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Fig. 1. Structure of System Function 
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1. Data Entry 

Data Entry module accomplishes data classification among heterogeneous data of 
energy consumption, and data record to database server by either entry from single 
physical location or Excel files. Users can check the entry status of each physical 
location. The summarized data is supplied to other function modules.  

2. Data Query 

Data Query module accomplishes query function from historical data of energy con-
sumption in database server. Users can choose date interval and type or input key 
words as index for one query operation.  

3. Report Export 

Report Export module accomplishes data export function by downloading Excel file 
from web server. Users can select user-defined attribute and content of data stored  
in database, and export as an Excel file, which satisfy the need of various forms of 
report.  

4. Budget Analysis  

Budget Analysis module accomplishes budget analysis function and provide 3 sub-
modules classified by time management axis. Each sub-module provides analysis 
result include budget completion percentage, budget balance, and cumulative percen-
tage, calculated by the data in database server. Users can view statistical graph charts 
as result to complete cost analysis. Users can also check the cost status from each 
physical location, which satisfy the need of budget monitoring in different time cycle 
in order to adjust power scheme and control cost in time.  

5. Energy-Saving Evaluation 

Energy-Saving Evaluation module accomplishes the management of energy-saving 
measures deployed in each physical location, and the evaluation of energy-saving 
effect by calculating the parameters of energy-saving ratio, average value, mean 
square root, and so on. Users can view statistical graph charts as result for aided opti-
mization of energy-saving scheme. 

6. Tendency Prediction 

Tendency Prediction module accomplishes the prediction function by using the Expo-
nential Smoothing prediction algorithm to predict the future trend of electricity cost. 
Users can view statistical graph charts as result to prepare budget for the future. 

7. User Management 

User Management module accomplishes user management. Only administrators can 
change users’ permission include data access permission and function access permis-
sion in order to ensure all users perform their own duty. 
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3 System Structure Design 

3.1 Physical Environment Model 

According to practical situation, the physical environment model with tree structure is 
given based on the distributed management mode (Fig. 2). Every single physical loca-
tion is monitored by corresponding end office pertained to fixed network, or base 
station pertained to mobile network. All end offices and base stations belong to dif-
ferent cost center classified by geographical position. Cost center for fixed network 
have one single sub-office, MSs (Module Station) and PASs (Personal Access Sys-
tem), while for mobile network include micro-base stations and macro-base stations. 
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Fig. 2. Physical Environment Model of System 

3.2 System Architecture  

According to the physical environment model and actual demand, the operation ener-
gy management system uses B/S distributed multiplayer architecture as thin client. 
Application view is separated from actual business logic that means interactive opera-
tion directly faces users instead of business logic and database, which ensure the safe-
ty of background process and database. The system consists of four layers include 
application layer, view layer, business logic layer and data layer. 

1. Application layer 

Application layer provides different levels of access operation entrance for users with 
different authority. Users can visit system from any web browsers of PC, tablet com-
puter and mobile device, instead of terminal client software dealing with different 
operation system. 
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2. View layer 

View layer refers to web pages in web server, which provide various functional inter-
active interface for users. This layer only execute transfer and display of data between 
web server and web browser.  

3. Business logic layer 

Business logic layer embodies the main business functions of the system in web serv-
er, which is responsible for data package and data exchange from database server. 

4. Data layer 

Data layer refers to the database server, which consists of database engine and a varie-
ty of data tables. Database server and Web server can either be integrated into one 
single server or be placed separately. 

4 Key Technologies 

4.1 AJAX-SSH2 Framework 

SSH2 (Struts2+Spring+Hibernate) is a Java EE development open source framework 
with lightweight MVC (Model-View-Controller) standard design pattern, which re-
gard Spring framework as a core container to non-invasive integrate other frameworks 
with loose coupling structure [5]. Hibernate, an ORM (Object-Relational Mapping) 
framework, maps java class to the relational data table from database, treating as a 
thinking of object-oriented programming development [6]. Comparing with the early 
SSH framework, Struts2 provides integration interfaces for multi-technologies in 
view layer and completely frees between servlet API and business logic because of 
the interception mechanism based on WebWork core [7]. However, SSH2 still use the 
traditional method such as exclusive request in view layer, which may not only bring 
the burden to sever, but also cause page flickering when frequently refresh the web-
page using DIV+CSS, the mainstream technology in HTML5, and finally limit the 
performance of SSH2 itself.  

AJAX (Asynchronous JavaScript and XML) is a set of web development technolo-
gies, which has an independent engine between users and web server. AJAX engine 
[8] sends HTTP requests asynchronously to the server in the background by using 
JavaScript, and then uses DOM to update the content within a webpage marked by 
DIV instead of reloading the entire page. By integrating AJAX technology with SSH2 
framework, AJAX-SSH2 can lighten the burden of server with the intrinsic perfor-
mance advantages and make web applications more interactive and dynamic.  

4.2 jQuery 

jQuery is a lightweight open source JavaScript library, which provides a convenient 
API to simplify dynamic webpage development such as animation, event handling 
and AJAX [9]. jQuery is applied to this system to integrate website layout using 
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5 System Implementation 

5.1 Implementation Environment of the System 

The operation energy management system is implemented in Myeclipse2013 with 
JAVA JDK-7u51, MySQL5.6 and Tomcat7, and accomplishes all business functions 
based on AJAX-SSH2 framework, Figure 4 shows the data entry interface of system 
as an example. 

 

Fig. 5. Data Entry Interface of System 

5.2 Structure implementation based on AJAX-SSH2 

The work flow structure of system implemented by AJAX-SSH2 is shown in Figure 
5. AJAX is used to optimize the interactive and dynamic of web view. Struts2 is used 
to control the correspondence between view and business logic. Hibernate is used to 
map the JAVA class to the relational data tables from database to persistence data. 
Spring, as the core IoC container of the AJAX-SSH2 framework, manages all instan-
tiations from controller layer, business logic layer, DAO layer and POJO layer 
through a xml configuration file (ApplicationContex.xml). When a user from web 
browser sends a HTTP request, the controller components (Struts2 Controller) inter-
cept the request and calls the business logic components of system. Then business 
logic components use bridge-connection pattern to call DAO components which is 
rely on SessionFactory and DataSource from POJO components to accomplish the 
data interaction from database.  
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Fig. 6. Work Flow Structure of System 

1. View Layer 

View layer consists of AJAX engine and user interfaces of system written in JSP. 
Figure 3-5 show some examples of system interfaces. jQuery is used to integrate web-
site layout using DIV+CSS and data transfer using AJAX, and use JSON format to 
execute data transition between users and web server.  

2. Controller Layer  

Controller layer firstly analyzes the execution data from view layer, then sends it to 
Struts2 core controller after filtering by a series of interceptors. According to the xml 
configuration file (Struts.xml), Struts2 core controller calls the correlative action class 
which, however, is actual created by Spring IoC container according to Bean ID. 
Spring uses dependency injection to inject instantiation into business logic layer, and 
Struts2 controller finally sends the result data to view layer after packaging JSP.  

3. Business Logic Layer 

Business logic layer, consists of all actual complete models of system function, is 
dependent on atomic operations provided by DAO components. The java classes in 
this layer, also needed to deploy in Spring in the xml configuration file (Application-
Contex.xml), do not care how to get data from database which is the responsibility for 
DAO components. In this way, it is possible to make database applications freely 
change among different persistence technologies. 

4. DAO Layer 

DAO components in this layer encapsulates the atomic CRUD (Create, Read, Update 
and Delete) operations again based on POJO components, and only has the responsi-
bility for caring the changes of persistent technology, which implement bridge mode 
between business logic layer and DAO layer. Spring supports interfaces for common 
persistence technologies such like Hibernate. Hibernate needs to inherit ‘Hibernate-
DaoSupport’ class to implement the DAO components. Spring IoC container injects 
‘SessionFactory’ for Hibernate and ‘DataSource’ for database configuration. 
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5. POJO Layer 

POJO components in this layer maps the JAVA class to the relational data tables in 
database by xml files (*. Hbm.xml) corresponding to the tables. So, the programmer 
of JAVA can manipulate relational database with the thinking of object-oriented pro-
gramming, which, as a result, reduce the development workload for writing SQL 
code.  

6 Conclusion and Prospect 

In this paper, we present an energy delicacy management model, optimize SSH2 
framework by integrating AJAX technology called AJAX-SSH2 to lighten server and 
optimize users’ interactive experience on the basis of the intrinsic performance advan-
tages, and finally design and implement the Operation Energy Management System 
based on AJAX-SSH2 framework, achieving the functions include data entry, data 
query, report export, budget analysis, energy-saving evaluation, tendency prediction 
and user management. This system provides a platform for centralized management 
and analysis in order to make the process of energy-saving and consumption controll-
able, which finally achieves the power optimization of communication network. 

This system will be further developed as the following:  

1. Remote smart metering [12] will be added in data entry module, which integrates 
to establish an internet of things system.  

2. Prediction algorithm need to be optimized to improve the accuracy of prediction. 
3. Some personalized functions for users will be considered such as stations text mes-

saging. 
4. The system will be further tested for system performance, and we will pay more at-

tention to data backup and disaster recovery. 
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Abstract. Due to rapid development of the domestic communication industry, 
energy consumption on network operation and maintenance has become one of 
the main energy consumptions in China. With the aim of obtaining meticulous 
managementon enterprise power, raising electricity availability and evaluating 
the effect of energy-saving measures, it’s crucial for us to develop an intelligent 
system for data analysis. We first introduces a management system based on 
B/S architecture and MVC framework with multi-functions of information in-
quiry, budget analysis, energy management and etc.; and then focus on key-
technologies such as database modeling, database index, stored procedure and 
trigger and least square method. This intelligent system has been successfully 
employed in a communication enterprise and has been proved accurate, stable 
and efficient. 

Keywords: MVC, Database Model, Database Index, Stored Procedure, Trigger, 
Least Square Method. 

1 Introduction 

In recent years, with the rapid economic growth, energy consumption growth is be-
coming a serious problem, which limits economic forward. Energy conservation is 
considered to be the key for solving this problem. Within communication industry, 
the large demand of information in communication network leads to constant power 
consumption increasing with average growth rate between 15% and 20% in recent 
years. The trend increases the country energy burden. So the management of energy 
consumption meets great challenges when dealing with problems such as high power 
consumption, lower power-efficiency and high cost. It obtains great significance to 
collect electric quantity statistics, budget electricity charge and predict electricity 
trend. 

Based on these situations, we propose an intelligent network operation and mainten-
ance system of meticulous management. The system mainly has six function modules: 
information record, information query, statistical analysis, data prediction, energy man-
agement and reports generation. According to the actual electricity consumption, statis-
tical algorithms are applied to analyze effective intelligent energy-saving measures. 
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Least square method is employed to predict the energy consumption in the future time. 
Related finance reports are generated from database. 

This paper is divided into five parts. Part I introduces the overall system. Part II 
describes structure and function of the system. Designing principles and key technol-
ogy are explained in Part III. Part IV shows the system function. At last we summar-
ize the characteristic and advantage of this system. 

2 The System Structure and Function 

2.1 System Structure 

In order to facilitate system software development, configuration deployment, opera-
tion and maintenance, our system applies Model-View-Controller framework. As 
shown below in Figure 1, the system contains three layers: the view layer, business 
logic layer and data persistence layer [1, 2]. 

 

Fig. 1. The System Framework 

In MVC framework, users access browsers to send requests. Controller answers the 
requests from users and then accesses logic layer to process data. Based on users’ 
requests, logic layer gets data from data persistence layer and returns to controller 
[10]. Controller delivers results to specific views. Finally, users obtain what they want 
on the browsers. 

2.2 System Function 

Based on the requirement analysis of actual conditions, this system mainly consists of 
six functions7: information record function, information query function, budget anal-
ysis function, data prediction function, energy management function and report gen-
eration function. Function diagram is shown below in Figure 2. 
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Fig. 2. The System Function 

Here, we will make a brief introduction to each function module: 

1. Information record function 

This function records power information, electricity charge information and basic 
information. Generally, system only records basic information once unless it is mod-
ified. 

2. Information query function 

Corresponding to information record function module, this function module includes 
two sub-functions: basic information query and energy information query. Both  
sub-functions have the same query conditions: engine room name, engine room classi-
fication and cost center. Users could choose the appropriate conditions to query infor-
mation. 

3. Budget analysis function 

Based on actual budget electricity charge, system would compute parameters includ-
ing percentage of budget and budget balance, which are defined to accomplish budget 
warning. 

4. Data prediction function 

By building proper mathematical model, data prediction function could predict future 
power and electricity charge based on Least Square Method. This function could help 
users grasp the trend of energy consumption. 

5. Energy management function 

Users can add or delete energy-saving measures and update the time when certain 
measure begins or ends in this module. For a single engine room name, this function 
helps users analyze energy consumption conditions by calculating percentage of  
energy-saving. 
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6. Report generation function 

Report generation function holds two sub-functions: report upload and report down-
load. Report upload function helps users record information to the system by 
EXECEL forms so that users could upload batch data to the system. Report download 
function helps users download information from database by choosing attributes that 
satisfy the demand in different periods. 

3 Principle of Design and Key Technology 

3.1 Design Principle 

Time-Data-Application Model in Three Dimensional Space 
From the logical perspective of the system functions, the design of this system is  
based on a three dimensional space of time management, data service and application 
operation [8]. 

Time axis refers to time information, which helps check and management. Data axis 
refers to electric quantity and electric charge information, which is easy to calculate, 
count, analyze and predict the business logic computation. 

The Idea of Electric Quantity and Charge Separation 
In the process of this company's operation, energy consumption is normally divided 
into two sorts of data attributes, which obey the proportional relationship, and the in-
dex is the electric charge unit price. However, in the real life, the equipment records 
the real quantity of electric consumption, which is easy to calculate according to the 
electric charge unit price given by the administration of power supply. At that time, the 
electric quantity and electric charge have the congruent relationship. From the financial 
point of view charge does not mean quantity. If the company overpays the electrical 
bill in one month, the extra part will be amortized in another month, which is called 
Electric Charge Amortization. The payment on behalf will be collected by the financial 
department. This process is called Recovery of Electric Charge. 

Because of the arising of electric charge amortization and electric charge recovery, 
electric charge can’t be compared with electrical quantity in daily work of the compa-
ny. For this reason, the system separates the electric charge from the electric quantity. 

3.2 Key Technology 

Database Model 

Database Tables Building 
Designing database tables is equivalent to building database structure. Because data-
base tables have great influence on system efficiency, in the processing of designing 
tables, sufficient consideration of database norm form are taken to meet requirements 
such as reasonable allocation of storage location, easy information query and scalable 
interfaces etc.[4]. 
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In this paper, we create 15 different kinds of tables based on application function re-
spectively used to store basic information, fixed network power information, fixed-line 
electricity information, base station power information, the base station electricity 
information, fixed-line recovery information, amortization fixed network information, 
base station recycling information, amortization base station information, energy con-
servation information, user information management, etc.[12]. 

 

Fig. 3. The System Database Model 

The system of the selected database of the MySQL database system is suitable for 
small and medium-sized enterprises, which has many characteristics including unli-
mited number of users at the same time, fast, simple user permissions settings, and so 
on3. This system has the function of modeling using the workbench, the data table is 
shown in figure 3. 

In the process of the design of the data table, we use the advantages and characte-
ristics of foreign keys flexibly, effectively prevent double redundancy of data, and 
update foreign key at any time [13]. For example, the cost center of the basic informa-
tion table of engine room, the attribute of engine room, electricity type, payment me-
thods, etc. established the corresponding information connection by foreign key, 
avoiding the fixed information repeated of the basic information table of engine room, 
facilitating information update at the same time. 

Database Index 
In relational database, database index is a data structure related to database tables. 
During the processing of querying information, sql statements execute much faster if 
they correspond to database index [7].  

In this system, in order to speed up query, we add index to the attributes which are 
the common query condition: room name, room classification and cost center. We use 
the B-Tree index in this system. B-Tree is a balanced binary tree structure [11]. Data 
are stored by the leaf nodes of tree structure. The minimum distances between root 
node and leaf nodes are the same. 

Data are stored in B-Tree in key-data form. In the processing of B-Tree retrieval, 
binary search begins from root node. If result is found, return the result. Otherwise, 
the node which is pointed by pointer begins recursive search until result or null poin-
ter is found. 
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Database Stored Procedure 
Database stored procedure is a set of SQL statements to complete specific function in 
large database systems. After compiled, procedure stored in database is stored in the 
database. Users call stored procedure by name (and setting parameters if necessary) [5]. 

Stored procedure is a kind of modular design. It could be called repeatedly to ac-
complish business logic. If several sql statements are used to update database, stored 
procedure could contribute to reducing access and connection to database aimed to 
improve the efficiency. Furthermore, operations become much safer by setting stored 
procedure permissions. 

In the system, the algorithm of budget analysis module is as follows: 
Set  gross total electricity budget of engine room in month i;  total cost of 

the total actual electricity of engine room in month i; iK total power of engine room 
year before in month i; and set *

iK  total power of engine room year after in month i; 
Parameter 1: budget completion percentage in month i.    

ii BA /C i =  

Parameter 2: Budget balance in month i.  
ii A−= BD i
 

Parameter 3: budget completion percentage by the end of month i.  

  

In energy management module, system computes parameters below. Take budget 
completion percentage for example, system calculate electric quantity before and after 
adopting energy conservation. The process is below in Figure 4. 

 

Fig. 4. System Stored Procedure 

Database Trigger 
Database trigger is a specific database stored procedure by event-triggered execu-
tion instead of program-call execution. When data change occurs in the database 
tables caused by update, insert or delete operation, corresponding triggers execute 
automatically. 

In order to reduce entry items and make system more intelligent, indirect items 
such as electric charge unit price, PUE and payment cycle can be calculated by trig-
gers based on basic entry items.  

iB iA

1 1

/
i i

i i i
i i

E A B
= =

=  
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Triggers are divided into two types: Pre-trigger and post trigger. Pre-trigger ex-
ecute sql statements before insert, update or delete operation. If sql statements are 
executed unsuccessfully, insert, update or delete won’t operate. In contrast, post trig-
ger execute sql statements after insert, update or delete operation. 

In this system, pre-trigger is applied to prevent mistakes. For example, when users 
enter electric information into system, trigger sql statements will examine electric 
charge unit price if reasonable. If the result can’t meet the conditions, insert operation 
is not performed. System will inform users of checking this record information. 

Least Square Method 
Least square method is a mathematical optimization algorithm. We predict data by 
minimizing the sum of least squared error. From the aspect of geometric, the target is 
to solve the curve fitting equation, which holds minimum distance from point such as

)...2,1,0)(,x( i kiy i = . 
According to the enterprise's historical data records, the electric charge from Janu-

ary 2011 to July 2013 is shown in table I.
 

Table 1. Electric Charge Data（uint：yuan） 

Year 
Month 

2011 2012 2013

1 736592.04 798022.66 986120.02
2 725773.21 785483.62 995621.33
3 718965.90 775634.51 987456.50
4 738876.87 796677.49 993465.33
5 759045.34 804322.05 999564.11
6 749855.66 795643.44 987745.33
7 738184.84 792627.30 991662.10

 

 

Fig. 5. 2010-2013 January Electric Charge Tracing Point Graph 
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Take January data from 2011 to 2013 for example, after drawing graph which is 
shown in Figure 5, it can be approximated by an exponential curve. We can choose 
the fitting function: (a, b are constants) and then we solve value of a and b.

 

To solve coefficients in the fitting function, we should transfer linear model to non-
linear model [6]. By logarithmic operation, we can get the function:

lgblgalgI += .To simplify ,we can assume it  BnAm += . 

Table 2. Caculate Table 

n 1 2 3
m 5.87 5.90 6.00

After computing, we determine the parameters a and b. and then we get the fitting 
equation: veI 161.1034.620860= . Furthermore, we predict the electric quantity in January 
2014. The predicted value is 1000120.02, and the true value is 1023010.11. The pre-
dicted error is only 2.3%. So the model is very reasonable. 

4 System Implementation 

The system administrator can access to the module of query, budget, energy-saving 
management and so on via the Private Network.

 

In the query information module, the users can select between the starting time and 
finishing time and choose the data they want from the whole system. In order to di-
vide further data volume, the system sets three ways, names of locations, types of 
engine rooms and cost centers respectively. As is shown in Figure 6:

 

 

Fig. 6. Query Module Example 

In the budget analysis module, when making specific analysis of budget, taking the 
consequence of network room in January 2013 for example, as shown in figure 7, the 
system has shown the whole budget of the year, in the meantime, we see the actual 
number of electric charge. There are parameter values of completion percentage, re-
maining budget and accumulative percentage. 

bvae=I
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Fig. 7. Budget Module Example 

In the energy-saving module, aiming at single engine room, the system gives the 
concrete energy-saving situation and explains the implementation effect of the partic-
ular energy conservation measure. Taking aptitude heat exchange technology for ex-
ample (shown in Figure 8), the system reveals all the comparisons between electric 
usages before and this technology is applied. With the table below, users can see the 
total amount of electric quantity before and after energy saving. Moreover, it has 
listed each percentage that energy has been saved. 

 

Fig. 8. Save-Energy Module Example 

5 Summary 

This system has acquired the function modules of budget management, energy-saving 
analysis and electricity prediction. Currently it has been used in a company’s private 
network. The database and data analysis play an important role in this system. It helps 
this company improve the work efficiency of energy consumption management.
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Abstract. This paper presents a discriminative stochastic method for image an-
notation and refinement. We first segmented the images into regions and then 
cluster them into visual blobs with a small number than the whole training im-
age regions. Each visual blob is regarded as a key visual word. Given the train-
ing image set with annotations, we find that annotation process is conditioned 
by the selection sequence of both the semantic word and the key visual word. 
The process could be described in a Markov Chain with the transition process 
both between the candidate annotations and the visual words set. Experiments 
show the performance of this annotation method outperforms the state of art 
methods. 

Keywords: Image annotation, Markov Chain. 

1 Introduction 

Automatic image annotation refers to labelling image into obvious content descriptive 
words. Although it is easy for humans to recognize an image content, it has been a 
proven challenge for computers. At present, automatic image annotation solutions 
could be classified into two categories. The first one is generative model, such as Co-
occurrence Model proposed by Mori et al [1], which annotated the images with words 
by counting the probability of associating words with segmented image regions. 
Translation Model [2] improves the annotation performance by describing images 
with a vocabulary visual words. Jeon J. et al proposed Cross-Media Relevance Mod-
els to take advantage the joint distribution of words and blobs, in such way, image 
content is described both with image features (blobs) and text (words) [3].The second 
category methods are discriminative models, such as Bayesian point estimate method 
[4], 2D-MHMM model [5] and SVM based model [6]. 

The general process of image annotation could be carried in the following steps: 
1) Image Visual Unit Segmentation. In this step, images are usually segmented 

into equivalent blocks on a regular grid [7] or into regions covering main ob-
jects in the image [2]. The irregular regions are further clustered with a crite-
rion. Only the one that is larger than a threshold could be reserved or else be 
discarded.  The clustered regions are named visual blobs. All images are 
represented with a set of blobs. Each blob is numbered with a unique integer.  
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2) Descriptive Visual Content Feature Computation. For each image visual unit, 
low level visual features are extracted such as color, texture, position and 
shape information. All the computed features are stored in a high-dimensional 
vector. For example, in [2] 33 features are computed from the images. 

3) Visual Appearance and Text (words) Correlation Model. In this step, effort is 
focusing on finding the relationship between the distribution of visual unit and 
annotated words from probability aspect or mapping from visual unit to anno-
tated words based on machine learning theory. How to look at the relationship 
between visual information in an image and the semantic descriptive keywords 
affects the performance of image annotation results. For example, the Co-
occurrence Model requires large number of training samples and every visual 
blob tends to be annotated with frequent words. Translation Model will require 
building more classifiers according to the number of training words. 

To decide an annotation scheme, the above steps are interrelated. In CMRM, Jeon 
did not assume that there was an underlying one-to-one correspondence between vis-
ual blobs and the annotating words. The only assumed that a set of keywords …  is related to the set of object represented by blobs … . The number 
of them may not be equivalent. Although its annotation performance outperforms Co-
occurrence Model and Translation Model, we find that CMRM neglect the correlation 
between the annotated words. There may be obvious conflict word topic in an annota-
tion. For example in Figure 1, some annotated words may be irrelevant to the topic 
described by the word set. It could be seen that the word Beach may be treated as a 
noisy result. For this reason, the connection between the annotation results could be 
refinement further. 

 

Fig. 1. Dear, Tree, Sky, Snow, Beach 

Another problem in CMRM is the lack of consideration of the spatial distribution 
among the visual blobs. Lu et al in [7] proposed to use spatial Markov chain to 
represent the correlation between the blobs. Each image is segmented into equivalent 
blocks on a regular grid and scan the blocks in row wise raster direction. In this way, 
2D blob sequence is formed. However, Lu’s method only describe the spatial layout 
of the succeeding image blocks. In another side, the equivalent segmentation of the 
image would introduce object over segmentation, which affects the distribution of 
blob to blob transition probability. Zhou et al [11] proposed a multi-instance multi-
label (MIML) learning framework that can successfully represent complicated object 
which have multi-label semantic meanings. In [8] Guang et al considered label corre-
lation as an undirected bipartite graph, in which each annotation was considered  
correlated by a common hidden topics. In this way, the irrelevant labels could be re-
moved from the results. Similar work is reported in [12], which linearly combined 
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different graph Laplacians through a set of optimal combination coefficients. In [13] 
Wu et al proposed a tag matrix completion method. The probability of a tag is as-
signed to the given image is described in the matrix, whose column corresponds to a 
tag and the row corresponds to the image. Both tagged images and untagged images 
are exploited to find the optimal tag matrix. 

Our primary purpose in this paper is to show that the annotation process could be 
presented in Markov chain by considering both the relationship between the candidate 
keywords and the sequence selection of the annotation word. The following paper is 
organized as follows. We discuss the Markov chain model of visual blobs and text in 
section 2. In section 3 we show the experiment result of our method. Section 4 con-
cludes this paper. 

2 Image Annotation Based on Markov Chain Model 

We propose an extended generative model, which uses the Markov transition proba-
bility instead of the joint probability for image annotation. In generative methods, 
images are first segmented into regular blocks or the irregular visual object regions. 
The right automatic visual object segmentation will affect the correctness of the visual 
words construction. Here we use the rival penalized competitive learning (RPCL) 
algorithm [9] to refine the results when extracting image visual vocabulary of blobs. 

2.1 Visual Blob Clustering and Refining 

Suppose we have a training image collection T with annotated word setW . Each 
image J T∈ could be represented with the combination of visual regions and the 

semantic descriptive words: { ; }i jJ b w= , where ib represents the blobs corres-

ponding to regions of the annotated image. For an annotation work, an un-annotated 
image I C∈ could be modeled in a probability distribution ( | )P W I , which is 

named as the relevance model of I . The training annotated words { iw } is selected 

that maximizing ( | )P W I , which could be described as ( )1 mP W |b ...b . The proba-

bility of selecting a word is conditioned on the visual blobs, which are extracted from 
the training image collection. In [14] Duygulu et al used Normalized-cuts [15] to 
segment images into object regions and then extracted features such as color, texture, 
position and shape of the object region. Regions with smaller features than a threshold 
are ignored. Then K-means clustering (k=500) is applied to cluster the regions based 
on these features. However, the K-means clustering algorithm has two obvious limita-
tions: one is that K-means is too sensitive to the initial cluster centers; the other is  
K-means cannot get the appropriate number of clusters in advance. Therefore, the K-
means algorithm can seriously affect clustering and image annotation results. 

In this paper we use rival penalized competitive learning algorithm (RPCL) [9] to 
optimize K- means clustering results. As is described in [9], the salient advantage of 
the RPCL algorithm is that it can automatically determine the number of clusters 
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while avoiding errors caused by the preset. Meanwhile, it also can solve the K-means 
limitation of selecting initial cluster centers. Consequently, we can create a reasonable 

visual vocabulary 1 2{ , , ..., }nb b b to represent the visual content of image regions. In 

Section 3 experimental results showed that this improved algorithm can effectively 
improve the annotation performance of annotation with the CMRM. 

2.2 Cross-Media Relevance Model and Hidden Markov Model for Image 
Annotation 

In cross-media relevance model (CMRM), a set of keywords { }1 nw ...w is assumed 

to be related to the set of objects represented by visual blobs{ }1 mb ...b in the training 

image collection, which could be described in a joint distribution as is shown in equa-
tion (1).  

 
1 1( , ) ( , ,... ) ( ) ( , ,..., | )m m

J T

P w I P w b b P J P w b b J
∈

≈ =  (1) 

Here they assumed that the observing of w and , ,1 mb ... b are mutually independent 

once an image J  is picked fromT , as follows: 

     
1

1
( , , . . . , ) ( ) ( | ) ( | )

m

m i
J T i

P w b b P J P w J P b J
∈ =

=  ∏      (2) 

Here we found that the annotation process depends more on the correlation between 
the visual keywords and the training text label for the image set. The correlation  
between the annotated words is neglected, which brought some obvious semantic 
conflict. For example, in Fig.1 word snow and beach have low probability to appear 
together from people’s experience.  

In [16] Ghoshal et al introduced a hidden markov model to describe the correlation 
between the annotated words as is shown in equation (3). 

 1 1 0 1
1

( ,..., , ,..., | ) ( | ) ( | )
T

T T t t t t
t

f x x s s s f x s p s s −
=

=∏   (3) 

Image was segmented into regions ti  ( 1,...,t T=  ) according to regular grid over 

the image. In eq. (3), tx  dIR∈  represents the color, texture, edges, and shape  

visual features of region ti .The probability density function ( | )tf s⋅ describes the 

generation of tx given ts , which denotes the state of a selection of word from the 

annotated word set. 1( | )t tp s s −  computes the transition probability from state 1ts −

to ts , { }1 Ts ...s ∈W . Here visual features { tx } of adjacent image regions are  

assumed to be conditionally independent given the candidate annotation. This  
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assumption neglects the correlation between neighboring regions that determines the 
semantic meaning by the layout of the objects or the regions.   

2.3 Markov Chain Model Combining Visual Keywords and the Semantic 
Annotation 

In order to fully utilize the potential correlation among the annotations and image 
visual characteristics, we treat the image annotation process as a Markov chain. Each 
keyword in the annotation set and each region from the training image set are treated 
as a state in Markov chain. Consequently, image automatic annotation can be realized 
by comparing Markov transition probability between keywords and image visual 
characteristics.  

Images are first segmented and clustered into visual blobs with RPCL+K-Means 
clustering. Each blob is assigned a unique integer to serve as its identifier. All images 
in the training set then could be represented as the combination of blobs from this 
visual vocabulary, as is shown in Fig. 2.  

 
 

 

 
 
 
 

Fig. 2. Visual Keywords Layout 

In this paper, our model calculates the Markov transition probability instead of joint 
probability for image visual features and the corresponding annotations. Given an un-
annotated image I , after image segmentation and clustering, image annotation 
process can be described in the following equations: 

 1

1( | ) ( | , ) ( )|t t t t
j jP w I P w I W P s s+
+≈ ⋅  (4) 

Here 1( )|t t
j jP s s+ is transition probability of the visual keywords from state t

js to 

state 1
t
js + given an annotation set tW . To compute the visual keywords transitional 

probability, we record the visual keywords layout into a visual blob matrix ,m nV  . m  

and n  depends on the number of valid visual regions in each image. 1( )|t t
j jP s s+ is 

defined as the occurrence frequency of available blobs recorded in matrix V . 
 
 
 

1

2
3

4
5
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 1 1( | , ) ( | ) ( | )t t t t tP w I W P W I P w W+ += ⋅  (5) 

Where 1( | , )t tP w I W+  is the Markov transition probability of 1tw + . The parame-

ter α and β  are the weights of ( | )tP w I and 1( | )t tP w W+ respectively. In the 

experiment, they are empirically set to be 0.62 and 0.43. In (5), 1( | )tP w I+  denotes 

the conditional probability of candidate annotation 1tw + and reflects the correlation of 
candidate annotation and image content. 1( | )t tP w W+  is the conditional probabili-

ty of candidate annotation 1tw +  given annotations tW . It reflects semantic  
correlation between different keywords in the same image. Considering that not all 
annotations have correlation in the same image and most have the strong correlation 
with the image topic or salient object, we at most choose the first two annotations 

with the highest probability 1 2{ , }w w  as tW . 

When the image content I and the annotations tW  are given, comparing Markov 
transition probability in (4) is equivalent to compare the joint probability.  

 1 1

1( | , ) ( , , ) ( )|t t t t t t
j jP w I W P w I W P s s+ +
+∝ ⋅  (6) 

 1
1

1 ( | ) ( | ) ( )|( , , ) t t t t t
jj

t t P W I P w W P s sP w I W +
+

+ ⋅= ⋅  (7) 

Where ( , )tP w I  can be estimated by (2) at the initial annotation state. 1( , )t tP w W+  
reflects the co-occurrence of annotations, which can be estimated by  the TF-IDF 
method [17] and described as follows: 

 1 1( , ) ( , ) log( )t t t t T
c

w

N
P w W K w W

n
+ += ∗  (8) 

Here, 1( , )t t

c
K w W+  denotes the number of co-occurrence of 1tw + and tW . wn  is 

the number of training image labeled 1tw + . TN  reflects the total size of the training 

set. Therefore we can rewrite (7) as follows: 

 
1

1 1 1

1
( )|( , , ) ( ) ( | ) ( | ) ( , ) log( ) t t

jj

m
t t t t t T

ci
wJ T i

P s s
N

P w I W P J P w J P b J K w W
n +

+ + +

∈ =
⋅= ⋅ ⋅ ∏  (9) 

Thus, we can calculate the probability of each candidate annotation according to (9) 
and select fixed-length annotations for image I . Compared with the joint probability 
of CMRM [3], our proposed Markov Chain Model not only considers the potential  
correlation of different annotations, but also it is related to the image visual content I .  
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3 Experimental Results 

3.1 Dataset 

In experiment we use the Corel Image dataset in Jeon et al [3]. The dataset includes 
5000 images from 50 Corel Stock Photo CDs. Each CD includes 100 images of the 
same topic. In segmentation process, we adopts Normalized Cuts [8] similar to CMRM. 
We use the RPCL [10] competitive learning algorithm to optimize K-means clustering 
algorithm, which is different from CMRM. Each image was annotated 1-5 keywords. 
Finally, we got 371 words and 573 blobs in the dataset. We divided the dataset into 3 
parts – 4000 training images, 500 evaluation images and 500 test images. The evalua-
tion set is used to find system parameters which include parameters of CMRM, rival 
learning rate of RPCL and correction coefficients in Markov model. After setting the 
parameters, the evaluation set was merged into the training set. This corresponds to the 
training set of 4500 images and the test set of 500 images used by Jeon et al [3]. 

3.2 Evaluation Measure 

For each method, we take the top five words as the final annotation. We evaluate the 
annotation performance by the average precision and recall over all the testing im-
ages, which can be calculated as follows: 

 ( ) correct

automatic

N
precision w

N
=  (10) 

 ( ) correct

manual

N
recall w

N
=  (41) 

Where correctN  denotes the number of images correctly annotated with w . 

automaticN  reflects the number of images automatically annotated with w . While, 

manualN  denotes the number of images manually annotated with w . 

3.3 Results and Evaluation 

We compared the annotation performance of the four models: CMRM, the improved 
CMRM with RPCL, the improved by WordNet for CMRM with RPCL and the Mar-
kov model proposed in this paper. In experiment, precision and recall are averaged for 
both the 49 words with the best performance and the all 260 words that occur in the 
testing set. Figure 1 and 2 show the performance of our proposed method compared 
with CMRM, CMRM+RPCL and CMRM+WordNet. To be fair, the final annotations 
of all the models are fixed to be 5. The results of Figure 3 and 4 clearly show that our 
proposed method outperforms all the other three. In Figure 4 we provide sample an-
notations for the two best methods, CMRM+WordNet and our prosed, showing that 
our proposed method in this paper is considerably more effective. 
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Fig. 3. Performance comparison averaged for the 49 words with the best performance on Corel 
dataset 

 

Fig. 4. Performance comparison averaged for all the 260 words on Corel dataset 
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Fig. 5. Sample images and annotation results 
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4 Conclusions 

In this paper, we proposed an image annotation method in considering the spatial 
relationship of the visual regions and the rationale of the annotated words set. Espe-
cially, when deal with the annotation process, we describe the correlations between 
the visual keywords and the semantic meaning that have annotated. When people 
recognize the meaning from an image, they would build their understanding based on 
the semantics they have gotten from the visual appearance. Thus we use the Markov 
Chain model to simulate the annotation process. Image automatic annotation can be 
realized by comparing Markov transition probability between states of keywords and 
image visual characteristics.  On the one hand, compared with classical algorithms, 
the proposed method stops making the assumption that each keyword is independent 
to each other; instead, they are related to the existing key words and the visual key-
words that have been located. On the other hand, not only considering correlation 
between keywords improves results of image annotation, but our proposed approach 
also takes image visual content into account. Experimental results show that the pro-
posed algorithm outperforms other existing annotation refinement algorithm and 
could effectively improve the original annotation results. 
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Abstract. In this paper, in order to extract the needed information from 
Wireless Signal Detector, some different frequently–used methods and the 
related parameter estimation algorithms are compared. Besides, a new method 
is proposed based on signal spectrum estimation of neutral net which was used 
to compute signal power spectrum estimation. By simulating the practical data 
on MATLAB, the factor of neural network can be trained to extract the signal 
spectrum. The velocity of spectrum estimation is far better than some other 
algorithm of AR model spectrum estimation method when using proposed 
method, and spectral estimation quality consistent. 

Keywords: spectrum estimation, neural network. 

1 Introduction 

Along with increased number and variety of the wireless communication and satellite 
communication technology, the monitoring of real-time wireless signal is becoming 
more and more urgent. In the actual work environment, even the deterministic signal 
in transmission process inevitably affected by external interference and noise inside 
the equipment, so at the receiver observed signal is a random signal. Therefore, how 
to extract useful information from the signal and express in the right form is the basic 
content of signal processing [1]. Spectrum estimation is a method that mainly research 
the random signal in frequency domain, it’s mainly purpose is to take into account the 
random signal interference and carries on the detection and removal, so as to extract 
the useful signal, its mainly object of study is zero mean Gaussian  process[2]. The 
method of  power spectrum estimation  has a lot of kinds, usually fall into two 
categories, one is a classic spectrum estimation [3], also known as linear spectrum 
estimation; the other kind is a modern spectral estimation, also known as nonlinear 
spectral estimation. Data were collected through the article [4], we use the different 
spectral estimation method to analysis data, and puts forward a kind of a signal 
spectrum estimation algorithm based on neural network, and use actual data to 
simulate in MATLAB, the result of simulation show that the proposed spectrum 
estimation algorithm based on neural network can really effective signal spectrum 
estimation for the subject, and has the very high accuracy. 
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2 Power Spectrum Estimation 

Classic spectrum estimation is based on Fourier transform spectrum estimation 
method, generally can be divided into two kinds, one kind is BT (Black-Tukey) 
method, and the other is a period-gram method. Modern spectral estimation [5] is 
based on the signal model, by the observation data to calculate the parameters of 
signal model, again by the corresponding formula to calculate the power spectrum of 
signal and estimate the power spectrum question becomes the observation data to 
estimate the signal parameters. There are a lot of models, such as AR/MA model and 
so on, according to different situation to select appropriate model, the quality of the 
power spectrum estimation has greatly improved than the classic spectrum estimation. 
In this system, according to previous studies, the algorithm used  including BT 
method, cycle diagram method, Levinson-Durbin algorithm, Burg algorithm, feature 
vector estimation method, MUSIC estimation method and so on.  

In this project, the signal frequency range from 0 Hz to 6G Hz, so it involve a large 
amount of data, in order to detection signal better, the signal needed truncated and 
segmented detection method, convert all the bands to baseband signal. The signal of 
68.79 MHz as center is used in experiment, as the general monitoring signal usually 
mixed in several dozens to several hundred MHz signal range, so we use signal 68.79 
MHz as an example, we scan and analysis the period of 68.79MHZ. 

We select frequency of 68.79 MHz as center frequency to collect experimental 
data, after convert the signal to the baseband signal use "wireless signal detector" 
equipment and acquisition signal of 512 points. According to the period-gram method 
and BT method for the baseband signal spectrum estimation, power spectrum 
estimation shown in figure 1 and figure 2. The method of period-gram is for the 512 
point to direct Fourier transform power spectrum, BT method is used to calculate the 
autocorrelation function of 512 points and then the power spectrum, as can be seen 
from the graph, the BT method has low resolution, period-gram method is relatively 
high, but the amount of calculation is larger. Hence need using modern spectral 
estimation method for improved. 

 

 

Fig. 1. Period-gram method Fig. 2. BT method 
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The parameter model method of modern power spectrum estimation mainly 
includes the L-D recursive method ( the Yule-Walker method), the Burg method and 
modified covariance method. The several methods of simulation data is shown in 
figure 3 to 5. As the parameter model method can be according to the order of the 
model to determine the resolution of the experimental data, after repeated 
experiments, when the model of order is 70, the resolution is higher, can achieve the 
desired effect. 

Because L-D recursive method is based on the Yule - Walker equation to calculate, 
the calculation is simple, but can only be calculated according to limited observation 
data, the error will be relatively large. Modified covariance method is improvements 
to the covariance method, but due to the need to compute the autocorrelation function, 
calculation relatively large amount. The Burg method needn't  to calculate the 
autocorrelation function, so it involves relatively small amount of calculation, 
spectrum estimation speed is more faster. The resolution is basically the same as 
modified covariance method. As can be seen from the graph, the Burg method of 
spectral line effect is slightly better than the previous two methods, and accurately 
reflects the signal power of three frequency points. 

 

 

Fig. 3. L - D recursive method Fig. 4. Modified covariance method 

 

Fig. 5. Burg method 

Another method of modern spectrum estimation is the characteristic matrix 
decomposition method, including the MUSIC algorithm and feature vector method 
(AV). MUSIC algorithm is suitable for most sine signal parameter estimation method, 
but because of data in this system obtain from the RF signal, after transformed into 
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baseband signal is relatively complex, MUSIC algorithm can’t reach the expected 
result. Feature vector method (AV) is a non-parametric method that based on the 
characteristics of matrix decomposition, which suitable for sine signal mixed with 
noise. AV method is more applicable to the system data than MUSIC algorithm. 
However, it unable to distinguish the peaks of signal effectively. 

In summary, the signal of this project to carry on the analysis, found that the 
classical power spectrum estimation resolution is poor, and the feature vector 
composition of spectrum estimation method for the prediction ability of peaks and 
troughs are based on a difference, so the modern spectral estimation methods of AR 
model is suitable for the task of data, can describe the signal power spectrum.  

3 The Principle of Neural Network Spectrum Estimation 

According to the AR model of the differential equations and the theory of neural 
network, first, we establish a three layer neural network model, the inputs of the 
model is the function of the front (n-j), the output as a function of the item n, the order 
of the model is the number of input layer element [6], the neural network structure as 
shown in figure 6: 
 

 
 

 

Fig. 6. Neural Network Spectrum Estimation 

The output signal AR model can be expressed as: 
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Based on neural network is established, we can write the relation between output 
signal and the input data for the: 

Input output Hidden 
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In (2), Q is hidden layer unit number, ic  is the hidden layer to output layer 

weights, ( )i ixϕ the transfer function of each node in the i layer is ( )i ixϕ , ix  
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The transfer function is assumed to be a linear function, namely, the type and (2) 
and (3) can be written as follows: 
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Contrast (1) and (4) can be found, neural network hidden input weights and the 
output weights and added is the parameters of the AR model, as shown in: 

                         
1

Q

j i ji
i

a c w
=

= .                           (5) 

So you can know, as long as the neural network model is established, and the 
sample for neural network training, after the network stability, can the value of the 
weighted according to the system and to calculate the parameters of AR model, which 
based on AR model of formula to calculate the power spectrum of signal. 

4 Analysis of the Results 

The number of observation data in each bandwidth is 512, so the neural network input 
and the output is the 512 sets of data. Because the order of neural network estimation 
method is the input layer and hidden layer weights weight product sum. so in order to 
guarantee the training data, order number, respectively take 10, 15, 20 in three cases. 
For example a case of 20 order neural network, when set input is 20, three layer 
neural network model with single output, which input layer nodes to 20, hidden layer 
nodes is 5. The results indicate simulation of the neural network is trained 209 times 
to satisfy the value of the error system 0.000005. Through the comparison of 
experimental data with training, Levenberg-Marquardt algorithm is the best training 
function of the network, after 209 iterations are required to achieve error, we found 
that spectral estimation error in the p=15 order case is small, and the parameters are 
very small differences in Burg algorithm. The training process of the neural network 
as shown in Figure 4-11, can be seen, the training effect is more ideal. 
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In order to verify the accuracy of the algorithm, the experimental data of 
55.79MHz(Fig.9-Fig.10) and 65.79MHz(Fig.11-Fig.12) and 65.79 MHz(Fig.13-
Fig.14)  were taken as the center frequency signal, deal with data the Burg algorithm 
of AR model spectrum estimation and neural network spectrum estimation to 
comparison and analysis. 

 

         

Fig. 7. Neural Network training                     Fig. 8.  Neural Network method  

         
Fig. 9. Burg method                        Fig. 10. Neural Network method 

         
Fig. 11. Burg method                       Fig. 12.  Neural Network method 
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Fig. 13. Burg method                     Fig. 14. Neural Network method 

The spectrum estimation of the neural network algorithm takes about 0.02 seconds 
and the Burg algorithm takes about 0.1 seconds, and to be able to distinguish between 
frequency signal power spectrum estimation obviously. Burg algorithm has the 
shortcoming of spectral line splitting, but neural network algorithm overcomes this 
shortcomings. 

5 Conclusion 

For the experimental data of velocity spectrum estimation is far better than some other 
algorithm of AR model spectrum estimation method using neural networks, and 
spectral estimation quality consistent. So it is, in this paper based on spectral 
estimation spectrum estimation algorithm is better than the AR model of neural 
network. 
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Abstract. The paper designs an efficient recognition algorithm to detect laser 
spots with high Real-time. An improved Otsu is proposed to identify the target 
and exclude the noise on the condition of atmospheric turbulence. The problem 
that spot center is not accurate caused by the phenomenon of "supersaturated" is 
efficiently solved as well. Firstly, the difference the foreground image and the 
background image is calculated, the morphological filtering is done to segment 
the target. The elliptic characteristic of the target is used for preliminary identi-
fication. Many steps are designed in order to remove False-alarms and   im-
prove recognition accuracy. The algorithm is applied in the hardware 
TMS320C6455 system. Extensive experiments show that the algorithm not only 
ensures the matching accuracy but also improves the time response. 

Keywords: Spots Recognition, Improved Otsu Algorithm, Ellipse Detection, 
Target Selection. 

1 Introduction 

Laser spots detection, which is based on the spot recognition technology, converts the 
signal location of the target into the position of the Imaging System [1]. The Algo-
rithm of this article proposed is applied in the active laser surveillance system. 

 
Fig. 1. Principle of “Cat Eye Effect” 

Usually, the riflescope is used to aim at the target, so we can make use of “cat eye 
effect” of optical system to detect the threat targets. The photoelectric equipment has 
strong reflecting characteristics for the incident laser beams, which is known as “cat 
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eye effect” [2]. As shown in figure 1, the  A’B’ is the outgoing light of AB just like 
C’D’ is the outgoing light of CD, where M is the focusing lens and P is the focal 
plane. The Outgoing lights have more energy than the diffused lights. In this paper, 
the algorithm makes use of “cat eye effect” and laser imaging technology to detect the 
laser spots. 

2 Spot Detection Algorithm 

The laser beam emitted towards the riflescope is reflected by the riflescope, as shown 
in figure 2. In the system, the camera 1 receives lights at visible wavelengths to gen-
erate background images including visible light spots. While camera 2 receives lights 
at visible and laser wavelengths to generate Real-time images including visible spots 
and laser spots. The integration of two cameras can eliminate self-luminous objects 
and reflected visible light objects to reduce time and improve efficiency. The process 
of this algorithm is shown in figure 3. 
 

 

Fig. 2. System Structure 

 

Fig. 3. Algorithm Flowchart 

As the recognition system is used in complex environments, many spots and hig-
hlighting regions generated by untargeted objects present in the image. Impulse and 
Gauss noises are existed in the image because of the inherent feature and electrical 
interference at the same time. The difference between the foreground and the back-
ground image can remove noise and untargeted spots, and the spots features are en-
hanced. The background is suppressed and the target is upgraded in a certain extent 
[3]. Threshold segmentation compresses gray levels and speeds up operations effec-
tively [4-5]. Morphological filtering is useful to erase small isolated points, burrs and 
small connected regions, making edges smooth and filling small space. The ellipticity 
of spots is used to detect the suspicious targets [6]. Then the algorithm takes advan-
tage of target characteristics to eliminate False-alarms. At last, the algorithm com-
bines centroid method with structure method to calculate the target position. 
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2.1 The Otsu Algorithm 

The threshold segmentation is a kind of high speed and widely used image segmenta-
tion technology [7]. Because the algorithm is to detect spots, not all gray levels are 
necessary. Selection of appropriate threshold to separate the target from complicated 
background is the precondition. 
L is image grayscale, t is the threshold, C0 = {0,1,2……,t} , C1= {t +1,t+2…… L-1} 
are two kinds of gray, W0 and W1 are probability of C0 and C1, U0 and U1 are the 
mean of C0 and C1 respectively. 
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Calculating the Between-class variance where t in the interval 0 ~ L-1. Correspon
ding to the maximum variance, t is the optimal threshold for image segmentation 
[8]. Otsu threshold segmentation algorithm is based on image histogram. It has re
markable eff-ect when target grays and background grays are evenly distributed. 
But Otsu algorith-m has two major problems when it is used in the laser spot rec
ognition system. 

1. The False Peak Phenomenon 

In the figure 4, the grass is lightened up by the laser, leading to the "false peak" phe-
nomenon in the histogram, because the gray level of the grass is between the target 
and the background. The grass is misjudged as the ratio of the spot region and the 
grass is too small. 
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       a) The Original Image        b) The Effect of Otsu                c) The Image Histogram 

Fig. 4. The False Peak Phenomenon 

2. The Speckle Effect 

In the figure 5, the speckle effect emerged due to atmospheric turbulence and air sus-
pension. There is no bimodal curve of the target and background in the histogram,  
leading to that too many untargeted pixels were mistaken for targets. 
 

                   
    a) The Original Image             b) The Result of Otsu                c) The Image Histogram 

Fig. 5. The Speckle Effect 

2.2 The Improved Otsu Algorithm 

There are two aspects to improve the Otsu algorithm.  

3. Threshold Selection Function 

The speckle effect causes to peak aliasing. Because the classic Otsu threshold func-
tion didn’t consider the interclass variance, leading to the difference between the  
calculated threshold and the theoretical threshold. Especially when under severe con-
ditions of atmospheric motion, atmospheric turbulence will magnify this difference. 
The speckle phenomenon will make the histogram appear two peaks resulting seg-
mentation difficulty. It needs to modify the threshold selection function, balancing 
interclass variance and Between-class variance to reduce the impact of the speckle. 
The function is improved as formula 4 that interclass variance and Between-class 
variance is the numerator and the denominator respectively. The value of t is the op-
timal threshold when G(t) is the maximum. It can reduce the influence of the speckle 
on choice of the optimal threshold in some extent. 
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4. Iterative Feedback Tuning 

Iterative feedback method effectively reduces impact of background and objects ratio 
imbalance. The steps are as follows: 

a) Use Otsu algorithm dividing the image. 
b) Calculate minimum bounding rectangle of target region. The rectangle is Si 

and the centre is Gi. 
c) Divide the rectangle area of Si to generate the next segmented region Si +1. 
d) Stop iterating when the distance between two rectangles of Gi and Gi+1 is 

smaller than two pixels. 
e) Calculate external rectangles of all unconnected regions. As shown in figure 

6, assume that there are two rectangular regions and a stopping area S. Cal-
culate histogram of three regions to segment the regions. 

f) Repeat steps b ~ e until all regions satisfy the convergence condition. The 
threshold value will be obtained at this time as the optimum segmentation 
threshold.  

 

Fig. 6. The Iteration 

It can be seen that the principle is that reducing the search scope and increasing the 
ratio between the target and the background. Images segmentation is shown in the 
figure 7 using the improved Otsu algorithm. 

 

          
          a) The Original Image      b) The Result     c) The Original Image   d) The Result 

Fig. 7. The Segmentation of Improved Otsu 
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2.3 Target Detection 

Typically, spots are circular as the riflescope is circular. The spot can be seen as an 
ellipse in the condition of saturation that exists when the laser energy is too strong or 
the target is close. As circle is one kind of ellipse, target detection is equivalent to 
ellipse judgment. 

 

Fig. 8. Elliptic Geometry Flow 

The suspected targets are detected by using the ellipse geometric feature. Assum-
ing that vertex coordinates of longer axis are known as A(x1,y1) and B(x2,y2), an 
arbitrary point on the ellipse is C(x, y), the distance between C and the ellipse center 
is h, the distance between C and B is f. Other parameters such as the longer axis and 
the short axis can be calculated by the above known parameters, as shown in figure 8 
and equation 5. 
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Rules to determine whether the spot is elliptic are as follows in equation 6 [9]. Firstly, 
the average b_avg of 80% short axis is calculated, then the absolute differences are 
calculated between short axis and b_avg, the number of pixels that the absolute dif-
ferences less than T is counted,  the ratio of all selected pixels and the counted pixels 
is obtained. If the ratio is greater than the threshold K, the spot is elliptic. The T and K 
are selected according to the image. 
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2.4 Eliminating the False-Alarms 

As the laser power is known and the detection range is certain, spots in the image are 
of regular shape and high brightness. The algorithm makes use of target spots charac-
teristics to eliminate False-alarms.  

There are two steps to eliminate False-alarms. The first step is to eliminate untar-
geted spots before target detection using spot size. The rules are as follows. The max-
imums of the circumference, the area and the Length-width ratio are set. Then the 
corresponding values of the spot are calculated after contour extraction. If any of the 
values exceed the corresponding maximum, the spot is excluded as a target. This step 
can exclude large spots and irregular spots, as figure 9 shown. Spot in image a) is 
large spot that circumference and area exceed the maximum. Spot in image b) is lon-
gitudinal tensile that Length-width ratio exceeds the maximum.  

Then, the neighborhood method is used to eliminate False-alarms after elliptic 
judgment. Practically, the target spot is isolated that multiple spots don’t exist in the 
small area. If there are multiple spots in a small area, these spots are untargeted. In the 
algorithm, the area is a rectangle that radius is of five pixels. In the figure 9, there are 
many spots in image c) in a small area. They are eliminated to be targets. 

 

                        
      a) The Circumference and the Area   b) The Length-width Ratio      c) The Neighborhood Method 

Fig. 9. Elimination of False-alarms 

2.5 Calculating Target Position 

The centroid is regarded as the position of the spot with regular shape. Equation for 

calculating centroid is ,

x d A y d A
A Ax yA A

 
= = which ( , )x y  is the coordinate of cen-

troid, (x,y) is the coordinate of boundary point and A is the sum of boundary points. 
For the spot show in figure 10, the centroid tends to the stretching direction. Analysis 
of spot characteristics, we can see that the vertical protrusion can be seen as the posi-
tion. As shown in equation 7. 
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 Center[0] = (Xmin + Xmax) / 2

Center[1] = (Y_Xmin +Y_Xmax) / 2





 (7) 

Center[0] and Center[1] are center coordinates, Xmin, Xmax are minimum, maximum 
row coordinates of boundaries and Y_Xmin, Y_Xmax are corresponding column coor-
dinates. 

 

Fig. 10. Calculate Position by Target Shape 

The algorithm integrates the centroid method and the structural method to calculate 
the position. The centroid method is used if the spot is structured while the structural 
method is used if the spot is stretched. 

3 Experiment and Result 

In the Real-time system, the row includes 512 pixels and the column includes 200 
pixels, the time is 14.5 milliseconds per frame. The algorithm is applied to the 
TMS320C6455 DSP platform. Firstly, optimize the algorithm, and then test time for 
each module. The data shows that the algorithm satisfies time performance 
of the system. 

   
                            a)Real-time Image   b)Background Image   c) Difference Image 

 

      
            d) Binary Image   e) Morphological Filtered Image 

Fig. 11. The Experimental Image 
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Table 1. Each part of the system running time(single) 

Operation module Cycle Time(ms) 
Image difference 1215681 1.215681 
Threshold segmentation 4228387 4.228387 
Image corrosion 2.054756 2.054756 
Image expansion 1998541 1.998541 
Ellipse judgment 415782 0.415782 
Total 9.913147ms 

4 Conclusion 

The paper presents an efficient algorithm to detect riflescope on the basis of “cat eye 
effect”. Firstly, the difference between Real-time image and the background image is 
done which can eliminate spots generated by reflecting sunlight. Then, the threshold 
segmentation and the morphological filtering are used to remove noise and smooth 
the image. At last, the ellipse shape characteristic of the target is adopted to detect the 
spots. The integration of centroid and structural features is used to calculate the posi-
tion. Meanwhile, the algorithm eliminates untargeted spots in two steps in order to 
improve the accuracy efficiently. Experimental results show that the detection accura-
cy is more than 90%. 
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Abstract. Underwater acoustic sensor network with terrestrial wireless sensor 
network characteristics distinct, underwater acoustic sensor network uses sound 
waves to be transmitted, resulting in underwater network with high propagation 
delay characteristics, if applied directly to land-based routing mechanism water 
network, will give rise to a number of problems. Therefore, this paper designed 
for underwater network environment routing protocols, thereby reducing the 
underwater acoustic sensor network to send packets to the end-to-end delay and 
for collaborative work on underwater acoustic transmission sensor network, 
encountered the challenges of high propagation delay characteristics discussed. 
This paper presents the work last sleep period, coordinated and collaborative 
collection of neighbor information transfer protocol. Through simulation, this 
paper found that the proposed routing protocol SCTP, the delay in the point to 
point, network transmission performance and power consumption of a 
significant improvement in performance. 

Keywords: cooperative transmission, routing, energy hole, underwater sensor 
networks. 

1 Introduction 

Due to the booming network technology, wireless network come into existence as 
another choice other than cable network, providing people more and more 
multiplication of network type and making wireless network become a hot issue in 
recent years. In order to meet different requirements, types of wireless specification 
and technologies have been developed, especially Wireless Sensor Networks (WSNs) 
[1], which is a successful example of combine sensor and wireless network. 

In WSNs, routing mechanism need to achieve separate data transport, power saving 
and ensure data can be complete sent to sink. The main function of the routing 
mechanism is to transfer data separately, saving power, and to ensure data can be 
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completely sent to the sink. However, many researches proposed before [2-4] used 
wireless sensor node with GPS as an anchor node to localization. However, high power 
consumption must be considered. When the anchor node power is exhausted, other nodes 
could not replace the original one, resulting in the interruption of data transmission.  

 

Fig. 1. Cooperative Transmission diagram 

Therefore, under the premise of reducing the power consumption, GPS device is 
not applied in this research. On the other hand, since most the objectives of the many 
applications of WSNs are in a static environment, the mobility of the wireless is not 
the first concern and calculation ability is not strong calculation ability is not the 
necessary. In this regard, power consumption and cost are expected to be minimized. 
In this paper, we propose a novel routing mechanism “A Routing Mechanism Using 
Virtual Coordination Anchor Node”, which applied Cooperative Transmission. The 
concept of cooperative transmission is shown as figure 1. With this approach, sensors 
are randomly deployed and the data is transferred through the specially designed 
routing mechanism, which is expected to expand the lifetime of WSNs, achieve the 
efficient transmission; meanwhile, the use of additional devices can be avoided to 
reduce energy consumption and cost. The mechanism can work with simple 
computing capability. 

2 Related Work 

Due to the blooming of microelectronic mechanical systems in recent years, the size 
of sensor nodes becomes smaller and smaller. How to effectively use the limited 
battery power to achieve the highest efficiency is an important issue. Since the main 
factor of power consumption is hardware and data transmission path, to reduce 
hardware and select a valid path is the focus of this paper research. The current 
routing algorithms, can be basically divided into four directions: Flooding [6] , Chain 
[7] , Clustering [8] , and tree [9] . Each route has its own advantages and 
disadvantages. In this section, we will be in the following detailed descriptions about 
relevant literature and technical. 

2.1 Concurrent Cooperative Transmission (CCT)) 

CCT[10] use the clustering architecture, it also has the characteristics of the active 
routing protocol. This method will divide wireless sensor network into many different 
cluster regions, member node only can communicate each other in the same region. 
The whole process of long-distance transfer requires the following steps: Firstly, 
every region will choose a node as cluster head and collect the data collected in the 
region; then, it will send the date to the base station or data sink. 
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The choice of cluster head is using random method self-generated and power 
consumption of cluster head will be higher than other nodes. In order to prevent the 
death of the previously-selected cluster, a new cluster head will be re-elected after 
each round of data transfer. 

Each round will compare and select a new cluster head, but it will shorten the 
lifetime of WSNs. 

2.2 Time-Division Cooperative Transmission (TDCT)  

TDCT[11] is based on grid, it will create virtual grid in network environment. This 
method will create virtual grid in Advertisement phase as to find relative path. There 
will be many small grids, knows as “cell”, in the grid structure. Data source will be 
the first Dissemination Nodes, then grids cross node as other Dissemination Nodes. 
Each grid node will be linked to a Dissemination Node and each Dissemination Node 
knows its upstream and downstream Dissemination Node. When Dissemination Node 
needs data, it will send a query message and this message will be transferred by 
Dissemination Node to data source. Then, data source transfers sensing data to 
Dissemination Node in reverse, shown as figure 2. 

  

Fig. 2. TDCT architecture diagram 

With this method, the best path is not applied; instead, it will select the path which 
is along the grid crossing node, extending path and need to maintenance periodically. 
Before the grid is created, it needs to position, and position is cost-consuming. Each 
time when there is a need to recreate grid or node as Dissemination Node, these nodes 
will cause the increase of power consumption. Overall, this method can be achieved 
fairly stable in transmission success rate. 

3 A Synchronization-Free Cooperative Transmission Protocol 
to Avoid Energy-Hole Problem for Underwater Acoustic 
Networks (STCP) 

This chapter will discuss the routing mechanism proposed above to overcome the 
problem caused by holes of random deployment and unknown boundary in WSNs. 
The objective of this paper is as following: (1) to create VCS and find virtual anchor 
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node; (2) to create data transfer path; (3) to find alternative virtual anchor node and 
path node; (4) to reduce the cost of hardware; (5) to extend the lifetime of WSNs. 

3.1 Network Environment Settings 

In this paper, the environment of WSNs, lots of sensors are randomly deployed in the 
range wherever you want to monitor. When sensors are deployed, they can’t move 
anymore and the computing, memory and battery are limited. Each sensor nodes has 
wireless communication, which can transmit detected data via wireless. There have a 
sink node, which has more power and better computing capability then other nodes. 
Normal nodes will send detected data to sink node, and sink node will use 
collectively. Each node has its own Node_ID to be recognized.  

Each node has its transmission range. In our architecture, R is the maximum 
transmission range; m is the unit of meter, shown in figure 4(a). The transmission 
range is cut into four equal portions, each portion has its send priority, show in figure 
4(b), it will send the packet or data according to their priorities via directional antenna 
to the direction.  

 

Fig. 3. Underwater positioning 

3.2 Basic Principle 

When wireless sensor nodes settle down, sink node starts to create virtual coordinate, 
then it will find the four directions of the entire network environment as the virtual 
anchor nodes. Therefore, in this phase, sink node will set itself to act as a start node, 
and create a special ANS packet. The packet has many different fields supply sensor 
nodes to record coordinate status. 

After sink node creates ANS packet, the Self_Coor will be set as (0,0) and 
according to the priority of sensor node to send beacon toward the priority1 direction, 
show in figure 4.  

When other sensor nodes receive beacon, response ack message back to sender. 
The Sender will choose the nearest node as the next ANS packet, and according to the 
definition of priority1 X-1, take out (0,0) from Self_Coor then execute X-1 to get 
(-1,0). Then, set Next_Coor of ANS packet as (-1,0) then send the fastest reply node. 

When sensor nodes received ANS packet, it will copy Self_Coor from ANS packet 
to Pre_Coor as the coordinate of previous node, and copy Next_Coor to Self_Coor as 
the current coordinate to save to memory of node. We do this to ensure the link 
 



 A Synchronization-Free Cooperative Transmission Protocol 409 

 

 

Fig. 4. Underwater wave adding diagram 

 

Fig. 5. System model of S,C co-op transmit to destination 

between each sensor node is correct. Then, we take Self_Coor respectively compare 
with the Left_Node, the Up_Node, the Right_Node and the Down_Node to see if that 
should Self_Coor replace anchor nodes of four corner or not. Checking logic is shown 
in figure 5. 

If there is no ack packet response when sensor node send beacon toward the 
priority1 direction, it means priority1 direction doesn’t have any sensor nodes, or the 
status of sensor nodes is bad. Sensor node A doesn’t sense any node from priority1 
direction; likewise, sensor node A doesn’t receive ack packet. 

At this moment, the status of node A will be set as Warning, then it will seek the 
node in sequence according to its priority until it find the next node, it will find node 
D and node E. 

Then it will seek according to the priority. The purpose of this mechanism is by 
giving the priority1 direction a chance again owning to the random distribution of 
sensor node, it is possible that the current direction temporary doesn’t have any nodes 
and it will revise its direction by switching to the next priority, finding the sensor 
node again.  
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If sensor node in priority1 direction can’t find any sensor (include node status is 
Bad) and status is W, then priority will change to the next set priority, and clean the 
value of status, re-find nodes from priority1 direction. 

Shown as Figure 9, the switching sequence of the Priority group is from top-left to 
bottom-right. The purpose of the design is to seek the boundary node in the network 
counterclockwise, which is the way that Priority1 is deigned. The rest of the Priorities 
are designed according to the extra chance of the previous Priority1 given by the 
sequence of the previous group of Priority. 

3.3 STCP Algorithm 

The process of establishing virtual coordinates and searching of virtual anchors will 
last repeatedly until the ANS packet is received repeatedly by wireless sensor node. 
Those wireless sensor node receiving ANS packet repeatedly will produce Final Coor 
according to the packet it has received, shown as Figure 2. The repeatedly-received 
packet will be abandoned after the production of Final Coor; meanwhile, this packet 
will be sent to the previous wireless sensor node according to the record in the 
previous coordinate recorded in ANS packet in the wireless sensor node. When the 
wireless sensor node receive the last two Final Coors, the packet transfer will come to 
a halt and the stage of the establishing of virtual coordinate and the searching of 
virtual anchor is then accomplished. 

After the stage of the establishment of the virtual coordinate in wireless sensor 
network, all the sensor on the borders of wireless sensor network are given virtual 
coordinates; meanwhile, each sensor can obtain information of the virtual anchors and 
their coordinates of the sensors through ANS packets, shown in figure 6. 

 

Fig. 6. Candidate area of cooperative selection. 

In this stage, the establishment of routing begins with the four virtual anchors in 
Final Coor. If the virtual nodes are Left_Node or Right_Node, Pre_Coor and 
Next_Coor in ANS packet of the exact virtual node will be applied to search for the Y 
coordinate equal/lager than that of Self_Coor until it reaches the virtual node when Y 
coordinate is 0. If the virtual node is Up_Node or Down_Node, Pre_Coor and 
Next_Coor in the ANS packet of the exact virtual node will be applied to find the X 
coordinate which is smaller or equal to that of Self_Coor until it reaches the virtual 
node when X coordinate is 0. 

Next, Path_Link will be sent to Sink Locatin (0,0) according to the Self_Coor in 
the ANS packet of the virtual anchor, shown in Table 3. When the wireless sensor 
node receives the packet, it will record its Node_ID and Anchor_Coor. Then, it will 
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search for Pre_ID and Next_ID. Finally, the packet will be sent to the next wireless 
sensor node until the packet is transferred to the Sink Node. 

Node_ID：The only identification number of the node 
Anchor_Coor：The coordinate of the source anchor 
Next_ID：The identification of next node 
Pre_ID：The identification of previous node 

Figure 10 illustrates the virtual coordination anchor nodes in the wireless sensor 
network after the establishment of virtual anchors and Sink Node routes. A route 
begins with four virtual anchor nodes link to each Sink Note separately and serves as 
substitute to send the data detected on the wireless sensor nodes which are on the 
boundary of non-wireless sensor network. 

 
Fig. 7. Scene 1 of best hop-count alhorithm 

When an event is detected by a wireless sensor node, the node will send Request 
Packet to its One-Hop neighbors. While the wireless sensor node receives the packet, 
it will send a Response Packet back to the one detected the event. If the Request 
Packet is sent to the wireless sensor node that is on the border of wireless sensor 
network or on the route of Sink Node, a mark will be attached on the Response Packet 
so as to raise its priority. If the Response Packet is marked, the date will be sent to the 
wireless sensor node so as to send data back to Sink Node as soon as possible; if not, 
data will be sent back to the first wireless sensor node which responds to the Request 
Packet. The node which an event takes place will record the sent Node_ID and the 
request of the Node_ID will be neglected in the future. At the same time, the node 
will take itself as the wireless sensor node with an event detected and repeat the 
process of the stage. 

3.4 To Solve Energy Hole Problem 

When data transfer is taking place within wireless sensor nodes, a Request Packet will 
be sent to a receiving wireless sensor node. If no response is received by the wireless 
sensor node which sending the Request Packet, a hole is recognized. In this situation, 
date should be transferred back to the mechanism immediately to ensure that it can be 
sent to the destination. 

When a hole is found, the wireless sensor node which sends the Request Packet 
will regard itself neglected to any Response Packet and sent Rescue (see Table 4) to 
its One Hop. In this scenario, only Pre_Node will receive packet since no neighboring 
nodes exist other than the sending node. Therefore, when Pre_Node receives a 
Rescue, it will choose a new transfer node to send Request Packet. 
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Fig. 8. Avoid energy hole diagram. 

 
Avoid energy hole algorithm: 

Input: Set of randomly deployed sensor nodes 
Output: Link/Mapping of nodes-to-nodes 
foreach Task m do 
foreach sensor i do 
Calculate Two-hop neightbors using PT(i,j); 

if LoE(i,j)  LoE(j,i) then 
i = θj; 
j = θi; 
while non-candidate sensor remaining do 
foreach sensor m do 
Existing energy through planar trigonometry, PT(i,m); 
if PT(i,j) ≤ PT(i,m) then 
m = θj; 
Mapping(sensor i on sensor j) ; 
for sensor field do 
Low in the sensor field; 
if Packet from pervious node then 
Set Lm, L1 ; 
Continue until Low, Lm 
for sensors inside the low do 
new link established. 

4 Comparison and Analysis of Simulation 

In this chapter, “A Routing Mechanism Using Virtual Coordination Anchor Node” 
proposed above will be programmed and stimulated in C++ language and compared 
with Flooding, TTDD, LEACH, and Anchor Node Based Sink Location 
Dissemination Scheme for Geographic Routing. Analysis of the results will be 
provided in the following sections to prove the mechanism proposed in this paper is 
more sufficient than the approaches above. 
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4.1 Simulation 

Setting and parameters of the environment of wireless sensor network used in the 
stimulation: 

 Range of the network: 100M X 100M 
 Number of wireless sensor: 50 
 Range of wireless transfer: 10M 
 Transmission cycle: 10 seconds 
 The deployment of wireless sensor: random 

4.2 Analysis and Comparison of The Results 

In the beginning, time is taken as the parameter to see its impact to the packet control 
by the wireless sensor node. The stimulating time ranges from 20 seconds to 200 
seconds, shown as Figure 9.  

From the result, it is clear to find that the number of the controlled packet is much 
higher than that in other routing, mainly owing to reason that each wireless sensor 
node needs to participate in Flooding. For TTDD, a grid is established by the wireless 
sensor nodes which serve as the sources. The grid need to be maintained regularly, 
therefore the number of its controlled packet is lower than that in Flooding. In each 
round of LEACH, cluster head need to be compared and re-elected, resulting in the 
number of controlled packet lower than the previous two kinds of mechanisms. In 
“Anchor Node Based Sink Location Dissemination Scheme for Geographic Routing”, 
a sink location announcement packet and a sink location query packet are sent along 
two respectively on the sink node location query route and sink location 
announcement route, so two routes are required in the query. In the first stage, 
Flooding is applied in order to make each wireless sensor node obtain anchor data, 
which results in the higher number of controlled packet. Once the anchors are failed, 
the sink location query route or the sink location announcement route need to be 
recreated. Since there is no repair mechanism, an enormous amount of controlled 
packet is seen when the anchor break down. 

In the paper, ANS packet produced by the Sink Nodes will be transmitted along the 
border nodes and send back the anchor data along the same route. In this way, 
Flooding is not applied; instead, a substitute mechanism is available and substitute 
node is expected to be found once the route node is dead or breaking down. There is 
no need to rebuild the route, reducing the number of controlled packet compared with 
other routing mechanisms. 

In addition to the comparison of the number of controlled packets, the relation 
between energy consumption and time of the wireless sensor node is stimulated and 
analyzed. Figure 10 shows the diagram of time and energy consumption of wireless 
sensor nodes. The stimulating time ranges from 20 seconds to 200 seconds.  

From the diagram, it is revealed that both of the approach in this paper and that in 
“Anchor Node Based Sink Location Dissemination Scheme for Geographic Routing” 
share higher level of energy consumption in the beginning compared to other three 
routing since both approaches require more energy in initialization which involves the 
coordinates of a Pre_Node, a Next_Node and the coordinates of four border nodes. 
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However, GPS devices is not necessary in this paper, therefore it causes lesser energy 
consumption than that in “Anchor Node Based Sink Location Dissemination Scheme 
for Geographic Routing”. Hence, the approach in the paper is expected to increase the 
lifetime of the system, extend life cycle, provide more processing time for wireless 
sensor network, and increase the efficiency of the mechanism. 

 

 

Fig. 9. Diagram of the relation of end-to-end 
delay time and packet generation rate 

Fig. 10. Diagram of relation of time and lives 
battery 

Finally, success rates of detecting and sending data to the sink node per unit time is 
also compared. Figure 15 shows the comparison of success rates of each mechanism 
in detecting event and sending data to Sink Node. The success rate of data transfer in 
Flooding decreases with the most rapid speed since the collision may cause failure in 
data transmission to Sink Node and the loss of data. As for TTDD, the grid is 
sufficient to separate the risk; however, only four routes reach the Sink Node. 
Furthermore, every time an event is detected, a new grid is needed to build, which 
might be contributable in the increase of the possibility of collision when the grid is 
under construction together with the increase of the number of event. For LEACH, 
since it need cluster head to transmit data back to Sink Node; however, serious 
collision might be likely to occur while an enormous amount of data flood into the 
cluster head. When different types of event take place in “Anchor Node Based Sink 
Location Dissemination Scheme for Geographic Routing”, it will recreate sink 
location query route and sink location announcement route to separate date. In this 
paper, instead, the node will search for the nearest wireless sensor node to send data 
when an event is detected. Meanwhile, the virtual anchors and the route nodes can 
send data back even though no data has been sent to them. Therefore, the loss of data 
is unlikely to happen. 

From three sets of stimulating experiment, it is apparent that “A Routing 
Mechanism Using Virtual Coordination Anchor Node” in this paper is a sufficient 
routing which can save energy, expand lifetime of the wireless sensor network, and 
reach a high delivering rate. Finally, the purpose of the research is achieved. 

5 Conclusion and Future Research 

In the mechanism proposed in this paper, GPS is not applied in the process so as to 
save the consumption of energy and cost. With the application of virtual coordination 
anchor, the function of the mechanism is expected to be sufficient. From the result of 
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the stimulation, it is obvious that the number of controlled packets as well as energy 
consumption is reduced under the routing protocol even the density of transferring 
packets is high; and the success rate of date transmission is raised as the survival rate 
of each node rises, which further ensures the function of the network and expand the 
lifetime of wireless sensor network. Meanwhile, power-saving mechanism is 
anticipated to be involved in the future research to lower the energy consumption in 
the initializing level of the network. In addition, cluster routing or tree routing 
protocol are wished to join the working of the network so the efficiency of the 
Internet could be maximized. 
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Abstract. Cloud computing was a technology in recent years which had been 
concerned. More and more network applications provided client a more 
convenient experience for use on the cloud computing service. Cloud 
computing is using virtualization technology. It can not only improve the 
performance on the server, but including a characteristic dynamic data 
assignment. Additionally, any server with fault, over loading or 
maintenance…etc. which need to be stopped, the user is not aware that the 
service has interrupted, that is because the technology of live migration will 
quickly backup the remaining data from original server to another server. The 
study [1] used Gilbert-Elliot model has a capability to predict the probability on 
dirty page until performing 10 times iteration. From this study, using Game 
Theory model of reducing predicted number effectively can early determine 
whether to go the stop-and-copy phase. That saves the time on live migration. 

Keywords: Game Theory, Gilbert-Elliot, Live Migration, Pre-Copy. 

1 Introduction 

Cloud computing can integrate the operation or idle servers into a single system 
which provides the necessary terminal equipment service at any time, any place.  
 

 
Fig. 1. Live migration [1] 
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Through the Internet, cloud computing provides resources and information of 
hardware and software according to the user’s demand. 

The operating systems of virtual machine are built on the existing server system. 
Users can create multiple systems through virtualization technology on single server. 
As figure 1, the operating system of virtual machine migrate the data from source 
server to destination and to ensure all programs can be working correctly on the 
destination server [2]. 

2 Background and Related Work 

2.1 Overview of Live Migration 

The data migration on virtual machines can be divided into non-live migration and 
live migration which using the two indicators, total migration time and downtime ([3], 
[4]), to demonstrate the performance of migration technology. Total migration time is 
the duration when the migration begins from source server until all transmission 
completed and stopped. Downtime is the duration when the service on source server 
suspended until the service resumes on destination server. An excellent migration tool 
can reduce total migration time and downtime, and minimize the impact of service on 
destination server.  

Live Migration is called dynamic migration or online migration as well. Live 
migration can guarantee the service is always existed when virtual machine migrates 
to another server. The live migration process can be divided into three phases [4]: 
Push Phase, Stop-and-copy Phase and Pull Phase, shown as figure 2, the data 
migration can be done by these three phases. Pre-Copy is a combination of the first 
two, and Post-Copy is a combination of the latter two ([1], [5]). 
 

 

Fig. 2. The phase of live migration 
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Push phase means when the operating system begins the migration, the data on 
virtual machine will migrate from source server to destination. Data will be sent to 
destination of virtual machine within the operating time. In order to maintain the data 
consistency in both sides, data need to be re-sent if the data has been modified during 
the operation. The stop-and-copy phase means the source side of virtual machine 
stops working. The destination of virtual machine will resume operating system until 
data is fully transferred. The pull phase means when the information on the 
destination of virtual machine has not been migrated. The page fault occurs. The 
missing information will be re-sent from source of virtual machine [1]. 

2.2 The Prediction of Gilbert-Elliot Model 

The prediction of Gilbert-Elliot Model is shown as below. 

 

Fig. 3. The gilbert-elliot model [1] 

Figure 3 shows two states of Markov Chain. The state "G" indicates the good 
condition in communication, and the corresponding error bit isε1. The state "B" 
indicates the bad condition in communication, and the corresponding error bit isε2. 
The ε1 << ε2. 

The probability of transition states are: 
PGG = P(G│G) = P[( i+1)th state of G│ith state of G] = 1-b 
PBG = P(B│G) = P[( i+1)th state of B│ith state of G] = g 
PGB = P(G│B) = P[( i+1)th state of G│ith state of B] = b 
PBB = P(B│B) = P[( i+1)th state of B│ith state of B] = 1-g 
Therefore, the state matrix is (1) [1]. 

S = 







BBBG

GBGG

PP

PP
 = 








−

−
gg

bb

1

1
 (1)

The time proportional of Markov model in state “G” or state “B” will be close to a 
constant in the long time. This constant is steady state probability. P(G) is good 
condition of steady state probability, P(B) is bad condition of steady state probability. 
It can get (2) and (3) [1]. 

(2)
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(3)

According to Gilbert-Elliot model can know each bit error probability is (4) [1]. 

)(_ GPBERAve = xε1 )(BP+ xε2  = 
gb

g

+
xε1 + 

gb

b

+
xε2 (4)

2.3 Overview of Game Theory 

Game Theory was created by John von Neumann in 1944. It was only as a part of 
applied mathematics in the beginning. Today, the Game Theory has been used in all 
applied sciences. Game theory usually analyzes interactive strategy selection for 
rational person. Game Theory considers the rule and relative payoff of participants to 
predict the best strategy and relative reactivity ([6], [7], [8]). The major research of 
Game theory is to study the best strategy from each party’s conflict of interests and to 
ensure the best interests of them.  

Assuming the payoff matrix of two players R and C is 

M = 







dc

ba
 ; a + d ≠ b + c  

R and C mixed strategies are 

P = [ ]pp −1  (5)

Q = 







− q

q

1
 (6)

The expected value of R is 

 E(P , Q) = PMQ = [ ]pp −1 







dc

ba








− q

q

1
 (7)

3 Problem Statement and Proposed Method 

3.1 The Problem Statement 

The study [5] proposed utilizing Markov model to observe variation of dirty page to 
predict the probability of memory modification. 

The study [1] quoted Gilbert-Elliot model to consider two states of Markov model. 
The variation of dirty page will be more accurate than [5], however study [1] has to 
assemble the probability of memory modification until 10th iteration, If the dirty page  
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less or none in previous iterations, the live migration still can’t go into stop-and-copy 
phase to complete the job earlier. That will waste more time for estimation and being 
unnecessary. 

3.2 The Prediction of Game Theory 

The study that using Game Theory model to compare the probability which got from 
last time with this time to predict the next probability of dirty page. The advantage is 
that we just need to calculate the probability of last and this time. The bellows are our 
parameters definition on Game Theory: 

P: The strategy for average probability of dirty page on the Nth iteration. 
M: The strategy matrix of Nth and (N-1)th iterations. 
Q: The strategy for average probability of dirty page on the (N-1)th iteration. 
E: The strategy for expected value in this game. It is also a predicted number for 

the average probability of dirty page on (N+1)th iteration. 

The table 1 below is the payoff matrix of Pre-Copy estimation. Through this table 
we can estimate whether we should perform the Pre-Copy or not, the first column 
shows if want to perform Pre-Copy at the Nth iteration. The first row shows (N-1)th 
iteration. 

Table 1. The payoff matrix of (N+1)th iteration 

N-1 
N 

Pre-Copy Non Pre-Copy 

Pre-Copy a b 

Non Pre-Copy c d 

  
We set number “a”=1 for explaining both Nth and (N-1)th determine to perform  

Pre-Copy, that is because we don’t need to concern about the case for both their 
determinations are the same. Based on this thinking, we can set number “d”=1 as 
well. 

Regarding number “b”, that will be calculated as the average probability of dirty 
page on the Nth iteration, so the (N-1)th iteration will be also through the calculation to 
get the average probability of dirty page for the number “c”. Both number “a” and “c” 
are calculated by the Gilbert-Elliot model. Finally, the table will come out an 
expected value E(N+1)th for the best strategy, where E(N+1)th =PMQ. The expected value 
E(N+1)th will be a predicted number for the (N+1)th iteration. 

Using the same way, we could get the expected value as ENth. In (8) below, the 
threshold value is determined as we should go Pre-Copy or go into stop-and-copy 
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phase immediately. Putting expected value with E(N+1)th and ENth from payoff matrix 
will obtain the threshold value. 

Threshold value =| E(N+1)th - ENth | (8)

We set the threshold value as 10%, and start to monitor from U1 which means 
E(N+1)th is from U2. If the threshold value is large than 10%, which means the server 
could go Pre-Copy, however if the threshold value is less than 10%, which means the 
dirty page variation is much lower. That means there is no any contribution for doing 
the Pre-Copy, the server should go into the stop-and-copy phase, rather than spend a 
lot of time on Pre-Copy. It will save totally migration time. 

Table 2. The list of dirty page 

 

Table 3. The average probability of dirty page on U1’s update 

 
 
Following this way to calculate the average probability of dirty page by    Gilbert-

Elliot model for U0 to U10 is shown as table 4. 
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Table 4. The average probability for U0 to U10 

Update U0 U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 

G-E.  90% 10% 10% 0% 0% 18% 0% 0% 18% 0% 0% 

Then using Game Theory model to predict the average probability of dirty page by 
every iterations. The table 5 is just a payoff matrix for predicting average probability 
on U2.  The number “c” is a number for average probability on U1 as 10%. The 
number “b” is a number for the average probability on U0 as 90%. 

Table 5. The payoff matrix of 2nd iteration 

U0 
U1 

Pre-Copy Non Pre-Copy 

Pre-Copy 1 b (90%) 

Non Pre-Copy c (10%) 1 

 
If competitor’s strategy is first column, the expected payoff is 

E1st = (1)p + (0.1) (1-p) = 0.9p + 0.1 (9)

If competitor’s strategy is second column, the expected payoff is 

E1st = (0.9) p + (1) (1-p) = -0.1p + 1  (10)

To solve (9) and (10) 

0.9p + 0.1 = -0.1p + 1 

p = 0.9 
So the best strategy for U1 is 

P = [ ]1.09.0  

The best strategy for U0 is 

Q = 







− q

q

1
 = 








9.0

1.0
 

At last, the expected value in this game is calculated as follows: 

E2nd = PMQ = [ ]1.09.0  







11.0

9.01
 








9.0

1.0
 = 0.91 = 91% 

4 Results and Analysis 

Following the way in previous section, we used Game Theory model to simulate the 
situation with locality. 
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4.1 The Predicted Probability of Locality State 

Table 6. The locality state 

 
 

Using Gilbert-Elliot model to calculate the rate of dirty page for all iterations is 
shown as the table 7. 

Table 7. The rate calculation of locality state 

Update U0 U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 

G-E  90% 10% 10% 10% 10% 0% 10% 10% 90% 0% 0% 

 
Then to calculate the predicted value by Game Theory model for the (N+1)th 

iteration from U1 to U10 as table 8. 

Table 8. The rate calculation by game theory model. 

Update U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 

Game Theory 91% 91% 55% 55% 55% 53% 53% 55% 91% 91% 

 
The simulation result is showed as figure 4. We could predict the 3rd iteration is 

55% through Game Theory model, and the 4th predicted iteration is 55% as well. The 
threshold value is 55%- 55% = 0%. So we can consider going into the stop-and-copy 
phase at 3rd iteration. 



The Study of Using Game Theory for Live Migration Prediction over Cloud Computing 425 

 

 

Fig. 4. The simulation result of locality state 

5 Conclusions 

Based on the simulation results, using Game Theory model to predict average 
probability of dirty page for all iterations will be better than only using Gilbert-Elliot 
model. When the threshold value is less than 10%, the Pre-Copy will not reduce the 
total migration time. It will be better to go into the stop-and-copy phase immediately. 
The unnecessary iteration can be saved. 
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Abstract. In the world of today, the mobile device technologies are advancing 
with each passing day, the humans use them to watch videos and deal business 
anywhere. However, to support the huge stream so that the bandwidth will face 
enormous challenges. Because such technology is easy to lead the network 
congestion and longer waiting time. In this paper, we use the front camera of a 
mobile device to track user's viewing angle then to calculate the current the 3D 
stream of current needs then find the most suitable peer for source supplying. 
This way is consider to the maximum available upload bandwidth to chosen 
supply partners to relieve the network additional burden.  

Keywords: P2P, 3D video, gaze tracking. 

1 Introduction 

In recent years, the related applications of P2P (Peer-to-Peer) system have has a lot of 
success stories [9]. Since each P2P user can simultaneously serve as P2P provider and 
receiver, so it also reduce the data acquisition time thus reduce network congestion and 
reduce maintenance cost from ISP (Internet Service Provider). Such observation shows 
that the P2P system has more advantages than the Client-Server architecture that 
include the more improvement of scalability, low latency and low cost. 

At present, more and more humans are start to follow with interest the 3D 
technology since it presents a more realistic scenes than the 2D video thus allowing 
users to get the better viewing quality. The 3D somatosensory game, 3D TV and 3D 
smart phones are indeed reflecting the demand of the 3D technologies. 

Streaming technology is very suitable for the P2P applications that use distributed 
transmission to relieve the 3D stream traffic. The humans can share information by the 
mobile devices with each other thus decreasing the downloading burden from stream 
server to the users thus reducing the playback delay and interruption. However, for 
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mobile devices, the video streaming occupied bandwidth is still a heavy burden 
especially 3D streaming, which will take up twice the theoretical bandwidth, 
computing resources. 

We investigated a lot of literatures about 3D streaming. We found that the 
considerations of current mechanism are only simple focus on the factors influence of 
network environment. We observed that the humans using mobile devices to watch 
video in different habits, and the use of mobile devices to watch video usually with 
fixed viewing angle since not everyone likes the same posture. Therefore, we boldly 
hypothesize that since some particular sub-streams may unable enter the eyes 
successfully, and such sub-streams are superfluous we can delete safely. If this 
assumption is correct, we should be used the routing approach to reduce the network 
traffic. In this paper, we must detect the user's perspective viz the front camera of 
mobile devices. Then devices will calculate the viewing angle and distance between 
the screen and user by the results from the front camera of mobile device. The second 
needed calculation is the quantity of right flow and left flow which are users be able to 
see. Finally, we proposed GSR (Greedy-based Streaming Reduction) algorithm to 
discover the routing path and find out the suitable 3D streaming source node. 

This paper is organized as follows: In section 2, we introduce relevant research on 
eye tracking and P2P 3D streaming. In section 3, we use linear programming to define 
our traffic reduction problem.  In section 4, we introduce our proposed GSR 
algorithm in detail. Section 5 is the simulation results. Finally we will summarize the 
contribution of this paper, and simply distribute the future works. 

2 Related Work 

Some eye tracking studies have been proposed [1][2][3]. W. Waizenegger et al. are 
focus on the real-time business video conferencing. They use the front camera to tracks 
the viewer's eyes perspective that be presented eyes perspective correctly in the case of 
continuous movement. It can makes perfect connectivity between participants in 3D 
video conferencing [1]. In order to estimate gaze direction, Reale, M. et al. mapping 
the two iris centers and iris contour of the eyes 3D sphere so that the human eye can be 
clearly estimate the line of sight. . In this work, the authors prove that using a mobile 
device's front camera for face recognition and gaze estimation are feasible [2]. We will 
use above works to find the central point of eyes and the pupil position, then we can 
found the user's viewing angle thus to calculate the quantity of needed left and right 
stream respectively. Our goal is that we want to reduce the computational complexity 
of mobile devices to reduce the network burden. 

Many recent studies have been dedicated to P2P 3D streaming to find available 
supply node [4][5][6][7]. And they have proved their methods able to increase the 
transmission performance. They also using AoI (Area of Interest) to avoid 
unnecessary message transmission based on the position message detection 
mechanism, that the main aims is to provide the needed information more quickly 
thus to minimize network bandwidth consumption and avoid the flooding problem of 
network congestion. However, due to the AoI's restrictions are easy to make a 
substantial reduction in the scope of the search to limit the scope of exploration. From 
the above related works, we can learned that the biggest challenge in finding suppliers 
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node of P2P 3D streaming is how to find out the correct contents on mobile devices 
and any nodes with the largest available upload bandwidth. Therefore, we will take a 
selection of the maximum bandwidth to achieve their goals. 

3 Problem Definition 

Our environment is built on the unstructured P2P networks. Any mobile devices of the 
network are regard as the peers, and they have the ability to store and forward the 
video stream. We assume the 3D video files are distributed to some peers randomly. 
Fig. 1 shows the overall architecture diagram. We can see that when the user starts the 
selected 3D video content via mobile devices, the mobile device’s front camera will 
start to detect the human's face and eye model in a limited wide-angle range. Next, the 
periodic task is to find the user's perspective, then to consider the relationship between 
the user's angle and distance. 

 

Fig. 1. Architecture of P2P environment 

If calculated out the correct message of the angle of views, then to convert them into 
the quantity of needed left and right stream. Finally, we want to find out the suitable 
supply nodes and complete a thrifty routing protocol. In simple terms, the original 
routing problem will divided into two sub-problems according to the different needed 
quantity of both eyes stream. Furthermore, two sub-problems may affects with each 
other. Hence, the problem will become more difficulty due to the interaction of 
different requirements. Our ultimate goal is to maximize available bandwidth size of 
the overall network as shown in Table 1.  

At here, we define the available upload bandwidth of the candidate nodes and relay 
nodes to find out the source nodes that meets be consumed the bandwidth of left flow 
and right flow. Next, we subject to  less than . Namely, we wanted to find out 
the candidate nodes with video content from all nodes of P2P network. And the 
quantity of streaming of candidate nodes will greater than 0% that represent each 
candidate nodes has different quantity of streaming in the same video content. 

4 Proposed Mechanisms 

4.1 Views Detection 

The front camera usually set above the screen. Then we detect the position of the user's 
face and eyes. If the eyes cannot be found, then redetect human face again. Next, we 
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estimate the iris position to find the user's line of sight thus be able to calculate the 
current viewing angle and viewing distance. If views angle calculation in error, it will 
return to iris detection, and calculate the correct viewing angle again. The results will 
convert into the quantity of needed stream then put this result to GSR. Then we can 
find out most suitable source node for forwarding. Details as Fig.2. 

Table 1. Symbol defnitions and ILP 

: Number of peer in P2P system, ∀p=1,2,…,P. 

: Number of peer has the required stream content, ∀i=1,2,…,j. 
CL: List of peer has the required stream content.  

: Right stream flow of . 
: Left stream flow of . : Available upload bandwidth of . 
: Available upload bandwidth of  needed. 
: Available upload bandwidth of  needed. 
: Available upload bandwidth of relay node. 

Maximize 

 

Subject to 
 , ∀  V , V 0 , ∀  

 

Fig. 2. Detection views process 
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When the eyeball and the pupil center is calculated, we can use line of sight to find 
out the user viewing angle and start to calculate current views of the user. We consider 
that the viewing angle and distance of the user will affect the quality of viewing. 
Therefore, we must to analyze the relationship between distance and angle of the 
viewing: =  , (1)

The above formula can be proved in Fig. 3. If the viewing distance h is increased 
from  to  then viewing angle θ is reduced from  to , In other words, the 
shorter distance between the user and screen, front camera to detect the greater viewing 
angle, otherwise, the longer distance the screen, front camera to detect smaller the 
viewing angle. 

 

Fig. 3. Users viewing screen of mobile devices 

When a user with too long or too short visible range of the distance and deviation 
left or deviation right to watch 3D videos, that will causing blurred pictures because 
the deviation focal length of the eyes, it must first determine the distance before the 
viewing angle calculation and the exclude some case such as that it cannot get the left 
and right eyes sight and the clear image of showing circumstances: 1) Some one or 
both eyes pupil over wide angle range of front camera in the image area. 2) Focal 
length of the user's line of sight beyond the screen. When these situations occur will 
cause the camera cannot correctly determine the line of sight and video stream of 
required to rendering, so these cases should be excluded from the above two 
conditions before detect. 

 

Fig. 4. Detection views process 
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In the angle detection work, we will divide the plane of the screen into 90 degrees 
for left and right, respectively. It represents that the users possible viewing area. The 
plus sign (+) denote that the user of mobile devices to watch on the left side. The 
negative sign (-) denote users of mobile devices to watch on the right side. If users with 
optimum angle equal to 0 (θ = 0) to watch the screen as shown in Fig. 4, we can get the 
initial distance d [8] that will be able to obtain the trigonometric formulas to estimate 
the angle and distance: =  , (2)

θ' and d' are respectively represents that the viewing angle and distance of the user 
movement. In order to express the interaction of every metric, we make a 
normalization of viewing angle and distance: −  , (3)

The α and β denote the angle ratio and the distance ratio of impact. They may not 
same, because their setting may different according to the different devices type. If = 1 denote the user watching the screen based on optimum angle that can 

experience the highest quality of 3D video. Otherwise, = 0 represents the 

user has the worst angle (θ = 90 °) so that the screen cannot be watched. And  
approaches 1 represents that the resolution of screen is blurring. Otherwise, if this 
value approaches 0 denote that the video quality is better. Note that since the user's 
viewing distance is unlimited, so user may in a overlong distance which is greater than 
the optimum distance D.  According to this consideration, this case will let this value 
as 1. 

We will analyze to the proportion of left and right eye views thus to obtain 
percentage of binocular streams: = − 100% , (4)

= − 100% , (5)= | | denotes the user watching with different directions, The following equation 

shows that a boundary with mean that θ=90° divided into left and right line of sight: = 0,0,  , (6)

 and  represent left and right eyes viewing quality of the user. We firstly consider 
the percentage of the current views, and then calculate the proportion of distance 
between eyes and the screen. The vary in distance will lead views quality decreasing, 
so it is necessary to balance the relationship of a variable, then subtracting the 
proportion of perspective and distance to get the left and right ideal streams which are 
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limited to the user's current views quality. According to this method, we can reduce the 
traffic load to avoid the additional bandwidth consumption. 

4.2 Greedy-Based Streaming Reduction 

When we get  and , we can obtain the percentage of stream of video content 
which is user needed to watch . Putting these results to GSR (Greedy-based Streaming 
Reduction) algorithm then it starts to look for a suitable supply source. We pick out a 
candidate node which has suitable steam flow. Next, we consider to its available 
upload bandwidth. And we will select one which has the higher the priority. 

Table 2 is GSR algorithm process, the requester first sends the flooding to obtain 
coordinates of , and set TTL (Time To Live) less than 5 that to avoid the messages 
are passed between nodes unlimitedly. When a node received the query packet, it will 
check the own local directly or cache directly whether have available content. If nodes 
have, return packet and start to download. If nodes haven't, they will continue to look 
for available videos content from neighbor list. 

Table 2. GSR algorithm 

Input:    
Output: supply partner of maximize bandwidth 
 
1. flooding neighbor and return  
2. find all neighbors of   
3. broadcast ,   
4.  if V  or V  then 
5.     return line 2 else 
6.     if  and  then 
7.         return line 2 else 
8.         join to CL 
9.     end if 
10. end if 
11.  if y 1 
12.     if    
13.         choose neighbor with  bigger then  or  
14.     end if 
15. choose max(b ) ,max(b ) to be supply partner 
16. end if 

 
Before the source node transmitting streaming, it first checking to the original path 

through the relay node, and the available upload bandwidth is lower than the source 
node. If the bandwidth of relay node is lower than bandwidth of source node then 
source node will return the streams. There is no sufficient upload bandwidth to support 
such stream, and it may cause transmission rate reducing even increasing the 
probability of packet loss. So the source node will finding out the relay nodes with 
available upload bandwidth greater than needed bandwidth of  or  from 
neighbor list of relay node, then to continue transmitting the stream so that such 
principle of greedy recursive execution will get maximum residual bandwidth for the 
overall network. 
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5 Simulation Results 

We design a simulation scenario to highlight the advantages of viewing angle detection 
with GSR algorithm. We set 50 nodes randomly distributed in P2P network. Each node 
randomly assigned 3D stream data, as well as the available upload bandwidth from 
0.5Mbps to 1.5Mbps. Our method GSR compared with original method and observed 
the quantity of streaming, the quality of the user's viewing, and the network load 
balancing. 

 

 

Fig. 5. Users viewing quantity of stream 

Fig. 5 shows that the users viewing quantity of left stream and right stream in a 
case of user to see a video stream. ‘Needed’ represents that the low bound of required 
resource. We can see the line of resource consumption of Original is the highest. 
Because Original not used front camera to analyzing current quantity of required 
stream to rendering, so always maintain 100% of flow with maximum resource. GSR 
can determines Need with minimum resource and found the source node meet quantity 
of required stream. 

Fig. 6 represents that the size of left stream and right stream of supplier partners 
have available upload bandwidth. Original’s available upload bandwidth almost less 
than GSR, because it was not selected the largest of available upload bandwidth for the 
overall network nodes. When the supply partners be selected and start streaming, if  
the current available upload bandwidth of supply partners is not sufficient to support 
the bandwidth of needed  streaming, it would seriously affect the quality of the user's 
viewing. Although the available upload bandwidth of supply partner by GSR less than 
the Original for right stream in unit time 1, but the impact is not great for the overall 
stream.  

When the available upload bandwidth of GSR is larger the Original's will increase 
upload bandwidth of remaining after the stream transmitting. It will significantly 
reduce the probability of the node be paralyzed and increase the efficiency of overall 
network. 
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Fig. 6. Average available upload bandwidth of supply partners 

Fig. 7 shows that the loading of P2P overall network. We can see the loading of 
GSR lower than Original because the quantity of needed streams is reduced that leads 
to the source nodes bandwidth consumption relative to be reduced, and improve overall 
network load. 

 

Fig. 7. Network Load Balance 

6 Conclusions and Future Works 

Due to the side-by-side 3D may encounter the blurred images cause from the extreme 
viewing angle and extreme distance. So we use sight technology of the front camera 
tracking line  that can calculated the viewing angle and distance to changed quantity 
of streaming  without affecting the quality of the user viewing. In this way, we can 
reduce unnecessary traffic thus to avoid additional network burden. The simulation 
results illustrate that GSR can reduce quantity of streaming effectively, because the 
worst case of this study is just a subset of the old method. As long as the user viewing 
angle is not perpendicular to screen and the quantity of streaming achieves conditions 
of the quality of user needs so that the redundant stream will be deleted.  
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In our future works, we will express a more realistic scenario thus design a more 
objective mechanism with multi-objective direction. For example, both of the mobility, 
interference, electricity and security can effects the entire situation.   Therefore, to 
solve these issues are the important efforts. 

 

Acknowledgments. This research was partly funded by the National Science Council 
of the R.O.C. under grants NSC 101-2221-E-197-008-MY. 

References 

1. Waizenegger, W., Atzpadin, N., Schreer, O., Feldmann, I., Eisert, P.: Model based 3D gaze 
estimation for provision of virtual eye contact. In: 2012 19th IEEE International Conference 
on Image Processing (ICIP), September 30-October 3, pp. 1973–1976 (2012) 

2. Reale, M., Hung, T., Yin, L.: Viewing direction estimation based on 3D eyeball 
construction for HRI. In: 2010 IEEE Computer Society Conference on Computer Vision 
and Pattern Recognition Workshops (CVPRW), June 13-18, pp. 24–31 (2010) 

3. Hu, P., Shen, G., Li, L., Lu, D.: ViRi: view it right. In: 2013 ACM MobiSys 2013, 
Proceeding of the 11th Annual International Conference on Mobile Systems, Applications, 
and Services, pp. 277–290 (2013) 

4. Hu, S.-Y., Huang, T.-H., Chang, S.-C., Sung, W.-L., Jiang, J.-R., Chen, B.-Y.: FLoD: A 
Framework for Peer-to-Peer 3D Streaming. In: IEEE INFOCOM 2008, The 27th 
Conference on Computer Communications, pp. 13–18 (April 2008) 

5. Maamar, H.R., Alonso, G.R., Boukerche, A., Petriu, E.: Energy-aware analysis for 
supplying partner selection in mobile P2P 3D streaming. In: 2011 IEEE Symposium on 
Computers and Communications (ISCC), June 28-July 1, pp. 74–79 (2011) 

6. Maamar, H.R., Pazzi, R.W., Boukerche, A., Petriu, E.: A supplying partner strategy for 
mobile networks-based 3D streaming - proof of concept. In: 2010 IEEE International 
Symposium on Parallel & Distributed Processing, Workshops and Phd Forum (IPDPSW), 
April 19-23, pp. 1–6 (2010) 

7. Chien, C.-H., Hu, S.-Y., Jiang, J.-R.: Bandwidth-aware Peer-to-Peer 3D streaming. In: 2009 
8th Annual Workshop on Network and Systems Support for Games (NetGames), November 
23-24, pp. 1–6 (2009) 

8. Rahman, K.A., Hossain, M.S., Bhuiyan, M.A., Zhang, T., Hasanuzzaman, M., Ueno, H.: 
Person to Camera Distance Measurement Based on Eye-Distance. In: 2009 Third 
International Conference on Multimedia and Ubiquitous Engineering, June 4-6, pp. 137–
141 (2009) 

9. Lai, C.-F., Huang, Y.-M., Chao, H.-C.: DLNA-Based Multimedia Sharing System for OSGI 
Framework With Extension to P2P Network. IEEE Systems Journal 4(2), 262–270 (2010) 



 

J.-S. Pan et al. (eds.), Intelligent Data Analysis and Its Applications, Volume 2, 
Advances in Intelligent Systems and Computing 298,  

437

DOI: 10.1007/978-3-319-07773-4_43, © Springer International Publishing Switzerland 2014 
 

A SIP/IMS Platform for Internet of Things  
in WLAN-3GPP Integration Networks 

Whai-En Chen and Shih-Yuan Cheng 

Department of Computer Science and Information Engineering,  
National Ilan University, I-Lan, Taiwan 

wechen@niu.edu.tw 

Abstract. With the growth of internet access technologies, sensors/machines 
performing environment sensing and control can connect to Internet anytime 
and anywhere. However, there is no framework for users to integrate the sen-
sors/machines and the server. The IP Multimedia Subsystem (IMS) based on 
Session Initiation Protocol (SIP) and all-IP architecture has been proposed as a 
common platform for Next Generation Network (NGN). This paper proposes a 
SIP/IMS platform for Internet of Things (IoT) in WLAN-3GPP integrated net-
works. This IMS platform includes Instant Message and Presence Service 
(IMPS) application servers (ASs). The Call Session Control Functions 
(CSCFs) perform the session setup and termination for a long-term communica-
tions. The IMPS ASs handles message exchange for short-term communica-
tions. Finally, this paper analyzes the efficiency of difference query/report  
methods and gives a conclusion. 

Keywords: Call Session Control Functions (CSCFs), Internet of Things (IoT), 
Instant Message (IM), IP Multimedia Subsystem (IMS), Session Initiation Pro-
tocol (SIP), Presence Service (PS). 

1 Introduction 

With growth of Internet, the Internet of Things (IoT) [1] has been rapidly and widely 
developed. However, there is no standard framework for integrating the IoT devices 
and server. The Session Initiation Protocol (SIP) [6] and IP Multimedia Subsystem 
(IMS) [4] are two standards for the all-IP Next-Generation Network (NGN). In this 
paper, based on SIP and IMS, we propose an integrated platform referred to as 
SIP/IMS platform for supporting large number of IoT devices in Wireless LAN-3GPP 
integrated networks. The SIP/IMS platform provides several useful functions such as 
registration function, transmission function and notification function. With these func-
tions, the IoT devices can easily interact with the IoT server and the subscribers effec-
tively retrieve the IoT information from the IoT server. The proposed SIP/IMS  
platform is shown in Fig. 1 and elaborated as follows. 
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Fig. 1. The proposed SIP/IMS Platform for IoT 

This platform consists of four layers that are service layer, the IMS layer, the Core 
Network (CN) and Radio Access Network (RAN) layer of the 3rd Generation Part-
nership Project (3GPP) Long Term Evolution (LTE) and the device layer. In the ser-
vice layer, IoT server provides application and service functions to users (i.e., device). 
The IMS layer is an overlay network based on the all-IP architecture of the 3GPP CN. 
The CN and RAN layer provides the packet transmission functions between the server 
and the device. The device layer consists of the IoT devices and the gateway. The 
components are elaborated as follows. 

1.1 The IMS Layer 

IMS layer contains Call Session Control Functions (CSCFs), Home Subscriber Server 
(HSS), Domain Name Service (DNS), and Application Servers (ASs). 

The major functions in the proposed architecture are CSCFs. A CSCF can be a 
Proxy-CSCF (P-CSCF), an Interrogating-CSCF (I-CSCF), or a Serving-CSCF (S-
CSCF). The CSCFs forward the SIP messages to establish the session, terminate the 
session and trigger the appropriate AS. In this paper, we employ two ASs that are the 
Instant Message (IM) AS [6] and the Presence Service (PS) AS [2][3]. The IM AS 
processes the instant messages between IoT server and device. The instant messages 
carry the commands from the IoT server to the IoT device and the reports from the IoT 
device to the IoT server. The PS AS handles the subscriptions from the IoT server and 
notifies the status to the IoT server. With the PS AS, the IoT device can save lots of 
energy. The IoT device sends a report once and the PS AS stores the report in its sto-
rage. Upon receipt of the subscription, the PS AS can retrieve the report from its storage 
without query the IoT device again. The detail message flows will be elaborated later. 
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1.2 The CN and RAN Layer 

The environment in this paper includes a Wireless Local Area Network (WLAN) and 
a 3GPP mobile network. The WLAN Access Point (AP) connects to the mobile opera-
tor’s core network through the evolved Packet Data Gateway (ePDG), which handles 
the secure access for WLAN. Similarly, the Serving Gateway (S-GW) is the anchor 
point for the data forwarding between the eNB (evolved NodeB) and the Home eNB 
(HeNB). Based on 3GPP 23.888 [5], the IP addresses of the IoT devices can be as-
signed by different ways. In this paper, we assume that the IP addresses are assigned 
by the Packet Data Network Gateway (P-GW). 

1.3 The Device Layer 

There are two types of IoT device. The first type (i.e., Type-1) device equipped with 
larger computing resources (e.g., CPU and memory). Type-1 device utilizes IP to 
connect to the IoT server through the 802.11 or LTE interface. The second type (i.e., 
Type-2) device equips with Zigbee or Bluetooth interface and does not have IP proto-
col. The type-2 device can upload their data to the IoT server through the assistance 
of the IoT Gateway. The IoT Gateway is a device with powerful resources (e.g., CPU 
and more memory). The IoT Gateway collects the data from the IoT devices and then 
transmits the data to the IoT server. In the proposed platform, the Type-1 device and 
IoT Gateway play the role as the SIP User Agents (UAs). 

1.4 SIP Interfaces 

The SIP interfaces are illustrated in Fig. 2. The CSCFs inter-connect with the IoT 
server, IMPS ASs, the type-1 device and the IoT gateway through SIP interfaces. For 
the long-term communications (e.g., video streaming), the SIP INVITE transaction 
is used to establish the Real-time Transport Protocol (RTP) session, and the BYE 
transaction is used to terminate the RTP session.  

 

Fig. 2. SIP Interfaces between SIP Components 
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For the short-term communication (e.g., messaging), the instant messages utilize 
the SIP MESSAGE message to deliver the command and the report. In addition, The 
IoT subscribers can retrieve the information from the IoT server through the SIP 
MESSAGE message and SIP SUBSCRIBE message. When the SUBSCRIBE mes-
sage is used and the status is changed, the IoT server will actively send the report to 
the subscriber through SIP NOTIFY message. 

Note that the interface between the IoT application and IoT server is using SIP. It 
can also deploy other Application Programming Interface (API), which is not defined 
in this paper. 

This rest of the paper is organized as follows. Section 2 presents the IoT functions 
including the registration function, the transmission function for streaming data, the 
transmission function for short request/report and the notification function. Section 3 
analyzes the efficiency of different query methods. Finally, the conclusion is given in 
section 5.  

2 IoT Functions 

In this section, we utilize several message flows as examples to present the IoT func-
tions provided by the proposed SIP/IMS platform. 

2.1 Naming and Registration 

The form of the SIP Uniform Resource Identifier (URI) for identifying the IoT device 
is defined as <device_name>@<server_name>. Both the IoT server and the IoT 
device should register to the CSCFs with the SIP URIs and their IP addresses. Fig. 3 
shows the IoT device (video camera) and the IoT server registers to the CSCFs. 

 

Fig. 3. SIP Registration Flow 

After the registration, the CSCFs obtain the URI-to-IP mappings of the IoT device 
and the IoT server. 
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2.2 Streaming Data Transmission 

Assume that the IoT device attempts to utilize the RTP to send the streaming video to 
the IoT server. The IoT device should use SIP INVITE transaction to establish an 
RTP session. The message flow is demonstrated in Fig. 4 and the detail steps are ela-
borated as follows. 

IoT Server CSCFs IoT Device (video 
camera)

1. INVITE
2. Reserve Initial Resource

3. INVITE

4. 200 OK
5. Confirm Resource

6. 200 OK
7. ACK8. ACK

9. Video Stream

 

Fig. 4. Video Stream Establishment Flow 

Step 1. To create a session, the IoT device sends an INVITE message to the IoT 
server. The INVITE message includes the QoS requirements in the Session 
Description Protocol (SDP). The INVITE message is sent to the CSCFs. 

Step 2. Upon receipt the INVITE message, the CSCFs retrieve the QoS requirements 
from the SIP header fields and SDP fields.  

Step 3. The CSCFs then perform the initial resource reservation and forward the 
INVITE message to the IoT server. 

Step 4. The IoT server replies a 200 OK message to confirm the IP address and port 
number for receiving the video stream. 

Step 5. Upon receipt of the 200 OK message, the CSCFs confirm the reserved re-
source. 

Step 6. ~ Step 8. The CSCFs forward the 200 OK message to the IoT device, and the 
IoT device replies an ACK message to the server through the CSCFs. 

Step 9. The RTP session is established and the IoT device starts to send the video 
stream to the IoT server. 

1. Note that through the above steps, the session for the video stream is set up and the 
resource is reserved. 

2.3 Short Message Transmission 

The session created by the SIP INVITE transaction is suitable for the long-term 
communication. However, there are many IoT devices such as light and thermometer, 
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which transmit, or receive short messages only. For such devices, to set up a session 
is not effective. Therefore, we utilize instant messages to transmit this kind of data. 
Specifically, the SIP MESSAGE message is used in this case. Fig. 5 demonstrates an 
example for transmitting the request (Case A) and the report (Case B). 

IoT Server CSCFs IM AS IoT Device (light, 
thermometer)

1.
MESSAGE light@IM

<state=on>

2. 200 OK
2. 200 OK

2. 200 OK

The light is 
turned on.

3.
MESSAGE server@IM

<State=22oC>

200 OK
200 OK

4. 200 OK

B.
Report

A.
Request

 

Fig. 5. Request and Report Message Flow 

Case A. IoT server turns on the light. 

Step 1. The IoT server sends a MESSAGE to the IoT device (i.e., a light) with the 
command <state=on> stored in the SIP message body. 

Step 2. Upon receipt the command, the light is turned on and the IoT device replies a 
200 OK message to the server. 

Case B. The Thermometer reports its status. 

Step 1. In this case, the IoT device equips a thermometer and reports the status to the 
server. The device sends a MESSAGE with the report <state=22oC> to the 
server. 

Step 2. Upon receipt the message, the server stores the record and replies a 200 OK 
message. 

Note that in Case B, the IoT device communicates with the IoT server directly.  

2.4 The Subscription and Notification Functions 

The user (i.e., subscriber) can retrieves the information of the IoT devices from the 
IoT server. In the SIP/IMS platform, we provide two ways to retrieve the information. 
The subscriber can utilize the MESSAGE to query the IoT server, or the subscriber 
can utilize SUBSCRIBE and NOTIFY to subscribe the information. The 
SUBSCRIBE/ NOTIFY example shown in Fig. 6 is described as follows. 
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Fig. 6. Subscription and Notification Flow 

Step 1. The IoT subscriber requests the status of the IoT device to the IoT server. 
Step 2. Upon receipt the SUBSCRIBE message, the IoT server checks the rule to see 

whether the subscription can be accepted.  
Step 3. The IoT server replies a 202 Accept message to IoT server with the <Sta-

tus=on>. 
Step 4. The IoT device reports its status by using the SIP MESSAGE message with 

the <state=off>. The MESSAGE message is sent to the IoT server.  
Step 5. The IoT server stores the status and replies a 200 OK message. 
Step 6. The IoT server finds the status of the IoT device is changed. The IoT server 

will check its storage to find the subscribers of this record. 
Step 7. ~ Steps 8. The IoT server sends the notification to the IoT server actively by 

using SIP NOTIFY message. 

In this design, the IoT device can report to the IoT server, and the IoT server can 
duplicate and dispatch the report to multiple subscribers. In addition, the subscriber 
can set the notification conditions or rules in the SUBSCRIBE messages. The notifi-
cations are sent to the subscriber only when the conditions/rules are matched. 

3 Efficiency of Query/Report 

Based on the description in Section 2, the subscriber can initialize the query by using 
MESSAGE method or subscribe the event through SUBSCRIBE/NOTIFY method. 
In this section, we attempt to conduct the analytic models to analyze the query and 
report activities. Since the IoT server will actively inform the subscriber in the 
SUBSCRIBE/NOTIFY method (i.e., the efficiency is 100%), this section only ana-
lyzes the MESSAGE method. Fig. 7 shows the timing diagram example for the report 
and query activities on an IoT server. At the time , , and , the IoT device issues 
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report requests to the IoT server since the IoT device detects the state change or the 
timer expires. The inter-report intervals − , − , etc., are denoted by a ran-
dom variable . In this figure, subscriber’s queries are performed at  and , where 
the query interval is represented by a random variable . 

 

Fig. 7. Timing diagram for report and querying 

The interval  between a query and the next report (e.g., − ) is the excess life 
of the inter-report interval. At a report, the IoT server stores the IoT information into 
its database. At a query, the IoT server retrieves the information and sends it to the 
subscriber. Let  be the probability that the report record is successfully retrieved by 
a query, then 

 = Pr  . 

Note that the higher 
 

 value means that the query is more effective. Usually, the 
“fixed query” and “exponential query” intervals are considered in the analytic model 
[8]. The “fixed query” means that the subscriber performs queries with a fixed inter-
val 1/ . In the “exponential query”, the inter-query interval follows the exponential 
distribution with mean 1/ . Assume that the inter-report intervals  follow an ex-
ponential distribution with mean 1/ . In other words, the report process creates a 
Poisson process. That is, for an arbitrary time interval T, the number X of reports 
occurring in this period has a Poisson distribution [7]. That is 

 Pr = , = =  ( )!  (1) 

and 

 Pr  =  1 − Pr = 0, = . (2) 

From (2), the probability  for fixed query is presented as 

 = 1 −  . (3) 

Similarly, the probability  for exponential query is expressed as 

 = 1 −  =   . (4) 

Fig. 8 plots  for “fixed query” and “exponential query” based on (3) and (4).  
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Fig. 8. Comparing fixed and exponential query. 

The figure indicates that  for fixed query is larger than that for exponential 
query. That is the fixed query is more effective than the exponential query. In the rest 
of this paper, we only consider the exponential query to further study the report activi-
ty. General conclusions drawn from this paper also apply to fixed query. Consider the 
inter-report interval random variable  with mean 1/ , density function ( ), and 
Laplace transform ( ). The excess life  has a distribution function ( ), density 
function ( ), and Laplace transform ( ). Since exponential query is a Poisson 
process,  in Fig. 7 is a random observer of the  intervals. From the excess life 
theorem [7] 

 γ (s) =  1 − ( ) . (5) 

Based on (5), we derive  as 

 = Pr   

 =  γ ( )  

 =  

 = ( )
 

 = 1 − ( ) . (6) 

Assume that  is a Gamma random variable with mean 1/ , variance V , and Lap-
lace transform 

 ( ) =  . (7) 
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Based on (7), (6) is rewritten as 

 =  1 − . (8) 

We can verify (8) by setting  . When  is exponentially distributed (i.e., = 1/ ), (8) is rewritten as = /(   ). The result of (8) is the same as (4). 
Fig. 9 plots  for Gamma inter-report intervals with different variance values. The 

figure indicates that  decreases as the variance  increases. In other words, when 
the report activities become more irregular (i.e.,  is larger), the queries with more 
than one reports and more queries without any report are observed. Therefore, lower  is observed. Then, the query efficiency is worse when the report activities become 
more irregular. 

Fig. 9. Effects of the variance of the inter-report intervals on . 

4 Conclusion 

In this paper, a SIP/IMS platform is proposed to support Internet of Things in WLAN-
3GPP integrated networks. The SIP/IMS platform provides the naming of SIP URI for 
various IoT devices, flexible communication types (i.e., long-term and short-term 
communications), and query/report methods for the IoT subscribers. After the IoT 
functions are elaborated, we conduct the analytic models to analyze the efficiency of 
the query/report methods. Our study indicates that the fixed query outperforms the 
exponential query and the efficiency decreases as the variance of the report increases. 
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Abstract. Wireless Sensor Networks (WSNs) have been developed for 
collecting and monitoring environmental data over the years. Recently, based 
on the idea of WSN, researchers have begun to monitor the human or animal 
body by placing sensor nodes on the skin or inside the body. The wearable relay 
nodes then collect biosignals from the sensor nodes and send the collected data 
to a sink node for data storage. However, the coverage is a typical problem in 
WSNs, which may not only generate interference but also affect system 
reliability. While dealing with very important bioinformation, supposing the 
system reliability is decreased due to high delay or packet loss, important 
bioinformation might be lost and could be life-threatening when, for example, a 
patient's heart stops beating but medical personnel are not warned. Therefore, 
this paper proposes a non-zero-sum cooperative game model to control the 
transmission power of the system for reducing the interference level between 
simultaneous transmissions and solving contention between different messages. 

Keywords: WSN, WBAN, game theory, global optimization. 

1 Introduction 

Over the past few decades, researchers have been working on the development of 
wireless technologies that started from wireless transmission, Wireless Local Area 
Network (WLAN) that enables users to connect to Access Points (APs) via computers 
or cell phones for wireless data exchange, to Wireless Sensor Network (WSNs), in 
which sensors are densely deployed for data collection and the data collected by the 
wireless gateway are sent to a sink via wireless communication for research purposes. 
In recent years, because of the wide use of medical information, researchers integrated 
the concept of WSN and WLAN and proposed Wireless Body Area Network 
(WBAN). WSN and WBAN operate similarly but the biggest difference is that sensors 
are placed on or implanted inside the human or animal body. Due to the limitations of 
sensor placement, researchers found that sensor material and transmission methods of 
WBAN differ greatly from WSN and WLAN. Therefore, in the WBAN studies, much 
more attention has been paid to the influence of transmission signals on the human 
body. Since WBAN are often used for medical purposes, many researchers also have 
been focusing on issues about interference, latency and power.  
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Fig. 1. Typical WBAN structure 

Fig. 1. shows a typical WBAN structure, in which sensors are deployed in, on or 
around the human body to collect bioinformation, like heartbeat, blood pressure, SpO2 
and so on. Gathered by a wearable network coordinator, the bioinformation is then 
transmitted to the database via Bluetooth or WLAN.  

Table 1. WBAN Specifications 

Attribute Value 
Distance 2 meter standard.  5meter special case 
Start up time < 100 ns 
Network Setup time < 1 sec/device 
Power consumption ~ 1mW / Mbps 
Network density 2-4 Nets / m2

Latency (end to end) 10 ms 

Network size Max: 100 devices / Network 

According to the bioinformation from sensors, the healthcare team or medical 
service team can provide the most appropriate treatment for each patient. When 
emergencies occur, the WBAN system send timely alerts, substantially reducing the 
postponement of hospitalization.  

Table 1.  lists the WBAN specifications. Because current WBAN applications are 
related to medical care and patient monitoring, in case that sensors stop working in 
emergency situations, attention has been paid to several specific issues, including 
power consumption, transmission distance and latency. Basic requirements of a 
WBAN are listed below:  

 High efficiency (Low power consumption) 
 Scalable duty cycle and sensor nodes 
 Strict QoS 
 High transmission reliability 
 Guaranteed low data latency 
 Guaranteed availability of bandwidth 
 Path loss, especially in human body related applications 
 Coexistence with other WBANs 
 Security 
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The rest of this paper is structured as follows. Section II offers an overview of 
related work and the technologies adopted in this paper. Section III described our 
proposed scheme, its operation flow and principles. Section IV provides the simulation 
results to compare our scheme with others. Section 5 concludes this paper and gives 
the future objectives. 

2 Related Work 

Transmission quality and operation time of wireless systems are often affected by 
factors, like interference coverage and contention between transmissions of different 
nodes, especially in wearable and implantable WBANs. As shown in Fig. 2. , T11 and 
T22 refer to normal transmission paths. When T12 and T21 are used for transmission, 
interference and latency problems may occur, affecting the real-time message delivery 
and even delaying the emergency medical treatment. Therefore, latency is a very 
important issue in WBANs for medical purposes.  

 

Fig. 2. Inter-network interference model in WBANs 

Game theory was a branch of applied mathematics but now has been widely used in 
a variety of fields. Game theory is used to analyze the behaviors of rational players in a 
game and predict the strategies they will choose next. Assuming every possible 
situation, each player has various strategies to choose and will receive a payoff 
according to the choice of strategies. Whether a strategy is good or not can be 
determined by the payoff. Rewards are provided for well-behaviored players while 
punishments are imposed on misbehaviored players.  

Games can be classified in many different ways and some of the most common 
examples are listed below:  

 Cooperative and non-cooperative games:  
In a cooperative game, players work together to beat the game and vice versa. 
However, cooperative games are not absolutely beneficial under some special 
conditions. 

 Self-interested and non self-interested games: 
In a self-interested game, players choose selfish strategies. Supposing all 
players choose selfish strategies in the game and no player can receive the 
payoff, this set of strategies is called a Nash equilibrium. 

 Zero-sum and non-zero-sum games:  
When a player's reward is balanced by the losses of the other players, i.e. 
Player A's losses equals to Player B's reward, this is a zero-sum game. 

Usually used for conflict avoidance and strategy-making, Game theory also can 
assess possible strategies to achieve the optimal outcome. For this reason, this paper 
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uses game theory for global optimization in WBAN environment. Some studies have 
been made to solve contention in wireless environments by game theory. In [1], Zhi-mi 
Cheng et al. used the energy consumption and transmission power as parameters, 
controlled the transmission power in simulated cooperative, non-cooperative and grand 
coalition games, and found the optimal way to minimize the interference produced by 
sources and guarantee energy efficiency. Fan-Hsun Tseng et al. [2] observed the duty 
cycle in a WSN and found that sensors generate different power consumption in 
different situations. Motivated by this, a non-zero-sum duty-cycle game was proposed 
to find the most efficient power conservation scheme to achieve the longest network 
lifetime. In [3], Ramtin Kazemi et al. investigated the cross-interference between links 
in different WBANs and proposed a non-cooperative power control game for WBAN. 
Also, an adaptive pricing mechanism was presented to dynamically adjust the tradeoff 
between utility and power consumption based on the channel gains and users’ power 
budget whenever new nodes join the system. The researchers (Weidong Su et al., 2013) 
have also developed a Static Bayesian Game Modeling for quality of service (QoS) 
improvement in overlapped WBAN environment. 

3 Proposed Scheme 

According to the above-mentioned literatures and after the environmental assessment 
process, we found that when multiple WBANs coexist in an area, the nodes in the 
overlapping part may simultaneously exist in several games. As shown in Fig. 3. , the 
nodes in red color in the overlapping area are the players in both Game 1 and 2. Based 
on game theory, the nodes in red color must be considered in Game 1 or 2separately.  

When such a situation occurs, special considerations must be made to global 
optimization. Global optimization means that all nodes must work simultaneously. 
Supposing one of the nodes stops working, it could be life-threatening. For example, 
when the heartbeat sensor stops sending messages because the battery has run down, 
the emergency medical staff will not receive alerts and may lead to delays in the best 
rescue time. 

 

Fig. 3. The nodes in overlapping area 

To achieve global optimization, this paper proposed a non-zero-sum cooperative 
game model, in which nodes within the transmission range can exchange information, 
like residue power or signal strength. After two nodes exchange information, they  
work together as a team and propose the most beneficial strategy to beat the game. As 
displayed in Fig. 4., Node A and B exchange information with each other and choose 
the optimal strategy together to beat Node C. 
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Fig. 4. Proposed cooperative game model 

Fig. 5. shows the process of our proposed game model. In the Initialization stage, 
the system measures the parameters defined in Table 2.  and checks whether the 
values conform to the constraints in the table. If yes, move to the Detection stage. In 
this stage, Node A uses Equation (1) to calculate the interference level ( ), where  denotes the interference parameter of Player i and ( ) denotes the transmission 
power of Player i at time t, which can be measured by instruments.  

According to the calculation results, Node A can judge whether there is a 
neighboring node generating interference or not. Supposing the number of neighboring 
nodes generating interference is zero, it means that Node A is not interfered by other 
nodes currently. If not, we use Equation (2) to calculate the instantaneous channel gain 
between nodes and Equation (3) to calculate the cost needed to reduce the interference, 
where  denotes the upper bound of transmission power consumption,  denotes the 
channel gain of transmission, ( ) denotes the interference at time t and when the cost 
of Player i paying for abating interference is ( ) , and ( )  denotes the 
interference level of the players excluding Player i. The calculation process of the non-
zero-sum game will be discussed next. 

 

Fig. 5. Process of proposed game model 
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( ) = ( ) (1)

( ) − 12 ( ) − ( ) − ( )  (2)

( ) = ( ) = ( ) − ( )  (3)

Table 2. Symbol definitions and ILP ( ) : The transmission power of player i at time t.  

 : The interference parameter of player i. X(t) : The stock of interference in the current network by time t and ( ) be the cost of player i paying for abating interference. 

 : A constant natural decay rate of the interference. ( , , ) : A continuously differentiable function. 

 : The channel gain of transmission. 

Minimize ( ) 

Subject to 0 1, 0 ∞, 

The key elements of the proposed game model include:  

• Players:  
In the proposed game model, each node in the WBAN is a player.  

• Strategies of each player:  
In order to win a game, every player chooses a strategy that gives himself the 
highest payoff. In the proposed game model, the strategy Player i chooses at 
time t, ψ N(t), can be denoted by Equation (4), where WX(N, X, t)  R R 
is a continuable differentiable equation. ( ) = ( , , ) (4)

• The payoff a player receives for playing a particular strategy: 
The payoff means the outcome after Player i chooses a particular strategy, 
usually used to determine whether this is the optimal strategy. In the proposed 
game model, Equation (5) can be used to calculate the payoff Player i receives 
at time t, R (P (t)). ( ( )) = ( ) − 12 ( )  (5)

After some calculations, we use Equation (6) to obtain the optimal result of the 
node, ( ) .  denotes the strategy currently chosen by the player and ( ) denotes the outcome of the game but this does not mean that this node has been 
globally optimized in the system. 
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( ) = (− ) 1 1 − (− )  (6)

Now, we run into the second "whether" in the flowchart. In this paper, we add a RW 
value to judge whether the interference level of nodes is optimized at the end of the 
game and whether the system has reached steady-state. The RW value can be 
calculated by Equation (7). Since the optimization result must be compared with other 
nodes, , ,  and ( ) in the equation refer to a parameter set 
randomly selected from the rest nodes. Using the parameter set for calculation, we can 
find the value of RW. = ( ) − ( )( ) − 12 ( ) − ( ) − ( )( ) − 12 ( )  (7)

Global optimization is not limited in the WBAN where the node is and must be 
compared with other nodes. Therefore, in addition to the parameters of the original 
node, those of neighboring nodes or one random nodes in other WBANs are retrieved 
for calculation. When the RW achieves the optimal value, it means the comparison 
between the node and other nodes are also in the optimal state and the node can be 
judged as a globally optimized node and will not be included as a player in the next 
game.  After playing a game several times, supposing all nodes have been optimized, 
the system reaches the Finish stage in Fig. 5. . If not, the game will be continued until 
all nodes have been globally optimized. 

4 Simulation Analysis 

In this section, we present an example to explain our proposed globally optimized non-
zero-sum cooperative game. 50 source nodes, , , … , are taken into 
consideration to control the transmission power and coordinate with one another's 
interference. In brief, supposing the sensors are the same, according to the definitions 
of parameters  and , the optimal transmission power, the interference signal level 
and interference gain will be inversely proportional to  and . For a clearer 
simulation, the optimal transmission power, the optimal interference signal level, the 
maximum gain and the maximum payoff consider only the influence of  . Table 3.  
lists the simulation parameters and uses MATLAB  2008a to simulate the theoretic 
results of the parameters.  

Table 3. Simulation parameters 

      

5 [0, 0.14] 0.05 0.05 0.02 5 
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4.1 Optimal Transmission Power 

Fig. 6.  depicts the relationship between the interference parameter  and the optimal 
transmission power. The increase of the interference parameter  results in the 
decrease of the transmission power. Equation (5) reveals that the increase of the 
interference parameter  denotes the increase of the interference from other nodes. 
Therefore, the node has to reduce the transmission power to prevent more interference 
and additonal cost. In a cooperative game, the node makes the decision based on the 
strategies of other nodes. 

 

Fig. 6. Optimal transmission power 

4.2 Optimal Trajectory of the Interference Signal Level 

Fig. 7. shows that in a cooperative game, the interference parameter  is inversely 
proportional to the interference signal level. When the interference parameter  
increases, the interference signal level decreases and vice versa. The reason for such a 
phenomenon is the transmission power. The increase of the interference parameter  
denotes the more cross interference between nodes. Thus, the node has to reduce the 
transmission power to solve the problem. However, with the reduction of the 
transmission power, the interference signal level reduces also. 

 

Fig. 7. Optimal trajectory of the interference signal level 

5 Conclusion and Future Objectives 

In this paper, we proposed a non-zero-sum cooperative game model that controls 
power to minimize the interference generated by nodes and guarantee more power 
saved. The simulation results prove that our proposed scheme can reach the balance 
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between interference and energy efficiency. Moreover, our scheme enables the system 
to reach global optimization and steady-state for WBAN that focuses on power-related 
issues. Therefore, the proposed scheme can not only improve transmission reliability 
and node lifetime, but also solve the loss of emergency information transmission. In 
this way, the possibility of postponed hospitalization can be reduced and great 
contributions be made to medical related applications. 

Our future objective is to implement the proposed scheme in real WBAN 
environment and to observe and gather related information for parameters and structure 
adjustment. 
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Abstract. The Graphics Processing Unit (GPU) have been used for
accelerating graphic calculations as well as for developing more general
devices. One of the most used parallel platform is Compute Unified De-
vice Architecture (CUDA). This one allows to implement in parallel mul-
tiple GPU obtaining a high computational performance. Over the last
years, CUDA has been used for the implementation of several parallel
distributed systems. At the end of the 80s, it was introduced a stochas-
tic neural network named Random Neural Networks (RNN). The method
have been successfully used in the Machine Learning community for solv-
ing many learning tasks. In this paper we present the gradient descent
algorithm for the RNN model in CUDA. We evaluate the performance
of the algorithm on two real benchmark problems about energy sources,
and we compare it with the obtained using a classic implementation in
C.

Keywords: Random Neural Network, Parallel Computing, CUDA, Gra-
dient Descent Algorithm.

1 Introduction

The Compute Unified Device Architecture (CUDA) is a parallel computing plat-
form, which uses the Graphics Processing Units (GPUs) for increasing the com-
puting performance. Parallel computing using CUDA has been proven to be an
powerful tool for implementing distributed systems using big data. Recently, this
platform has been used for the implementation of several meta-heuristic and par-
allel bio-inspired systems [1–4]. At the end of the 80s a stochastic connectionist
model called Random Neural Network (RNN) was introduced in the Machine
Learning (ML) community [5]. The model belongs to the domain of Neural Net-
work methods and the Queueing models. In the queueing theory context, the
RNN model is often called G-networks. A RNN is a distributed system where
the nodes exchange positive and negative signals among according to a proba-
bilistic routing. The signals are modeled using Poisson processes. The neurons
are excited receiving signals from their neighborhoods and from outside (the en-
vironment). Each neuron processes the input information using a special counter

J.-S. Pan et al. (eds.), Intelligent Data Analysis and Its Applications, Volume 2, 459
Advances in Intelligent Systems and Computing 298,
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function as its transfer function. A gradient descent (GD) algorithm for RNN
model was introduced by Erol Gelenbe in 1993 [6]. The RNN have been used
with a relative success in supervised learning tasks. Surveys about the model
and their applications are provided in [7, 8]. In this work, we present the GD
algorithm for the RNN model in supervised learning implemented in CUDA. We
test the implementation performance with two kinds of ML problems. The first
one, is a traditional supervised learning task where the data is independent of
the time. We use a data set about energy efficiency in buildings from the UCI
Machine Learning Repository [9, 10]. The second one, is a supervised temporal
learning task, in this case we use a problem about power solar estimation [11].
We compare the performance of the results with an implementation in C. Addi-
tionally, we analyze the impact of the density in the graph of node connections
in the accuracy of the model. We present in this article another GD algorithm
variation, which is called GD with a stochastic weight updating. This consists in
updating each weight according to some probability.

The remainder of this article is organized as follows. In Section 2, we introduce
some related work on parallel computing and CUDA. Section 3 presents the RNN
model. The GD algorithm for RNN is presented in Subsection 3.1. In Section 4,
we describe the methodology used for the parallel computing experiments. Next,
we present the benchmark problems used and the empirical results obtained.
Finally, the last Section concludes the article.

2 Parallel Implementation

In 1965, Gordon Earle Moore published a paper predicting that the number
of transistors packaging in integrated circuits doubles every year [12]. This re-
lationship is often referred as Moore’s law. Even though this assumption was
corrected from a year to 18 months, the growing up number of transistors per
circuit is a trend that has continued for the last 30 years. Nowadays, a com-
mon solution to increase the number of microprocessors is to use graphic cards.
The Graphics Processing Unit (GPU) was originally designed in order to accel-
erate graphic calculations. Although, the community of developers have started
to use GPUs for more general computing devices. In 2006, NVIDIA Corpora-
tion presented the new parallel platform Compute Unified Device Architecture
(CUDA). This platform has been used for the implementation of several types of
Neural Networks, such as Self-Organizing Maps [1], Hpfield Networks [2], Back-
Propagation algorithm for Neural Networks [3] and Fuzzy Neural Networks [4].
The software development kit (SDK) of CUDA includes extensions for C, C++,
Fortran, Python and other languages. This advantage allows for relatively easy
programming without the knowledge of CUDA assembler. The main advantage
of CUDA platform is the low price of devices a high computational performance
with the possibility to compute in a distributed parallel system multiple GPUs.
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3 Description of the Random Neural Network Model

A Random Neural Network is a specific type of spiking neuron network. Each
neuron receives signals from outside and from its neighborhoods. There are two
disjoint types of signals: inhibitory and exhibitory which are also called negative
and positive, respectively. Each neuron has associated an integer variable called
potential. After numbering the neurons in an arbitrary order, let’s denote by Si(t)
the potential of neuron i at time t. When the neuron’s potential is strictly pos-
itive, we say that the neuron is excited or active. Only active neurons can fire
positive and negative signals. The potential of a neuron is increased by 1 when
a positive signal arrive. In the case that a neuron with strictly positive potential
receives a negative signal its potential decreases by 1, another case (potential
equal to 0) its potential remains null. An active neuron i sends signals according
to a Poisson process of rate ri > 0. This parameter is often called service rate.
The pattern of routing is given by the following rules: di is the probability that
a neuron i fires spikes to outside, p+i,j is the probability that a neuron i spikes a
positive signal to its neighborhood j and p−i,j is the probability that a neuron i
sends a negative signal to neuron j. The arrival signals from outside of positive
spikes to a neuron i is Poisson with rate λ+

i . A Poisson process with rate λ−
i

models the arrival signals from outside to a neuron i. Let N be the number of
neuron in the system. In order to avoid the trivial case where the network is
inactive, usually is assumed that

∑N
i=1 λ

+
i > 0.

At every time t the network is characterized by the potential of its neurons,
let S(t) = S1(t), · · · , SN (t)) be the state of the network at time t. Note that S is a
continuous time Markov process over the state space NN . In [5,13] Gelenbe shows
that, in an equilibrium situation and under certain algebraic hypothesis, the
charges of the neurons �i satisfies the following non-linear system of equations:

�i =
T+
i

ri + T−
i

, T+
i = λ+

i +

N∑
j=1

�jrjp
+
j,i, and T−

i = λ−
i +

N∑
j=1

�jrjp
−
j,i,

(1)
with the supplementary condition that, for every neuron i, we have �i < 1.
Furthermore, if a unique non negative solution of equations 1 exists such that
�i for all i, then the stationary distribution of S is given by a product form of
the marginal probabilities of the neuron’s potential. For more details and proofs,
see [5, 14].

3.1 Random Neural Networks as Supervised Learning Tool

A supervised learning problem is defining as follows. Given a collection of K
pairs L = {(a(k),b(k)) : a(k) ∈ RNa ,b(k) ∈ RNb , k = 1, . . . ,K}, of some un-
known function f : [0, 1]Na → [0, 1]Nb, the tasks consists in learning a parametric
mapping φ(a,L) between the input pattern a and b, such that certain distance
between φ(a(k),L) and b(k) is minimized for all k. The first learning algorithm
for RNN was introduced by Erol Gelenbe in [6]. This procedure was based in
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the gradient descent method [15]. Additionally, Quasi-Newton methods for using
RNN to solve supervised learning problems were introduced in [16, 17].

The adjustable parameters of the model are the weight connections, which are
defined by w+

i,j = rip
+
i,j and w−

i,j = rip
−
i,j , for every neurons i and j. Let I, H and

O be the set of input, hidden and output neurons, respectively. The relationship
between the service rate and the weights should satisfy:

ri =
1

1− di

N∑
j=1

w+
i,j + w−

i,j , (2)

for all i ∈ I ∪H. Note that, ri is a free-parameter when i ∈ O. When the model
is used for solving learning tasks the input patterns are the rates of positive
signal arrivals (λ+

i = ai, ∀i ∈ I). The rate of negative signal arrivals is set to
zero (λ−

i = 0 forall input neuron i). Each output neuron i has di = 1, for other
neurons di = 0. The output of the model are the loads of output neurons �i for all
i ∈ O. All other model parameters are fixed a priori.The model in a supervised
learning tasks consists of finding the weights w+ and w− which minimize the
function:

E(w) =
1

2

K∑
k=1

N∑
i=1

ci
(
�
(k)
i − b

(k)
i

)2
. (3)

where the factor ci gives different degrees of importance among output variables,
it is 0 when i /∈ O and ci > 0 when i ∈ O.

3.2 The Gradient Descent Method for Random Neural Networks

The algorithm described in this Section was presented in [6]. The procedure is
iterative, at the τth iteration a pattern

(
a(k),b(k)

)
, k = 1, . . . ,K, is presented to

the network. The relation between the iteration τ ≥ 1 and the index of training
example k is: k = [(τ − 1) mod K] + 1, where mod is the modulo operation.
The weights are initialized following some arbitrary criterion. The topology of the
network is free of assumptions. We denote by w∗

u,v both positive and negative
weight between u and v. The update of each weight at the τth iteration is
proportional to the partial derivative of the error measure with respect to the
weight. For each network weight w∗

u,v the update rule is:

w∗ (τ)
u,v = w∗ (τ−1)

u,v − η(τ−1)

[
∂

∂w∗
u,v

N∑
i=1

(
�
(k)
i − b

(k)
i

)2](τ)
, (4)

where η is a parameter in [0, 1] called learning factor used to tune the convergence
speed of the algorithm. Consider the auxiliary matrix Ω of size N×N such that
its (i, j) element is:

Ωj,i =
w+

j,i − w−
j,i�i

ri + T−
i

, (5)
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and the row vectors γ+
u,v and γ−

u,v of dimension N whose elements in the ith
position are γ+

u,v;i and γ−
u,v;i, defined as:

γ+
u,v;i =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

− 1

ri + T−
i

, if u = i, v �= i,

1

ri + T−
i

, if u �= i, v = i,

0, otherwise;

γ−
u,v;i =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

− 1 + �i

ri + T−
i

, if u = i, v = i,

− 1

ri + T−
i

, if u = i, v �= i,

− �i

ri + T−
i

, if u �= i, v = i,

0, otherwise.

As a consequence, using a vector notation:

∂�

∂w+
u,v

= γ+
u,v�u [I−Ω]−1 ,

∂�

∂w−
u,v

= γ−
u,v�u [I−Ω]−1 , (6)

where I is the N ×N identity matrix.
We assume that there are not feedback connections from the output neurons

to other neurons, that is: di = 1, for all i ∈ O. Hence, for each input pattern
presented at the τth-iteration, the update rule for the parameters is:

w∗(τ)
u,v = w∗(τ−1)

u,v − η�(τ)u γ∗(τ)
u,v [I−Ω]−1 e(τ), (7)

where [I−Ω]
−1 is computed using the current input (a,b) and e = �− b.

4 Methodology

The computation in each step can be implemented as computation of matrices,
this is suitable for the implementation in parallel. The computation of ri for
each intern neuron i can be performed using a parallel reduction. For the par-
allel reduction, we used the function _shfl_xor, which is available on devices
with computing capability 3.0 and higher. Using this function, the reduction
is faster than the data exchange via shared memory. Additionally, at the same
time it reduces the amount of shared memory required in the algorithm. In the
case of recurrent networks, when one data pattern is presented to update each
adjustable parameter in the network the main computational effort consists of
computing [I−Ω]−1 using the expression (6). This effort has O(N3) time com-
plexity. Although, when is used a m-step relaxation method the time complexity
becomes O(mN) [6]. Below, the general scheme of the algorithm can be adapted
when the network is a multilayer feed-forward. In this case, the matrix (I−Ω)
becomes triangular, so the computational complexity decreases to O(N2). Ac-
cording to our experiments, in a parallel implementation of the GD algorithm
for RNN, the computational effort for computing the inverse of (I−Ω) is around
the 90% of the total algorithm time. For the inverse matrix computation was
used the CULA library for CUDA, this library provides an implementation of
LAPACK library for GPU. Specifically, it provides the method SGESV for the
LU decomposition.
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5 Empirical Results

5.1 Benchmark Description

In this paper, we use a data set from the UCI Repository Machine Learning
concerning the energy sources in building. Specifically, the heating load and
cooling load requirements, which are dependent variables of the energy efficiency
of the buildings. This data set was previously studied in [10] and it is available
in [9]. The data set contains information about 12 different building shapes
simulated in Ecotect. The input variables of the buildings are the glazing area,
the glazing area distribution, the orientation as well as other parameters, such
as surface, wall and roof area. There are 768 samples and 8 feature in the data
set. The output variables are the heating and cooling loads. The second data set
presents serial order, thus the model must learn also the temporal dependency of
the data. The data was collected from a power plant in Czech Republic between
2010-July-1 to 2011-March-31. The goal is to predict the power solar at current
moment using solar irradiance measures from the past. The data set was collected
every 10 minutes. The data was described and analyzed in [11,18]. We consider
a sliding windows as input information which contains 36 measures of solar
irradiance. The input pattern contains 6 measures taken each 10 minutes, 6
measures taken each hour, 6 measures taken each 3 hours, 6 measures taken
each 6 hours, 6 measures taken each 12 hours and 6 measures taken each 24
hours. Given this input time lag the goal is to predict the real value response.
The pre-processing of the data for all cases was only the normalization in [0, 1].

5.2 Results

The accuracy of the implementation in CUDA of the GD for RNN using the
energy sources data set is presented in Table 1. The error order of the accuracy
when the method is implemented in CUDA is the same than when the algorithm
is implemented in C. Although, when the neural network is large enough than
the execution time of C code is substantially longer comparing to the execution
time of the CUDA implementation. We can see that the algorithm implemented
in CUDA using the first data set with 60 neurons is 1.25 times faster than the
one implemented in C. More interesting are the results for larger networks. For
instance, a network with 410 units and using the first data set, we obtain that
the implementation with GPU is 37 times faster than the another one. Figure 1
illustrates the execution time for both implementations according the number of
neurons in the network. The figures 2 and 3 show the estimation of the model
in respect of the target outputs. This kind of visualization is usually presented
in regression problems. For the second data set, we test the algorithm using
GD with stochastic weight update. This means, the algorithm is on-line and
each weight is updated (or not) according some probability. Table 2 presents the
MSE for the second data set in respect of different probabilities for updating
the weights. The best accuracy is presented when the probability to update a
specific weight is 0.5. This result coincides with the empirical experiences using
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Fig. 1. Execution time of both implementations C and CUDA according the number of
units in the network. The red line with square dots corresponds the time using CUDA
and the black line with circle dots refers to the time using C.

Table 1. Accuracy of the GD for RNN implemented in CUDA using the first bench-
mark problem. Table shows the accuracy according to the density of the weight matrix
connections in the recurrent hidden layer. The first column shows the sparsity of the
weight matrix, for instance 0.2 corresponds to 20% of non-zero weight connections. The
second column shows the MSE error when there are 40 hidden units, respectively.

Sparsity 40 hidden neurons 80 hidden neurons
0.2 0.030 0.0228
0.4 0.051 0.0105

Table 2. Accuracy of the GD for RNN implemented in CUDA using the second bench-
mark problem. We tested a variation of the GD method where each weight is selected to
be updated according a probability. The first column shows the probability to update
each weight. The second column shows the accuracy obtained. The network has 36
input neurons, 370 hidden neurons and one output. The hidden layer presents circuits
and a sparsity of the 50%.

p 0.2 0.5 0.8 1
MSE 0.002790 0.002753 0.002774 0.002790

GD for the Neural Networks with sigmoid neurons. The second benchmark is
a temporal learning tasks, the strategy for training a RNN was the common
approach presented in the literature. We consider few delayed instances from
the past as pattern inputs. Even though, the accuracy of the model for the first
data set was promising, the accuracy obtained for the second data set is less
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Fig. 2. RNN prediction for the energy source data using 40 hidden neurons with a
matrix of hidden connections with density of 40%. The left figure shows the estimation
for the variable heating load and the right figure illustrates the estimation of the model
for the output variable cooling load. The red line shows the identity function.
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Fig. 3. RNN prediction for the energy source data using 80 hidden neurons with a
matrix of hidden connections with density of 20%. The left figure shows the estimation
for the variable heating load and the right figure illustrates the estimation of the model
for the output variable cooling load. The red line shows the identity function.

interesting. This occurs due to the fact that the GD algorithm method for a NN
with recurrences presents often convergence problems [19].

6 Conclusions and Future Work

We presented the Random Neural Network model and the procedure to use it
in supervised learning problems. We described the algorithm of gradient type
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which was introduced in 1993 by Erol Gelenbe [6]. The goal of this paper was
analyzing the accuracy of the model in two real benchmark problem using parallel
computing. We tested the performance of the model in two real problems about
energy sources. We study the performance in respect of execution time and
accuracy for the implementation in C and CUDA. Moreover, we analyzed the
impact on the model accuracy of the density in the network graph. Below, we
tested the GD with a stochastic weight updating performance. For the classic
NN it has been shown that to update only the 50% of the weights (selected in
a random way) for each input pattern can obtain better results than to update
all network weights. Even though the RNN model has been proven to be a
powerful tool for supervised machine learning, in practice it is hard to train it.
This also occurs with the classical neural networks with recurrences [19]. The
main problem that can appears in a recurrent networks is the vanishing and
exploding gradient problem during the training process [19]. In future works, we
will apply this approach in larger data set. For the second benchmark, we will
use a larger sliding window as input information containing data from several
days. As a consequence, the network topology will be larger. Additionally, we will
implement in CUDA other numerical algorithms for RNN (for instance Quasi-
Newton techniques) in the context of supervised learning.
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Abstract. In this paper, a novel image feature extraction algorithm,
entitled Feature Line-based Local Discriminant Analysis (FLLDA), is
proposed. FLLDA is a subspace learning algorithm based on Feature
Line (FL) metric. FL metric is used for the evaluation of the local within-
class scatter and local between class scatter in the proposed FLLDA
approach. The Experimental results on COIL20 image database confirm
the effectiveness of the proposed algorithm.

Keywords: Feature Extraction, Image Classification, Nearest Feature
Line.

1 Introduction

Feature extraction is an important step of image classification, including face
recognition [6], palmprint recognition [3] and so on, becomes more and more
popular. Feature extraction procedure can improve the effectiveness and effi-
ciency of the classification systems. If the classification procedure is performed
on the images directly, the recognition accuracy rate will be low due to the some
small interclass scatter and the large intraclass scatter. The feature extraction
procedure is in order to depress the intraclass scatter and increase the interclass
scatter, and thus improves the effectiveness of the systems. Some dimensionality
reduction based feature extraction algorithms also reduce the dimensionality of
the samples, so it also can improve the efficiency of the classification system for
the classification procedure.

Feature extraction procedure also can improve the robustness of the classifier
for small sample size (SSS) classification task. Images usually reside in a space
with thousands dimension. Nevertheless, the number of the prototype image
samples from each class is commonly smaller than 100, and even only one in
some special cases. This leads to the famous SSS problem. That the classifier
uses so few sample for the high dimensional image samples for training may result
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in the system can not generalize well and lack of the robustness. Dimensionality
reduction based feature extraction algorithms can reduce the dimensionality of
the image samples significantly and handle these problems.

In recent years, many popular feature extraction methods based on dimen-
sionality reduction are proposed. This kind of approaches consider the m by
D image samples as a point in m ×D dimensional space, and find the feature
extraction algorithm for these point. Dimensionality reduction based feature ex-
traction methods can extract more discriminant features of the image samples
and get higher classification accuracy rate. What is more, dimensionality re-
duction based feature extraction methods can reduce the dimensionality of the
image samples, so it is more efficient for classification.

Subspace learning algorithms are a popular dimensionality reduction based
feature extraction algorithms. A lot of different subspace learning methods are
proposed for feature extraction. Principal Component Analysis (PCA)[13, 12],
Linear Discriminant Analysis (LDA)[1, 9] are two most well-known subspace
learning-based dimensionality reduction algorithms. PCA projects the original
samples to a low dimensional subspace, which is generated by the eigenvectors
corresponding to the largest eigenvalues of the covariance matrix of all training
samples. PCA aims at minimizing the mean squared error. However, PCA is an
unsupervised algorithm, which may reduce the efficiency of feature extraction.
LDA is to find a optimal transformation matrix U that linearly projects the
high-dimensional sample x ∈ RD to low-dimension space by y = UTx ∈ Rd,
where d � D. LDA can compute an optimal discriminant projection by maxi-
mizing the ratio of the trace of the between-class scatter matrix to that of the
within-class scatter matrix. LDA uses the labels of the prototype samples during
the training and improves the discriminant ability. However, LDA has to suffer
from the famous SSS problem. Many effective algorithms have been introduced
to solve the problem. Local Preserving Projection (LPP) [2] is to preserve the
neighborhood of the samples. Some nonlinear extensions using kernel trick of
these algorithms are proposed in the recent 10 years[15, 4, 5]. Besides, there
are some works on feature fusion presented[14] to improve the performance of
feature extraction.

The above mentioned algorithms are all based on Euclidean distance. Re-
cently, many algorithms based on Nearest Feature Line (NFL) [7] are proposed.
NFL is a classifier proposed by Li et. al in 1999. Its kernel is Feature Line (FL)
metric. Zheng et al. proposed a nearest neighbour line nonparametric discrimi-
nant analysis (NNL-NDA)[17] algorithm, Pang et al. presented a nearest feature
line-based space (NFLS)[11] method, and Lu et al. put forward an uncorrelated
discriminant nearest feature line analysis (UDNFLA)[8]. Neighborhood discrimi-
nant nearest feature line analysis (NDNFLA)[16] is proposed to extract the local
discriminant features of prototype samples. In these methods, FL metric is used
to evaluate the scatter of the samples. In this paper, A novel Feature Line-based
Local Discriminant Analysis (FLLDA) is proposed for image feature extraction.
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The paper is organized as follows: Section II gives some preliminaries. The new
subspace learning method algorithm is proposed in Section III with the various
experimental results in Section IV. Lastly, Section V concludes the paper.

2 Preliminaries

2.1 LDA

Suppose there are c pattern classes. N is the total number of training samples,
and Ni is the number of ith class. In the class, the jth training image is denoted
by X i

j ∈ RD. X̄ i is the mean matrix of training samples of the ith class. And X̄
is the mean matrix of all training samples.

The between-class scatter matrix Sb and within-class scatter matrix Sw can
be constructed by

Sb =
1

N

c∑
i=1

Ni(X̄
i − X̄)(X̄ i − X̄)

T
, (1)

and

Sw =
1

N

c∑
i=1

Ni∑
j=1

(X i
j − X̄ i)(X i

j − X̄ i)
T
. (2)

By LDA, sample I will be projected to the space Rd with d � D. The criterion
to select the most discriminative features can be defined by

maxJ(u) =
(
uTSbu

)/(
uTSwu

)
. (3)

In fact, it is clear that the optimal projection matrix U is a set of generalized
eigenvectors of Sb and Sw corresponding to the first d biggest generalized eigen-
values λ1 ≥ λ2 ≥ · · · ≥ λd. Let Y = IU . The resulting matrix Y is called the
feature matrix of image I and used to represent X for classification.

2.2 NFL

Nearest feature line is a classifier. It is first presented by Stan Z. Li and Juwei
Lu. Given a training samples set, X = {xn ∈ RM : n = 1, 2, · · · , N}, denote
the class label of xi by l(xi), the training samples sharing the same class label
with xi by P (i) , and the training samples with different label with xi by
R(i). NFL generalizes each pair of prototype feature points belonging to the
same class: {xm, xn} by a linear function Lm,n, which is called the feature line.
The line Lm,n is expressed by the span Lm,n = sp(xm, xn). The query xi is
projected onto Lm,n as a point xi

m.n. This projection can be computed as

xi
m,n = xm + t(xn − xm) (4)

where t = [(xi − xn)(xm − xn)]/[(xm − xn)
T (xm − xn)].
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The Euclidean distance of xi and xi
m,n is termed as FL distance. The less the

FL distance is, the more probability that xi belongs to the same class as xm

and xn. Fig. 1 shows a sample of FL distance. In Fig. 1, the distance between
yp and the feature line L1,2 equals to the distance between yq and yp, where
yp is the projection point of yq to the feature line L1,2.

Fig. 1. NFL metric

2.3 LPP

LPP is a popular and effective manifold learning algorithm. It can preserve
the locality feature of the sample structure. Given a training sample set X =
x1, x2, ..., xn, LPP aims to find an optimal transform W by solving the following
optimization problem:

Wt = argmin
W

∑
i�=j

‖yi − yj‖2Si,j

=argmin
W

∑
i�=j

∥∥WT yi −WT yj
∥∥2Si,j

= argmin
W

tr(WTXLXTW ),

(5)

where L = D − S is a Laplacian matrix, D is a Diagonal matrix in which its
elements on the diagonal are the column sums of the similarity matrix S.

3 The Proposed Algorithm

Given a prototype samples set X = x1, x2, ..., xn, let’s give two definitions firstly:
Definition 1 k-Nearest Homogeneous Feature Lines: For a sample xi, its k-

Nearest Homogeneous Feature Lines No
i is the set of k nearest feature lines

which are in the same class with xi.
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Definition 2 k-Nearest Heterogeneous Feature Lines: For a sample xi, its k-
Nearest Heterogeneous Feature Lines Ne

i is the set of k nearest feature lines
which are not in the same class with xi.

In this paper, a novel local feature extraction algorithm named Feature Line-
based Local Discriminant Analysis (FLLDA) is proposed. FLLDA aims to pre-
serve the local structure of the samples after dimensionality reduction. The
optimization function is as follows:

max J(W ) =

N∑
i=1

1
Nk

∑
Lm,n∈Ne

i

∥∥WTxi −WTxi
m,n

∥∥2
N∑
i=1

1
Nk

∑
Lm,n∈No

i

∥∥WTxi −WTxi
m,n

∥∥2 (6)

Using matrix computation,

N∑
i=1

1
Nk

∑
Lm,n∈Ne

i

∥∥WTxi −WTxi
m,n

∥∥2
=

N∑
i=1

1
Nk

∑
Lm,n∈Ne

i

tr[WT (xi − xi
m,n)(xi − xi

m,n)
T
W ]

= tr{WT
N∑
i=1

1
Nk

∑
Lm,n∈Ne

i

[(xi − xi
m,n)(xi − xi

m,n)
T
]W}

(7)

where tr denotes the trace of a matrix. Similar with the above,

N∑
i=1

1
Nk

∑
Lm,n∈No

i

∥∥WTxi −WTxi
m,n

∥∥2
= tr{WT

N∑
i=1

1
Nk

∑
Lm,n∈No

i

[(xi − xi
m,n)(xi − xi

m,n)
T
]W}

(8)

Then the problem becomes

maxJ(W ) = tr[WT tr(A)/tr(B)W ] (9)

where

A =

N∑
i=1

1

Nk

∑
Lm,n∈Ne

i

[(xi − xi
m,n)(xi − xi

m,n)
T
] (10)

B =

N∑
i=1

1

Nk

∑
Lm,n∈No

i

[(xi − xi
m,n)(xi − xi

m,n)
T
] (11)
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A length constraint wTw = 1 is imposed on the proposed FLLDA. Then,
the optimal projection W of FLLDA can be obtained by solving the following
generalized eigenvalue problem.

Aw = λBw (12)

Let w1, w2, · · · , wq be the eigenvectors of formula(12) corresponding to the first
q biggest eigenvalues ordered according to λ1 ≥ λ2 ≥ · · · ≥ λq. An M × q
transformation matrix W = [w1, w2, · · · , wq] can be obtained to project each
sample M × 1 xi into a feature vector q × 1 yi as follows:

yi = WTxi, i = 1, 2, · · · , N (13)

In the proposed algorithm, matrix A can be viewed as local between-class
scatter matrix and matrix A can be viewed as local within-class scatter matrix.
Both of scatters are evaluated by FL metric. For classification task, we hope get
a smaller within-class scatter and a bigger between-class scatter after the feature
extraction.

4 Experimental Results

To evaluate the effectiveness of the proposed FLLDA method, we compare it with
PCA, LDA, LPP, UDNFLA, and NFLS on the COIL20 [10] database. COIL20
database is the one of most popular image databases. There are 1400 image
samples of 20 individuals in the COIL20 database. Each individual has 72 image
samples with the size of 200×200. To reduce the computation complexity, all the
image samples in COIL database are cropped to 32× 32. PCA is performed on
the samples firstly. 97% energy is preserved. During this experiment, 10 images
per class are selected randomly for training and the others are for test. Nearest
Neighbor classifier is applied for classification. The system ran ten times in order
to reduce the variation on each database. Therefore, the average recognition rate
(ARR) is used to evaluate the performance of different algorithms. Label 1 gives
the ARR of different algorithm on COIL. From the label, we can get the proposed
algorithm has the higher ARR than the other classical algorithms.

Table 1. ARR of different algorithms on COIL20 database

Approaches ARR Feature dimension

PCA 0.6521 75
LDA 0.6986 19
LPP 0.6758 45
NFLS 0.7016 100

UDNFLA 0.7856 80
The Proposed FLLDA 0.8284 19
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Fig. 2. Some image samples in COIL database [10]

5 Conclusion

This paper has proposed a new subspace learning algorithm called Feature
Line-based Local Discriminant Analysis (FLLDA) for image feature extraction.
FLLDA aims to maximize the local between class scatter and minimize the local
within class scatter. Both of the scatters are evaluated by Feature Line metric. In
the experiments, the proposed algorithm has been compared with some popular
methods. The experimental results on COIL20 database show the effectiveness
of GGDA.
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Abstract. VOD (Video on Demand) is referred to as video-on-demand 
technology, also known as interactive television on-demand system, meaning 
that the corresponding video playback program according to the user's needs. If 
the broadband network were highway, then VOD is the most eye-catching car 
on the road. VOD originally appeared is to better meet user’s demand for 
autonomy to watch video programs, but with the continuous progress of VOD 
technology, the widely use have produced a strong impact on mass culture and 
business models, and it has got currently being widespread attention and 
application of the education sector. In order to meet students' needs and 
aspirations of real-time learning, in order to better carry out two-way 
multimedia school teaching, in order to achieve the network management of 
educational resources, it is imperative to build a campus network-based video-
on-demand system. 

Keywords: Campus network, video on demand, streaming media. 

1 Video on Demand System 

1.1 The Work Process of VOD System 

When the user starts play request on the client, the request is sent through the network 
to reach and receipted by the server card to send to the server. After the request is 
validated, the server prepares the accessible program name in the storage subsystem, 
so that users can browse the favorite program list [1]. After the user selects a program, 
the program content is brought from the storage subsystem by the server and 
transmitted to the client player [2]. 

1.2 The Characteristics of VOD 

(1)It has changed the long-standing one-way propagation characteristics of radio and 
television, achieved the needs and aspirations of users to actively select the program 
and control the playback. 

(2) VOD uses MPEG, H.26x and other video compression standards, so that the 
system has a high data compression ratio while obtaining high-quality picture 
reproduction characteristics. 
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(3) The video information after digital processing stored on VOD server will not 
change the watching effect because of repeat play or passage of time. 

(4) In VOD system, it can be achieved that multiple users simultaneously on-
demand same program, and independently of each other, not only people can watch 
for the same program at the same time, but also everyone can control the playback the 
progress according to their own circumstances. 

1.3 The Importance and Significance of the Construction of the Campus 
Network-Based VOD System 

Construction of Campus Network VOD system can improve the school's two-way 
multimedia teaching system, speeding up the process of network of educational 
resources, thereby enabling individualized instruction to develop. Campus Network 
VOD system can retrieve the necessary audio-visual learning material, make it easy to 
store and manage digital information; schools can conduct video -on-demand network 
distance education, which can bring more economic and social benefits to schools; 
video on demand can make the national, provincial quality courses get good 
utilization and advocacy; and video -on-demand can also be applied to the meeting 
and academic reports organized by the school, and the important meetings and 
directives of country on campus webcast . In summary, the construction of VOD 
system based on the campus network has great significance for the development 
either of the school, or our society as a whole. A good available campus network 
VOD system allows school teaching resources and applications to combine, and to 
make the teaching content fuller, the students’ interests in learning more intense, to 
stimulate the spirit of exploration and innovation of learning, play a good role in 
promoting teaching and conducting research on the work of the school[3]. 

2 The Design of Campus Network VOD System 

Internet of information age has brought to mankind a great convenience, which has 
become the main way for people to obtain knowledge and information. Under the 
influence and lead by such grand environment, to build a campus network VOD 
system can not only meet the teaching needs, and also achieve the idealized 
entertaining educational purpose, so that students learn in entertainment, get self-
improvement in learning. This is not only needed by the two-way multimedia 
teaching, but also required by network of educational resources and personalized 
teaching. 

2.1 The Design Requirements of Campus Networks VOD System 

First, from the standpoint of safety, we must guarantee the normal operation of the 
video-on-demand system and make a backup, resolutely obey and implement national  
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laws, regulations and policies. The contents of pornography and violence are allowed 
to exist. With considerations of copyright protection, set download limit for the 
contents in the system. Consideration from the functional aspect of the system, it is 
required to achieve "full intelligent" on the system management, and achieve online 
search, on-demand, publishing information and videos and other functions in the 
system, response is fast, picture is smooth and clear, and the system should be easy to 
operate, manage and maintain. From the investment considerations, requires the 
system to minimize investment in human and capital [4]. 

2.2 The General Design of Campus Network VOD System 

Video -on-demand system usually consists of a streaming media server, web server 
and database server three parts. Streaming media server which is the core server of the 
entire video -on-demand system is the key platform for operator offering video 
services to users. Its main function is to collect; cache, schedule and transmission play 
for media contents. The performance of streaming media application system mainly 
depends on the performance and quality of the media server. The main function of the 
streaming media server is transferring the video files as streaming protocol (RTP / 
RTSP, MMS, RTMP, etc.) to the client for users to watch online; and can also receive 
live video stream from video capture and compression software, and then live to the 
client as streaming protocol. Compared to the network player which is in form of 
watching after downloading, the typical characteristic of streaming media is putting 
the continuous compression of audio and video information onto a network server, 
users watch while downloading, without having to wait for the entire file is 
downloaded. Web server is a type of program residing on the internet. Web server can 
not only store information, but also to run scripts and programs on the basis of 
information provided by users on the web browser. When a web browser (client) 
connected to the server and requests for files, the server processes the request and 
feedback the file to the browser, with attached information will tell the browser how 
to view the file (namely file type). The server uses HTTP (Hypertext Transfer 
Protocol) to exchange information with client browser. The main role of the database 
server is to complete handling the commands processing of the data, cache, 
conversion and other work, on the query, adding, deleting and modification sent from 
web server[5]. 

The VOD system based on Browser / server architecture, successively to build 
streaming media server, web server and database server these three servers, and then 
as the basis to build the entire video-on-demand system, and ultimately achieve the 
construction of the campus network of video-on-demand system. 

2.3 Function Design 

The system is divided into two modules: the video on demand and browser subsystem 
and the video on demand management subsystem. Which consists in the browser  
 



482 K. Xia, X. Song, and X. Suo 

subsystem including video search, video category display, hit movies list, classic 
movies list, premiere movie listings, bulletin board, video display, video playback and 
other sub-modules; the management subsystem is divided into video management and 
exit two sub-modules. Figure 1 shows the specific contents: 

 

Fig. 1. System function figure 

2.4 Database Design 

The database design of this system is mainly divided into 5 steps as following. 

(1) Overall design database, establish new database, get required data be grouped 
according to a certain rules and stored in the new database; 

(2) To build lists, group according to the type of data, store the data meet the same 
rule into the same list. 

(3) Field establishment. After create lists, then to determine the required fields for 
each list according to the classification of each data. 

(4) Field has been established, to establish relationships between lists based on the 
primary key in the list. 

(5) Finally, in order to facilitate users to quickly find the required data, to optimize 
the structure of the database. 

According to the above steps, first create a database named Movie in SQL Server; 
create video list, category list and episode list and other lists in the database. Wherein 
store the desired video data in the video list, shown in Figure 2. 
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Fig. 2. Video list 

The data after store videos in the category list in accordance with a certain rule 
shown in Figure 3 

 

Fig. 3. category list 

The data store the episode number in the episode list shown as Figure 4. 

 

Fig. 4. episode list 
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3 Implementation of Campus Network VOD System 

3.1 Three-Tier Architecture System Design 

The system uses a three-tier structure for design, namely the presentation layer, 
business layer and persistence layer. 

（1）Presentation layer: the interactive interface of users’ operations. The design 
of this layer plays a vital for the success of the overall system design. The main 
function of this layer is to receive the user's request and displays the results of the 
query. As the campus network video-on-demand system is a web site, so the 
presentation layer is a dynamic page. 
（2）Business layer: also known as the business logic layer. Receiving the request 

sent from the presentation layer, and it is the core structure of the system. The main 
role of this layer is to achieve the main function of the system, perform the logic 
processing to the user’s request and returns the results to the presentation layer. Apart 
from the events that the presentation layer can handle by itself, other requests will call 
the business layer to deal with. 
（3）Persistence layer: its main function providing the function that it can store 

the system data into "permanently no lost" devices and any re-use at any time. In this 
layer, the code is generated by the NHibemate Synchronizer, basic database 
operations can be performed directly. 

3.2 Implementation of Video-On-Demand Browser Subsystem Function 

VOD browser subsystem refers to the interface provided to client for video-on-
demand, and users can perform the VOD operation through this interface for 
information required, to receive and experience the real-time video playback services 
from streaming media server. Typically, it is only required the client has internet 
access and multimedia service functions, and download and install the appropriate 
browser and player then the video-on-demand can be achieved. 

(1)Homepage 
In this interface, the client can search many different types of classification index 

information. Users select the video-on-demand content through the provided category, 
or through the hit movie, premiere movies, classic movies to choose their favorite 
videos, and users can also extract desired videos directly according to their own 
interests and hobbies, and can also directly search for videos which are wanted to 
watch. The videos and classification on its pages is managed by the management tool 
admin. 

(2)Video classification display page  
Users choose any one video category on the home page, click on this option, the 

system upload this request to the business logic layer, then the business logic layer to 
search the selected category of video, and feed back to the presentation layer, and 
presentation layer will present the results. This query process shown in Figure 5: 
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Fig. 5. Video Classification Display Pages Query Process 

(3)Video information display page 
Users choose one video, click this option, the system uploads this request to the 

business logic layer, then the business logic layer to search the selected category of 
video, and feed back to the presentation layer, and presentation layer will present the 
results.  

(4)Video playback page 
Streaming media server is responsible for the video playback work, the protocol 

used is RSTP. 
(5)Video search page 
Users input the keywords needed to search into the search of the page, and click 

"Search" option button. First the presentation layer check if the information input by 
user is complete or not, then the presentation layer uploads the checked complete 
information to the business logic layer, and business logic layer to find related videos, 
and feedback the results to the presentation layer, and presentation layer will present 
the results to the user. 

3.3 The Realization of VOD Management Subsystem Functions 

The management subsystem includes video information management and exit 
subsystem in VOD management subsystem. There are three modules in video 
information management subsystem: add, modify and delete. You can click on the 
appropriate option to add, modify and delete. Specific methods of operations are 
shown in Figure 6. 
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Fig. 6. The video management flowchart 

4 System Test 

In testing, the current system only considers bandwidth utilization, expand offerings 
and load, thus simplifying the peripheral part out, but only test play performance. Use 
eight pcs to build a test environment, place the Web server, database server, and the 
center on the same machine, but the actual application can be independent. This paper 
also start three nodes in the same network segment with the hosts in 100M and analog 
bandwidth of more than 1.5M-demand requests, record the maximum number of 
requests that the server can handle. This article only lists the average value of several 
tests of the system performance, as shown in Table 1. 

Table 1. The average value in the test 

Test Method maximum number of requests 

All the requests for 
the same programme

1124 

All the requests for 
different programme 

32 

Request randomly in 
the 240 programmes 

38 

90% request 
concentrate on 20 
programme 

60 

 

As can be seen from the test results, the bottleneck of disk bandwidth has been 
significantly improved. In the test of the same program is played for all the requests, 
the performance of the system increases by times, which is based on the benefits of IP 
Multicast batch algorithm. 
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5 Conclusion 

Building a reasonable and feasible VOD campus network is a prerequisite and an 
important guarantee for the construction of school education information. It has a 
good acceleration on digital teaching mode promotion and distance education launch. 
The interactive, real-time and dynamic features of VOD bring convenience for 
students’ learning and improve student learning initiative which truly embodies the 
principle of individualized education, laying the foundation for the development of 
the real quality-oriented education. 
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Abstract. Radial basis function (RBF) neural network has very good
performance on prediction of chaotic time series, but the precision of
prediction is great affected by embedding dimension and delay time of
phase-space reconstruction in the process of predicting. Based on herein-
before problems, we comprehensive optimize embedding dimension and
delay time by particle swarm optimization, to get the optimal values of
embedding dimension and delay time in RBF single-step and multi-step
prediction models. In addition, we made single step and multi-step pre-
diction to the Lorenz system by this method, the results show that the
prediction accuracy of optimized prediction model is obvious improved.

Keywords: radial basis function (RBF), neural network, particle swarm
optimization, prediction.

1 Introduction

Chaos phenomenon is a kind of complex behavior generated by deterministic
nonlinear dynamics system and widely exists in natural system and social sys-
tem. It is a irregular movement between deterministic and random, and extreme
sensitivity to initial condition. Based on such special characteristic mentioned
above, chaos has been widely applied in the secure communications. Because
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the chaotic series stems from to deterministic system, it can be predicted in
the short-term. But the chaotic series are unpredictable in the long-term for its
behavior extremely sensitive to the initial condition which small changes can
cause a huge difference to the results. The chaotic series can be predicted in the
short-term brought hidden danger to the chaotic encryption systems, while it is
very vital significance for the research of chaotic prediction. In recent years, the
domestic and foreign scholars have made many achievements in terms of chaotic
time series prediction [1,2,3,4,5]. Chaotic time series analysis and prediction are
carried out in the phase space reconstructed, so the phase space reconstructed is
crucial to chaotic time series analysis and forecasting. The accuracy of prediction
is directly influenced by stand or fall of refactoring. Phase space reconstruction
method is proposed by Takens [6], the selection of the delay time τ and the em-
bedding dimension m is the key to the phase space reconstruction. At present,
there are two primary methods for selection of the two parameters. One think
the two parameters are unrelated and the delay time τ and embedding dimension
m should be chosen independently. Such as the literature [7], the author adopt
the method of mutual information to choose delay time τ , and then using the
method of false nearest neighbor domain to determine the embedding dimension
m. The other one think delay time τ and embedding dimension m are related.
For example, the time window method [8] and C − C method[9] proposed that
the two kinds of parameters are integer multiplication relationship. However,
the delay time τ and the embedding dimension m are not a simple multiplica-
tion relations, there are a lot of inner connection between them which can not
be expressed by a simple formula, thus the time window method and C − C
method can not effectively predict the time series. Because the particle swarm
algorithm can effectively optimize the parameters, this paper put forward joint
optimization the delay time τ and embedding dimension m after phase space
reconstruction by particle swarm optimization algorithm, then made single step
and multi-step prediction to the Lorenz system by means of these optimized
parameters.

2 Phase Space Reconstruction Theory

The phase space reconstruction theory was proposed by Packard et al.[10] in
1980, which constitute the theoretical basis of chaotic time series prediction.
This paper take the prediction error of chaotic time series as objective opti-
mization function, optimize the delay time τ and embedding dimension m at
the same time. The purpose of phase space reconstruction is obtain geometric
features in phase space of nonlinear dynamic systems, and recovery the chaotic
attractors in the high dimensional phase space. Packard and Takens et al.[6] put
forward made phase space reconstruction to one-dimensional chaotic time series
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x(i), i = 1, 2, · · · , n by the delay-coordinate method. The m-dimensional recon-
struction state vector can be represented as

X(i) = (x(i), x(i + τ), x(i + 2τ) · · · , x(i + (m− 1)τ))T , i = 1, 2, · · · , N (1)

where N = n− (m−1)τ is the number of phase points in reconstructed phase
space, τ is the delay time and m is embedding dimension.

Takens theorem has proved that if the embedding dimension m ≥ 2d + 1
and d is the dimension of system dynamics, the phase space which composed
of primitive state variables is equivalent to the dynamics behavior in the phase
space reconstruction of one-dimensional observations. So we can obtain the state
of the next moment according to the current state of the system, and then obtain
the predicted value of time series in the next moment. The study provide the
theory basis for prediction of chaotic time series.

3 RBF Neural Network

Radial basis function (RBF) neural network is a novel effective feed forward
neural network. It has the performance of the best approximation and the global
optimal , training method is rapid and feasible at the same time and there is no
local optimum problem, all these advantages make the RBF network has been
widely used in prediction of nonlinear time series.

The RBF network is a kind of three layer forward network: the first layer is
input layer which is made up of source nodes. The second layer is hidden layer,
and the transformation function of the hidden unit is a kind of local distribution
of nonnegative and nonlinear function which radial symmetry and attenuation to
the center point. The number of units in hidden layer are determine by the re-
quirement of the described problems. The third layer is output layer, the output
of the network are the linear weighted of hidden unit output. It is non-linear trans-
form from the input space of RBF network to the space of hidden layer, but the
transform from the space of hidden layer to the space of output layer is linear.

This paper proposed achieve the mapping of m dimension to one dimensional
by two layer before of the RBF neural network, thus establish the prediction
model. The model as shown in Fig. 1.The formula is defined as

x(n+ 1) = f(x(n)) =

m∑
i=1

ωiϕi(‖x(n) − ci‖) = WTϕ (2)

ϕi(‖x(n)− ci‖) = exp(−‖x(n) − ci‖2
2σ2

i

), i = 1, 2, · · · ,m (3)

where x(n) ∈ Rm are the input of the network, f ∈ R1 are the output of the
network, ϕi(•) is the Gauss function, ϕ = [ϕ1, ϕ2, · · ·ϕm]T are the output vector
of hidden layer, m are the unit numbers of hidden layer, the ci and σi are center
and width of Gauss function respectively, The W = [ω1, ω2, · · ·ωm]T are weight
vector of the output layer.
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Fig. 1. The structure of RBF network

The Takens’ theorem shows that the dynamic system after the phase space
reconstruction is topological equivalence to original system on the basis of dif-
ferential homeomorphism by choose the appropriate delay time and embedding
dimension m. There is a smooth nonlinear mapping f : Rm → R1 in the refac-
toring phase space, that is

x(i + τ) = f [x(i)] (4)

The chose of delay time τ and embedding dimension m is particularly impor-
tant to achieve efficient approximation of function for the mapping. We optimiza-
tion function by take the prediction precision as the objective, and comprehensive
optimization τ and m by particle swarm optimization algorithm.

4 Particle Swarm Optimization Algorithm of RBF
Neural Network

Particle swarm optimization (PSO) is proposed an adaptive evolutionary that
based on population search technique by Kennedy and Eberhart et al in 1995,
this algorithm was originally inspired by birds and fish group activities regular-
ity, it use organizational social behavior instead of the evolutionary algorithm
mechanism of natural selection, and through the population between individ-
ual collaboration to achieve the optimal solution to the problem of search. The
PSO algorithm generated an initial swarm and give each particle a random
speed. The speed of the particles adjust dynamically by its own and compan-
ion’s flight experience, the whole swarm have the ability to fly to the better
search area[11,12,13,14]. Since the concept of PSO algorithm is simple and easy
to achieve, it obtained good performance in aspects such as function optimization
and neural network weights training.

4.1 The Basic Principles of PSO Algorithm

Define the global optimization problems (P):min{f(x) : x ∈ Ω ⊂ Rn}, f : Ω ⊂
Rn → R, a set of multiple feasible solutions of the problem (P) are known as a
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swarm, each element (feasible solution) in a swarm is referred to as a particle. The
number of particles is the size of the swarm. We useXi = (xi1, xi2, · · · , xin)

T ∈ Ω
to indicate the position of the ith particle and Vi = (vi1, vi2, · · · , vin)T ∈ Ω to
represent the speed of the ith particle. The Pi = (pi1, pi2, · · · , pin)T is the best
position of particles have gone through in search space, it is also called pbest.
In swarm, we use index symbol g to represent all the best position of particles
have gone through, that is Pg which also called gbest.

Therefore, the velocity of particles in each generation and the location of the
evaluation function can be calculated by the following two formulas:

vid(t+1) = w×vid(t)+c1×r1× (pid(t)−xid(t))+c2×r2× (pgd(t)−xid(t)) (5)

xid(t+ 1) = xid(t) + vid(t+ 1) (6)

Where w is the inertia weight, c1 and c2 are acceleration constants, r1 and r2
are random variables obey uniform distribution within the scope of [0, 1]. The
first part of the formula (5) is called momentum part which not only represent the
trust of the current own movement state and the ability of space exploration, but
also provide a necessary momentum to particle’s made inertia motion according
to its own speed. The second part is cognitive part which represent the particle’s
own thinking behavior and encourage particles fly to the best place used to
find. The third part is society part which represent sharing information and
mutual cooperation between particles and lead particles fly to the best position in
particle swarm. The two parts of the last of the formula represent the exploration
ability of spatial solution. The main performance of the algorithm are decided
by the balance and restrict each other between the three parts.

4.2 The Prediction Algorithm of RBF Neural Network Based on
PSO

The basic procedures are as follows:
Step 1: Initialization the parameters such as the size of swarm, the number of

iterations, learning factor, the value range of the position and speed. Thereinto
the particles and particle velocity are initialized by giving random values to the
the position of the particles and the particle velocity.

Step 2: Set the values of the input neurons and the hidden neurons is m which
equal to the embedding dimensions of chaotic time series in phase space, set τ is
the delay time of phase space, generated a group of chaotic time series randomly
and reconstructed the phase space, the initial value of reconstruction are m = 3
and τ = 1 respectively.

Step 3: Determine the evaluation parameters of particles, the individual fitness
value of algorithm is associated with the prediction ability of model, define the
prediction mean square error of the jth parameters as follow

MSE(j) =
1

n

n∑
i=1

(yi−
∧

yi)
2 (7)



494 B. Du et al.

where n are sample size of chaotic time series’ testing set, yi and
∧

yi are the
real and forecast value of chaotic time series respectively. Define the jth fitness
for individuals as follow

f(j) =
1

MSE(j)
(8)

Step 4: Update the populations constantly, produce the next generation of
population if not meet the end conditions, otherwise, output the value of pa-
rameter m and τ corresponding to the condition.

Step 5: Substituting the parameter values output by step 4 into RBF neural
network to predict chaotic time series.

5 The Experimental Simulation and Result Analysis

5.1 The Experimental Simulation

To illustrate the effectiveness of the algorithm, this paper made the single step
and multi-step prediction to Lorenz chaotic time series, and then compared the
results between before optimization and after optimization by particle swarm
optimization.

The nonlinear Lorenz chaotic system is defined as follow

⎧⎨
⎩

dx
dt = −a(x− y)
dy
dt = −xz + cx− y
dz
dt = xy − bz

(9)

The system (9) in a state of chaos when c ≥ 28 ,we chose the parameters
a = 16, b = 4, c = 45.92 to generated 2000 data of chaotic time series, select the
top 1000 data as the training sample and the latter1000 data as test samples used
to test the validity of the model. Where the population size of particle swarm
are 30, evolutionary algebra are 300,accelerating factor are c1 = c2 = 1.49445 .

This experiment using relative error to evaluate the efficacy of the experiment.
The relative error shown as follows:

perr =

n∑
i=1

(xi−
∧

xi)
2

n∑
i=1

(xi)2
(10)

The experimental data were changed to the time series which the mean is zero
and the amplitude is one according to the formula (11).

yi =

xi − 1
n

n∑
i=1

xi

max(xi)−min(xi)
(11)
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5.2 The Result Analysis

This paper carried on the single-step prediction to Lorenz chaotic time series by
RBF neural network, the prediction results are shown in Fig. 2:

Fig. 2. The single-step predict results of neural network model

According to particle swarm optimization, we made the single-step prediction
of particle swarm optimization RBF neural network by chose the parameters
τ = 4 and m = 5, the results as shown in Fig. 3:

Fig. 3. The single-step prediction of RBF neural network model based on PSO

Fig 3 The single-step prediction of RBF neural network model based on PSO
Then we carried on the multi-step prediction to Lorenz chaotic time series by
RBF neural network, the 300 prediction results are shown in Fig. 4.

According to particle swarm optimization, we made the 300 multi-step pre-
diction of particle swarm optimization RBF neural network model by chose the
parameters τ = 4 and m = 5, the results as shown in Fig. 5.
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Fig. 4. The 300 prediction results of RBF neural network model

Fig. 5. The 300 multi-step prediction results of RBF neural network model based on
PSO

The relative error of single-step and multi-step prediction as shown in table
1:

Table 1. The prediction results of Lorenz chaotic time series by different methods

prediction-step single-step multi-step

perr
RBF 7.248E-008 9.9817E-007
PSORBF 3.4697E-011 6.918E-008

It can be seen from the Fig. 2 to 5 and table 1,the Lorenz chaotic time
series can be predicted by RBF neural network forecasting model and RBF
neural network based on PSO prediction model. The prediction accuracy of
single-prediction-step model is significantly higher than multiple-prediction-step
model., which verified the chaotic series can be predicted in the short-term but
can not be predicted in the long-term. Compared with RBF neural network pre-
diction model, the prediction accuracy of RBF neural network model based on
PSO is significantly higher whether it in single-step prediction or multi-step pre-
diction, which fully demonstrate the validity of RBF neural network prediction
model based on PSO.
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6 Conclusion

Because the prediction accuracy of RBF neural network chaotic time series
prediction model is great influenced by the delay time τ in phase space re-
construction and the embedding dimension m, the paper put forward optimize
the parameters of RBF neural network, the delay time τ in phase space re-
construction and the embedding dimension m by particle swarm optimization,
then compared with RBF neural network prediction model which didn’t be op-
timized. The experimental results show that this method can effectively improve
the prediction precision of the chaotic time series.
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Abstract. Although there are many search engines based on the text
content, that do not meet our extensive search for multimedia content,
interests and effectiveness requirements.MPEG-7 is an important crite-
rion for the multimedia content descriptions, so it has a great application
value for us to have an in-depth study. Combined with the face recogni-
tion algorithm of face regions, feature relationships describing face im-
ages content in this paper, according to the study of MPEG-7 standard
construction of face related structure models.

Keywords: MPEG-7 description, face structure, facial features divi-
sion.

1 Edge Detection of Face Image

Extraction of face image is established on the basis of image segmentation. The
extraction of face image is based on image segmentation, image segmentation
is to separate the containing unique information of regions in the image from
the image, each area contains characteristic parameters itself, it is convenient
for the dividing area to express, localization and restore.The basic algorithm
has many edge detections,such as:gradient operator, direction operator,laplace
operator,canny operator and so on [1].

For the features extracted face image can use edge detection methods. The
essence of edge detection is to extract the demarcation line between the object
and the background in the image, it is particularly important for noise reduction,
so we use Canny operator for the edge detection technique.

OpenCV uses the Canny operator to detect the image edge, Canny proposed
canny operator in MIT master’s thesis in 1986 [2].the function of cvCanny is
using canny algorithm to find the edge of the input image and symbol of the
edge in the output image, edge detection result is shown in Figure 1. There are
two parameters in the cvCanny function, Parameter 1 is small threshold: Control
edge connection, Parameter 2 is big threshold: Used to control the initial strong
edge segmentation (Usually is 3 times higher than an smaller threshold) [3].
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(a) Threshold=1 (b) Threshold=6 (c) Threshold=17 (d) Threshold=34

(e) Threshold=48 (f) Threshold=62 (g) Threshold=89 (h) Threshold=100

Fig. 1. Canny edge detection with different threshold

As it’s shown in Figure 1, it’s the result of edge detection of image in different
thresholds (from 1 to 100), it’s used to determine the edge position through the
threshold, the lower the threshold, the more edges can be detected, the greater
noise it is influenced. Figure (a) shows the entire image boundaries are drawn,
the boundary lines are more likely to find irrelevant features between images,
extraction of image contour is important starting point for the start of facial
features, but it is difficult to determine the specific contours which contained in
the facial characteristics. By contrast, Figure (h) shows a high threshold will be
lost thin or short segments [4]. But it can clearly mark the eyes, mouth contour
information.

2 Eye Contour Partition

Eye extraction unit locks the concrete existence range of the human eye in the
image, using the Canny algorithm to find a specific type of threshold contour of
the human eye. Figure 2 shows a flow diagram of a specific, the specific process
is shown in figure 2:
(1) Put a piece of original face image into the face location and regional sep-

aration module, detecting face through the face/eye training documents in
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Fig. 2. Extraction processing block diagram of the human eye contour

OpenCV, determining the existence of effective human, and calibrating in
interval in face image in the eyes, separating this area, through the general
area which has existing human eyes, reducing the complexity of the more
difficult to split eye contour image because of lacking the precise position-
ing [5].

(2) Put the eye image separation into the edge detection module, using the
Canny operator to operator the image edge connected degree by different
threshold. Each threshold corresponds to a segmented image, putting each
pixel management module corresponding to each piece of image edge de-
tection, selecting 100 thresholds value as the selected index in this paper,
putting a human face image segmentation of 100 gray images with different
edge into the pixel management module, further analysis in its edge contour.

(3) Pixel management module: Mainly consist of the pixel extraction units and
the pixel storage units. Pixel storage unit consists of the pixel array, the
locking key point group, the profile storage array three parts.

The pixel extraction unit: Mainly extract the coordinates of each seg-
mentation image contains all the pixels and the pixels corresponding to the
whole image, and to be marked with the corresponding number.

The pixel array: Contain all the pixels of 100 segmentation image storage.
The locking key point group: Extract the fixed pixel to have a locked

storage in the different threshold corresponding to segmentation images.
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Fig. 3. Pixels management module block diagram

Contour storage array: Store a set of contour points which invariant of
surrounding pixels to extract the coordinates for points in the array, In order
to maximize the threshold for the benchmark, the principle of main functions
are described, as it shown in figure 3.

An image picks up the picture of eye area after the face/eye location,
through edge detection, corresponding to different thresholds to extract eye
contour images of 1 to N (N = 100), putting the N image contour into
pixel processing module, the pixel array corresponds to all the pixels in the
N profile, as some contours with threshold adjustment become more clear,
using different thresholds, comparing the pixel multiple pixel storage array,
finding the pixel coordinates (X1, Y1) which always exist, To lock the key
points in the storage group, which concluded that the point of eye specific
contour points. Similarly through different threshold value to (X1, Y1) for
continuous search near the origin (X2, Y2) in the contour corresponding
array, the collection contains the outline of an array of points of the specific
area of the eye contour [6].

(4) Eye contour point is not present in accordance with the changing of the
threshold value in the image (such pixels can be found in the “the group of
lock key points”), starting with these points, tracking edge by on the image,
to find the pixel point continuous place. As the contour line of human, and
has been recording edge position and stop record until the value is smaller
than the lower, putting the processed image data into image identification
module, according to the pixel points near the color regions of coherent,
judging profile in an array of point is the eye contour, reducing the differences
brought about by the image contour incomplete judgment.

(5) Original image positioning module: Through the above method to extract
clear eye contour, it is accurate and clear in the original image position-
ing of the human eye, separating images. Through this process, it can re-
duce the processing of edge detection complexity, quickly and accurately ex-
tract the eye contour. Human eyes detection in the process of extracting the
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inaccuracy will bring the eyes and eyebrows locked by the same, to find the
human eye contour,eye center positioning differences, in order to solve this
problem can help by the aid of combining color judgment, the eye contour
area near the border color and color has a different color of the eyebrows
by means of this method, it can easily rule out eyebrows contour was wrong
judges for the possibility of the eye.

3 Partitioning for Eye

In this paper, it is based on adaboost algorithm to eyes as the specific research
object, invoking CascadeClassifier kinds in the OpenCV, using its member func-
tions to complete detection, it’s own eye training files (haarcascade eye.xml) that
can detect the eye area well, and then separate it. Under the combination of VC
and OpenCV to implement the following method.

String nestedCascadeName = "./haarcascade_eye.xml";

//The human eye training files

CascadeClassifier cascade, nestedCascade;

//Create a cascade classifier

IplImage* image = cvLoadImage(filename, 1);//load picture

CvSeq* faces = cvHaarDetectObjects();//Haier feature detection

circle(img, center, radius, color, 3, 8, 0);

// In the eyes with circular mark

In the OpenCV, if there is a face obscured the main parts or in the case of not
straight to the human eyes, it is the basic detection not to come out, because
of their own eye database training is not completely good enough, instead of
training intact classifier is a very complicated and very large project, this is also
the important defects of the algorithm.

4 Other Parts of Facial Contour Extraction

Geometrical characteristics of the human face is fixed, below the eye is the
nose, below the nose is the mouth, depending on the physical location of these
organs, the core of the above methods, to the basis of to provide complete eye
contour, as the core of the midpoint of the eyes of the whole face, under the
premise of the eye contour determined, the eyes beneath the center position as
the mouth, nose candidate region. Threshold corresponding to multiple different
segmented image data to detect the lower eye contour unchanged few pixels, as
a person’s mouth and nose fixed point, at the same time the highest point of
the detected image contours designated as head profile, and find the edge of a
continuous contour, positioned in the original judgment, the completion of the
divided regions. Because of the effects of light, camera angles and other aspects,
the key point of the nose and face are not always present, point to outline the
difficulties caused, this is also the limitations of methods exist to solve major
problems in the future.
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5 Face Structure MPEG-7 Descriptors

In the index system, it may be the position of the corresponding color according
to the specific features as auxiliary information in order to achieve a combination
of characteristics, it called complementary frequency domain and airspace, the
combination of features is called that based on the extracted features, determin-
ing a coordinate position to form a description of the associated face of diverse
characteristics. Finally, it meets the index of the interface features generated by
a combination of MPEG-7 description file.

MEPG is an international standard developed by the Committee referred
to MPEG, it is under International Organization for Standardization ISO /
IEC [7]. MPEG-7 standard content,you can be described by more unpredictable
information, descriptor associated with the query image and its content also
plays a vital role. MPEG-7 descriptors into the color, texture, contour, movement
and distribution positions, it can be used to identify people’s facial technology.
Users can check their interesting graphic images in the database according to
their needs. The client sends a query request, the main program will be based
on a pre-selected index from the XML database query to the corresponding
conditions in XML files, which files contain keywords and corresponding with
the corresponding images, in order to find the correct image is returned to the
client.

This paper-based MPEG-7 standard face image description and retrieval pro-
gram that can achieve a standardized description of the face and fast retrieval [8].
System Development Platform: WindowsXP, system development tools: Visual
C++, MPEG-7 library, xmlspy, SQL2005 database.

6 Indexing System Query Mechanism

The main program will image processing procedures: Firstly, according to the
user’s input text annotations as the advanced query semantics, as a high level
of query conditions. Secondly, procedures of image reprocessing, face detection,
facial orientation, coordinates extraction and so on, graphic feature extracting,
the corresponding eigenvalue associated with all images and local information,
And sent to the feature information associated repository. Thirdly, combines
the corresponding characteristics and input conditions according to MPEG - 7
standard that can describe the image content description text files, and sent to
an XML database, these XML files can be image retrieval system calls, the whole
system application block diagram as shown in figure4, as shown in the central
part of the system is important for the image feature extraction algorithm for
the automatic and dynamic libraries for MPEG-7 description file parsing and
generation.

7 Retrieval Program

System for all image preprocessing, filter out noise. As there is in the process
of load the picture, the Non-face/face figure, but this design is mainly on face
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image content description and queries, so it should pass face image detection
programs (Adaboost algorithm), the distinction between Facial features and all
the images stored in the image library, after the determination of face image,
color image are extracted respectively (histogram), eye detection (training files),
facial features extraction (contour detection), coordinates positioning (such as
pixel location) algorithm procedure, Color, contour extraction, location informa-
tion such as establishing the corresponding relationship each other. Application
of the underlying use JOANNEUM RESEARCH developed MPEG-7 Dynamic
Link Library, described by the key on the library to provide visual descriptors
describe the program established to form a unified standard XML file, so as to
achieve the purpose of parsing and serialization. In the process the query and
load information to the database as the core, the establishment of information
centers to provide similar hub station, the picture information, description file
storage and correspond to each other.

In order to verify the applicability of the proposed structural model of the face,
the paper development index query face image based on the MFC VC++6.0 on.
Configure the environment as follows:

(1) Mp7Jrs2.2 dynamic link library on MPEG-7: means for generating and iden-
tifying description, description scheme.

(2) xerces-c-src2 1 0 for parsing and serializing XML description file.

Figure 5 shows a query to people face after running the program for the MFC
resulting image, the main function of the program is that the user will want
to query image to the specified file into the next (This selection of c: \\ Face),
when you click on the search button, Program will deal newly added image
processing algorithms and XML documents generated, and the file and the file
folder in accordance with the conditions of the original XML queries one by one
comparison, which returned to the user the correct query results. Program can
achieve facial features, size, color, semantic query in four ways.
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Fig. 5. MFC application
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8 Performance Analysis of Experimental Results

For an image retrieval system, the accuracy of the query is evaluated quality of
the system performance. Index model used in this paper are based on the color
corresponding to the features, advanced semantics, the combination of conditions
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in several ways, and the results of the experiment 100 times, recording each
experiment data. And return the system to measure the accuracy of the results
you want to find a face image through the actual data.

As can be seen from Figure 6, when using a combination of search criteria, the
highest accuracy of the results, but it’s computational complexity is the highest.
When using the semantic query, the accuracy rate will be based on different
conditions and consequent changes in the index, the color accuracy of the three
most queries, because it is a condition limiting the least.
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Abstract. A chaotic encryption algorithm used digital image compres-
sion and encoding technology based on discrete cosine transform and
discrete wavelet transform is proposed in this paper. By taking the re-
dundancy of images and the shortcomings of human visual into consider-
ation, this passage conducts the original image compression firstly, and
then uses the discrete Logistic chaotic sequence to achieve image encryp-
tion and transmission. From the theoretical analysis and experimental
results: this compression encryption algorithm is feasible and it decreases
the redundant information of the image, furthermore, it reduces the stor-
age space and improves the efficiency of data transmission, computer
simulations proved the security of the image processing method.

Keywords: DCT transform, discrete wavelet transform, compression,
Logistic mapping, encryption, MATLAB.

1 Introduction

With the fast development of computer science and multimedia technology, dig-
ital images have been widely applied into human lives. However, the number
of Internet crime has increased rapidly, thus the secure transmission of digital
images is becoming an important research field in communication area. At the
same time, there are lots of redundancy information exists in images that limit
data storage and transmission severely [1,2]. In order to avoid these two prob-
lems, paper proposed an image compression encryption method used discrete
cosine transform and discrete wavelet transform, focusing the Logistic algorithm
to achieve image encryption. Despite the wide variety of wavelets, people se-
lect different wavelets to get different image compression effects. Compared with
the wavelet compression method, the DCT compression method is a common
used standard, which is more convenient and efficient. Therefore, we select DCT
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transform to compress the original images and then conduct Logistic encryption
processes. Experimental results show that the compressed image is more clearly
and the security of image transmission is stronger. The compression encryption
method has high compression efficiency and easy to operated.

2 MATLAB Implementation of Image Compression
Encoding Technology

2.1 DCT Transform

Fourier transform (FT transform) and discrete cosine transform (DCT trans-
form) are widely used in digital image processing. The FT conversion has a
significant drawback that it uses complex to represent a parameter, thus storage
space will be two times than the real number. However, the DCT transform not
only has the same function with FT transform but also needs fewer data, which
is suitable in the image processing field [3].

DCT transform uses different amplitude and sine function with different fre-
quency to describe image approximately, and a dedicated function (dct2 function)
inMATLAB7.1 ImageProcessingToolbox is used to calculate the two-dimensional
image of the DCT. In a general digital image, most of its visual information is con-
centrated on a few DCT coefficients. The special nature of DCT transform makes
it applied in JPEG encoding area (the current international standard). The de-
tail steps of doing a DCT transform is to make large quantization intervals on the
high-frequency coefficients and small quantization intervals on the low-frequency
coefficients ofDCT [4,5]. The two-dimensional discrete cosine transformof aM×N
matrix A is defined as following.

Transform:

F (u, v) = c (u) c (v)
2

N

N−1∑
x=0

N−1∑
y=0

f (x, y) cos

(
2x+ 1

2N
uπ

)
cos

(
2y + 1

2N
vπ

)
(1)

Inverse transform:

f (x, y) =
2

N

N−1∑
u=0

N−1∑
v=0

c (u) c (v)F (u, v) cos

(
2x+ 1

2N
uπ

)
cos

(
2y + 1

2N
vπ

)
(2)

Where

x, y, u, v = 0, 1, · · · , N − 1, c(u) = c(v) =

{ 1√
2
u = 0, v = 0

1 u �= 0, v �= 0
(3)

F (u, v)is the DCT coefficient (also known as the weight applied to each func-

tion), c (u) c (v)F (u, v) cos π(2x+1)u
2M cos π(2y+1)v

2N is the basic function of discrete
function.
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JPEG encoding algorithm uses the 8 × 8 matrix to do the two-dimensional
discrete cosine transform, as follow:

F (u, v) =
1

4
c (u) c (v)

7∑
x=0

7∑
y=0

f (x, y) cos

(
2x+ 1

16
uπ

)
cos

(
2y + 1

16
vπ

)
(4)

Where

x, y, u, v = 0, 1, · · · , 7, c(u) = c(v) =

{ 1√
2
u = 0, v = 0

1 u �= 0, v �= 0
(5)

In MATLAB 7.1 Image Processing Toolbox, function dct2 and idct2 are used
for the two-dimensional DCT transform and inverse transform respectively. The
article uses huiwenlou.jpg image to illustrate the two-dimensional DCT trans-
form and inverse transform in MATLAB platform. The results are shown in Fig.
1.

(a) Original image (b) Grayscale image (c) CT coefficients (d) Restored image

Fig. 1. Cosine transform and inverse transform

2.2 Simulation and Analysis of Image Compression Based on DCT
Transform

DCT transform method is the key element in JPEG compression algorithm.
The basic principle of DCT compression is that: Firstly, decompose the original
image into 8×8 or 16×16 digital image blocks. Secondly, do the two-dimensional
DCT transform for each block. Finally, encode and transmit the quantized DCT
coefficients and build up the compressed image formats. In the receiving side, the
system will decode the quantized DCT coefficients, and do the two-dimensional
inverse DCT transform for each 8× 8 or 16× 16 blocks. The last operation will
be completed after these divided blocks composing of a single re-image. Fig. 2
shows the principle of image compression based on DCT transform.
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Fig. 2. Principle of image compression based on DCT transform
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No matter whatever the image is, the majority of its DCT coefficient values
are very closing to zero. If discarding these zero values , there is no significant
deterioration to the quality of reconstructed image. Therefore, the use of DCT
image compression method can save a lot of storage space. Soon after, this
article will divide the size of 512 × 512 huiwenlou.jpg image into 8 × 8blocks,
calculating its DCT coefficients, and only retain 10 coefficients from 64 DCT
coefficients. Then we use these 10 coefficients to do the inverse transform in
order to reconstruct the compressed image. In this experiment, we build up
MATLAB simulation platform and get the compressed image as well as other
relevant results. The results are shown in Fig. 3.

(a) Original image (b) Compressed image (c) DCT transform image

(d) Two-dimensional spectrum (e) The difference image (f) Three-dimensional color
image

Fig. 3. Compression results based on DCT transform

The experiment results are summarized as follows:
1. Program running time is 4.726774 seconds.
2. When choose 10 coefficients from the 64 coefficients, the compression ratio

is 6.4:1.
3. Mean square error is 0.0031.
4. Peak Signal to Noise Ratio is 73.1632 dB.

2.3 Wavelet Transform

From above, we have gain a little understand about the JPEG compression
algorithm, wherever, we would like to talk about the JPEG 2000 algorithm. The
core idea of JPEG 2000 compression algorithm is the wavelet transform. Wavelet
transform is a time-frequency localization analysis method, which has the fixed
window size and variable shapes. Wavelet transform extracts the useful signal
information through two ways: one is getting high quality time resolution from
the high frequency portion of the signal, the other is achieving better frequency
resolution from low frequency portion of the signal [6,7].
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Suppose the function isf (t), and it is a square integral function which meets
the conditionf (t) ∈ L2 (R), the definition of continuous wavelet transform is
defined as follows:

WTf (a, b) =
1√|a|

∫ ∞

−∞
f (t)ψ∗

(
t− b

a

)
dt, a �= 0 (6)

Where, 1√
|a|ψ

∗ ( t−b
a

)
=ψa,b (t) is the displacement and scale expansion volume gen-

erated by mother wavelet, a is the scale parameter, b is the translation parameter.
If we perform scale and displacement on the continuous wavelet transform in

accordance with powers of two, we will get the discrete wavelet transform (also
called binary wavelet transform). The definition of discrete wavelet transform is
as follow:

Wk [f (x)] =
1

2k

∫ +∞

−∞
f (t)ψ∗

(
x− t

2k

)
dt (7)

Where, ψ (t) is the mother wavelet.

(a) Approximate coefficients (b) Level coefficients (c) Vertical coefficients

(d) Diagonal coefficients (e) Reconstructed image (f) Reconstructed image
histogram

Fig. 4. Wavelet decomposition

Wavelet transform has overcome the shortcoming of Fourier transform, and
provides a time–frequency humane window to users. Wavelet transform extracts
the low-frequency information from the approximate weight and abandons the
high-frequency information until users get the desired image compression effects.
The results are shown in Fig. 4.

2.4 Simulation and Analysis of Image Compression Based on
Wavelet Transform

The important information of digital images is concentrating on the upper left.
By means of the decomposition technique layer by layer, the wavelet compression
method can extract useful information from the image. By using the MATLAB
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platform, the image compression process mainly includes obtaining the com-
pressed threshold and completing the image compression. This article uses the
two-dimensional wavelet transform to finish huiwenlou.bmp image compression.
The simulation results are shown in Fig. 5.

(a) Original image (b) Low and high frequency information

(c) The first compressed image (d) The second compressed image

Fig. 5. Compression result based on wavelet transform

The experiment results of the wavelet transform is summarized as follows:
1. The zero percentage of wavelet coefficients is about 47.3740%.
2. The percentage of the remaining energy of the compressed is nearly 99.7997%.
3. The first compression ratio is 15.23:1. And the second compression ratio is

55.46:1.
4. The MSE value before and after image compression is 0.2296.
5. The peak signal to noise ratio (PSNR) value before and after image com-

pression is 54.5202 dB.
6. The program running time is 2.509440 s.

2.5 The Contrast between DCT Compression and Wavelet
Compression

This article compared the DCT compression method with wavelet compression.
We find DCT-based image compression technology has more advantages: First
and foremost, DCT is an orthogonal transformation and it can convert the image
from the spatial domain to the frequency domain. Only a small number of data
points also can contain the main message of the image. Meanwhile, the whole
compression process of DCT is simple and easy. Secondly, by taking a subjective
view, we find the DCT compression ratio quite well and the difference between
recovery image and the original image are not obvious. Last but not least, the
mean square error of DCT compression is much smaller than the wavelet com-
pression and the peak signal to noise ratio is much larger than wavelet compres-
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sion. From above, it is easy for us to understand the great advantages of DCT
compression method.

3 MATLAB Implementation of Chaotic Image
Compression Encryption Technology

3.1 Chaotic Image Compression Encryption Scheme Design

Chaotic image encryption method takes advantage of the extreme sensitivity of
chaotic dynamical system to the initial conditions. At the same time, the chaotic
signals have excellenthidden features, unpredictable and lowcomplexity character-
istics [8,9]. These characteristics are consistent with secret communication system.

The principle of image compression encryption algorithm is summarized as fol-
low: First, we input the DCT compressed image to the encryption system and use
the key X to generate the real values chaotic sequence Y and Z; Second, using Y
and Z to generate the grayscale matrix G and the symbol matrix S that is match-
ing with the compressed image; Finally, the XOR is needed to operate on the gray
matrix and the image compression, and their resultsWGwill dot with the symbols
matrix S again[10,11,12].Only by following these steps can we get the compression
encryption images. The schematic of the design is shown in Fig. 6.

After JPEG compression process, the huiwenlou.bmp image will be input
into the Logistic encryption system. In chaotic image encryption experiments,
a random keym (1) = 0.11is selected and we can get the compressed encrypted
image information.

start
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Fig. 6. The schematic of image compression encryption

In order to get a more intuitive view about the images, this article uses the
histogram analysis method. Since a good encryption system should be sensitive
to the plaintext as well as the keys [13], the experiment chooses the correct
keym (1) = 0.11and error keym (1) = 0.13 to do the tests. Due the image en-
cryption key are matched with the decryption key that changing the decryption
key will lead to a failure. The results are shown in Fig. 7.
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(a) Original image (b) Encrypted image (c) Decrypted image

(d) Wrong image (e) Original image histogram (f) Encrypted image histogram

Fig. 7. Chaotic image encryption and histogram analysis

From the simulation results we know the DCT compressed image would not
bring any significant distortion to the image, and the restored image can better
reflected its original appearance. Then after Logistic system encryption, the
outline of compressed image has been covered completely, and no one is able to
distinguish the details of compressed image. The scheme design is accurate and
its performance meets the needs of users absolutely.

From the histogram (e) and (f), we can see the distribution of original image
histogram is sharp and steep, but the distribution of encrypted image histogram
is more evenly soothing. This result shows that the safety of the encryption
system is high enough.

3.2 Anti-cropped Test on the Chaotic Image

The article use the imcrop function to extract a rectangular portion from the
encrypted image, then using the keym (1) = 0.11to decrypt the cropped image.
The simulation result is shown in Fig. 8.

(a) Crop the encrypted image (b) Decrypt the cropped image

Fig. 8. Anti-cropped test on the chaotic image
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3.3 Anti-rotation Test on the Chaotic Image

This article operates the rotation processing on encrypted image (respectively
rotated35◦and145◦), then using the keym (1) = 0.11to decrypt the rotated im-
age. The simulation result is shown in Fig. 9.

It can be seen from Fig. 9 that we restore the original image completely
after entering the correct decryption key, and the changing of pixel relative
position on the encrypted image has no harmful effects on our studies. Though
performing different degrees of rotation on the image, we can get the desired
results. Therefore, this algorithm has a good anti-rotation performance.

(a) Encrypted image rotated 35◦ (b) Decrypted image rotated 35◦

(c) Encrypted image rotated 145◦ (d) Decrypted image rotated 145◦

Fig. 9. Anti-rotation test on the chaotic image

4 Conclusion

This paper proposed a new chaotic encryption compression algorithm based
on DCT transform and discrete wavelet transform techniques. This design not
only removes redundant information from the image effectively but also saves
storage space. Once the design operated can we get a higher efficiency of data
transmission and a more secure network communication environment.
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Abstract. In 3D video processing systems, efficient depth map coding is vital 
since the quality of the synthesized virtual views highly depends on the accuracy 
of the depth map. In this paper, we propose an efficient depth map coding method 
based on arbitrarily shaped region. A depth map is first divided into some regions 
along the detected edges, and then the edges are coded without loss using a 
directional 8-connected chain code and an arithmetic codec while the pixels 
inside the arbitrarily shaped regions are coded by a Differential Pulse Code 
Modulation (DPCM) with uniform quantization. Experimental results show that 
our method can obtain better quality of rendered views than JPEG at the high 
bitrate. 

Keywords:  3-D video, depth map coding, region division, DPCM, uniform 
quantization.  

1 Introduction 

Recently, with the development of three dimension (3D) display and interactive 
multimedia system, people are pursuing the immersive perceive experience of the 
reality scenes, which leading to the high development of 3D video [1]. 

For 3D video, multiview video coding (MVC) [2] is the conventional format, 
which is compressed by H.264/AVC video coding standard. The central idea is to 
exploit the statistical dependencies between different video sequences and the 
spatial/temporal correlation in each single sequence. Since this approach brings about 
large amounts of data to be stored and transmitted, another solution using the data 
format of multiview video plus depth (MVD) [3] is represented. MVD uses the 
transmitted video views as well as their corresponding depth maps to generate the 
intermediate virtual views, where depth map has much lower data than the color 
texture data. At the decoder side, a number of desired intermediate views can be 
synthesized from the neighboring viewpoints, via some depth-image-based rendering 
(DIBR) techniques [4]. 

Depth maps are characterized by shaped edges and large regions of nearly constant 
or slowly varying sample values. Most depth maps have the same format as color 
maps (YUV 8-bit) and thus can be compressed using color map codecs such as 
H.264/AVC. However, depth map has a number of different characteristics, which 
makes color map codec-based techniques less efficient for depth map coding. A 
significant difference is the depth-level distribution. Depth map only represents the 
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distance between the capturing camera and an object and it has no texture. Therefore, 
most regions within an object have very similar depth levels. Another difference of 
depth map is its lower temporal consistency than color map. The last, depth map is 
only used to generate the virtual view synthesis and not presented to the user [5]. 
Therefore, efficient depth map coding should not use the traditional compression 
methods as color maps in the 3DV systems. Nowadays, various approaches have been 
proposed in attempting to compress depth map. Some approaches focus on moving 
data redundancy by using the correlation between color and depth sequences. For 
example, paper [6] argued that depth sequences should share motion vectors with the 
corresponding color sequences, and [7] more recently proposed a view synthesis 
prediction method for depth video coding. Others focus on the rendering quality of 
synthesized views since the main function of depth data in 3DV systems is to assist 
the synthesis of high quality virtual viewpoint views [8][9]. The depth quality is 
greatly restricting the quality of synthetic viewpoint in 3DV system [10]. However, in 
the forementioned approaches, the depth map is compressed without considering the 
characteristics of edges, which will consequently affect the synthesized quality. 

In this paper, we propose a depth map coding based on arbitrarily shaped region. A 
depth map is first divided into some regions along the detected edges, and then the 
edges are coded without loss using a directional 8-connected chain code and an 
arithmetic codec while the pixels inside the arbitrarily shaped regions are coded by a 
DPCM with uniform quantization. Experimental results confirm that our method can 
obtain better quality of rendered views especially at high bitrate. 

The outline of the paper is as follows. The proposed method is described in Section 
2 in detail, and Section 3 presents the coding performances and experimental results 
of the proposed method. Finally, we conclude this paper in Section 4. 

2 The Proposed Method 

Fig.1 shows the flowchart of our proposed method, which consists of the encoder and 
decoder. 

 
Fig. 1. Flowchart of our proposed method 

8-Connected 
chain code

DPCM

Arith.
Encode

Arith.
Decode

Inverse 
DPCM

DPCM Uniform 
quantization

Arith.
Encode

Arith.
Decode

Requanti-
zation

Inverse
DPCM

Reconstrc-
tion

Edge 
detection

Depth 
map Output 

image

Arith.
Encode

Arith.
Decode

Encoder Decoder
Non-edge 
regions

Edges
Pixels values 

of edges

Position of 
edges



 Depth Map Coding Based on Arbitrarily Shaped Region 521 

2.1 Edge Detection 

In this paper, Canny edge detector [11] is to detect a given depth map’s edges, 
including the following steps: 

• Gaussian smoothing, 
• image gradients computing, 
• non-maximum suppression to every gradient vector,  
• two-threshold hysteresis edge testing. 

Here, the low hysteresis threshold is 0.4 times of the high threshold. As shown in 
Fig.2, first, for the depth map (Fig.2.(a)), when the gradient value is less than the low 
hysteresis threshold, we can get the corresponding gray values of the depth map and 
set them to 0, and then we obtain the image 1 (Fig.2.(b)). In the same way, when the 
gradient value is less than the high threshold, we can get the image 2. Because  
the threshold value of image 2 (Fig.2.(c)) is higher, and it not only removes most of 
the noise, but may also lose the useful edge information, based on this observation, 
we add the edges of the depth map according to the image 1.  

 

Fig. 2. (a) Initial depth image of “Ballet”, (b) Image 1 from the low hysteresis threshold, (c) 
Image 2 from the high hysteresis threshold 

2.2 8-Connected Chain Coding the Position of Edges 

The depth map contains no texture but sharp object edges and smooth areas inside 
each edge. The depth plays an important role on the synthesized virtual views since 
the distortion of depth data especially around the object edges will lead to geometry 
changes and occlusion variations of the texture in the view synthesized. Hence, in 
order to preserve a lossless edge, a lossless coding is performed for the position of 
edges. 

Fig. 3 shows an illustration of detected edges in a 8×8 depth block. Here, the 
positions 1 represent the edges and the positions 0 represent the non-edge regions. 
After a directional 8-connected chain coding for describing every continuous 
edge-pixels, an arithmetic coding is implemented to the set of edges for the entropy 
coding. 
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Fig. 3. An example for detected edges in a 8×8 depth pixel block  

2.3 Coding the Pixels Values of Edges  

With the purpose of lossless coding the edges, all pixels values on edges are arranged as 
a row vector, and then this vector is encoded by DPCM, aiming at removing data 
correlations. Finally, the results will be inputted to an arithmetic codec. At the decoder 
side, we obtain all pixels values of the edges with the help of the edge position. 

2.4 Scanning and Coding the Non-edge Regions  

Since depth maps only express the distance information between the capturing camera 
and object, pixels in each region inside the same edge have very similar distance and 
they are smooth. Therefore, for a certain region, there are strong correlations between 
the adjacent pixels, and we can put all the pixels into a one-dimensional vector for 
efficient coding. 

Firstly, we scan each non-edge region from the first row, when it comes to the 
border, the scanning just jumps to the next line until the first regional scanning is 
completed. Next, we regard the coordinates of positions 0 (e.g. Fig.3) that after the 
edge pixels that we met in the first scan as the starting points of the next scanning, 
like this, each scanned regions can be of arbitrarily shaped. Do it again and again until 
all the non-edge pixels have scanned, we'll be able to get more than one non-edge 
region of arbitrarily shaped.  

Secondly, we put all pixels of each region in a row. After doing this, we encode each 
of one-dimensional vectors by a simple DPCM with the purpose of removing 
correlations. In the process of DPCM, in order to avoid the spreading of prediction 
error in DPCM, we conduct a down-sampling. 

For example, a one-dimensional error vector has 19 elements, we first take out of 
the first and tenth components and transmit them accurately to the decode side, while 
for the rest components, we deal them with a simple DPCM, which is defined as: 

e(n+1)=e(n+1)-e(n)                        (1) 

where   e denotes the element in a one-dimensional error vector, n is the position 
of the corresponding elements in the vector, and where n is a positive integer. 
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Thirdly, a uniform quantization is performed to the error data after DPCM. 
Typically, the quantization used in our work can be described as follows: 

yq=round(E× level/(ymax-ymin))                  (2) 

where E denotes the one-dimensional error vector with length N after DPCM, and 
N represents the number of pixels in a certain region (the different value N means that 
the non-edge region is of arbitrarily shaped), and level is the resolution of the 
uniform quantization (it can be 8, 16 or 32 and etc.), and ymax and ymin denote the 
maximum and minimum values of the vector E, respectively. 

At last, after quantization, we put the data into an arithmetic codec for entropy 
coding.  

2.5 The Tradeoff between Edges and Non-edge Regions 

The different allocation of bitrate for edges and non-edge regions will influence the 
final performance of depth map and the synthesized virtual views. Generally, there is a 
tradeoff between edges and non-edge regions.  

When a low threshold is used to detect a given depth map’s edges, the number of 
edges will increases, at the same time, the bitrate of edges also increases. Meanwhile, 
the resolution of the uniform quantization can also influence the total bitrate, and with 
the reduction of quantization precision, the bitrate for the non-edge regions is 
decreasing. Based on this, we have done a lot of experiments to find a tradeoff between 
edges and non-edge regions. 

For example, table 1 shows the distribution of bitrate for edges and non-edge regions 
for a certain PSNR of the depth map Ballet. Hence, we could find the optimal 
combination (in case of total bitrate of 0.148BPP ) to achieve the best result. 

Table 1. The depth map ballet for a certain PSNR 

 

3 Experimental Results 

The performance of the proposed framework was evaluated using the multiview depth 
video sequences Kendo, BookArrival, and Ballet (1024×768 @15Hz) provided by 
Microsoft at the camera position 1, position 8, and position 4. 

To confirm the performance of our proposed method, three groups of performance 
comparisons are demonstrated here: the R-D performance of depth map, the R-D 
performance of the synthesized virtual views, and comparison of the synthesized 
virtual views. . In all experiments, we compare our method with JPEG2000 and JPEG 



524 R. Liu and A. Wang 

standard under the same conditions. The depth images (Kendo，BookArrival, and 
Ballet) are tested in the experiment and the Peak Signal-to-Noise Ratio (PSNR) is used 
to evaluate the distortion. 

The R-D performance of depth map is presented in Fig. 4 and PSNR of the coded 
depth map is plotted against the different accuracy of the quantization. For the given 
depth images, it is obvious that the depth map compressed by our method is better than 
JPEG under high BPP. Unfortunately, there is a gap between JPEG2000 and JPEG 
under the low bitrate conditions. The reason is that the edges information is lossless 
coded, and it costs a lot of bits, therefore, the total bitrate will goes up. Especially, for 
image Kendo, when the bitrate is used to compress depth map is 0.79BPP, and the 
depth map can be lossless recovered. 

Fig. 5 compares the R-D performance of the synthesized view among the three 
schemes, where the synthesized view of the image is generated using the original 
view and the compressed depth map which are both at the certain position. Fig. 5 
shows that our algorithm can obtain better quality of rendered views at high bitrate. 
This is attributed to the lossless compression of the edges, which is important to the 
synthesis of virtual viewpoint. Another advantage of our method is that the shapes of 
non-edge regions are adaptive, unlike JPEG whose block-size is fixed. These adaptive 
shaped regions satisfy the characteristics of the depth map and can be compressed more 
efficiently than the fixed block. Consequently, the R-D performance of the synthesized 
view is better than JPEG at high bitrate. 

The synthesized views are presented in Fig. 6, where bitrate used to compress depth 
maps are respectively 0.51BPP for Kendo, 0.7BPP for BookArrival, and 1.1BPP for 
Ballet. In the process of DIBR, we use warping and medium filtering, and the 
hole-filling is not implemented. The perceived quality of the synthesized views using 
our method performs better than JPEG especially at high bitrate. 

 
Fig. 4. The rate-distortion comparison of the depth images  

 
Fig. 5. The rate-distortion comparison of the synthesized view 
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                          (a)               (b)             (c) 

Fig. 6. Synthesized views using compressed depth maps with 0.51BPP for Kendo, 0.7BPP for 
BookArrival, and 1.1BPP for Ballet. From up to down: Kendo, BookArrival, and Ballet. (a) 
ground truth, (b) compressed with our proposed method, (c) compressed with JPEG. 

4 Conclusion 

In this paper, we propose an efficient depth map coding method based on arbitrarily 
shaped region. The analyzed characteristics of depth map coding enable us to divide a 
depth map into arbitrarily-shaped regions along the detected edges, but not the 
rectangular blocks like that in traditional coding algorithm. The edges are transmitted 
using a directional 8-connected chain code and an arithmetic codec. The pixels of 
arbitrarily shaped regions are first encoded by a down-sampling with simple DPCM 
and uniform quantization. Experimental results show that our proposed method can 
obtain better quality of rendered views in the case of high bitrate. 

However, there are still some issues to be considered in the future, e.g., the 
rate-distortion optimization for the depth map should be taken into account. The 
relation between depth distortion and view synthesis distortion needs more 
investigation, and can achieve the best results. 
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Abstract. This article discusses impact of human emotions on physiological 
characteristics and their changes. Many fields require applications that provide 
information about the emotional state of a human. Today's research is mainly 
concerned with increasing the accuracy of the methodology for obtaining this 
information. Studied subjects were psychologically stimulated to change their 
neutral calm state to stress. Subjects were measured physiological characteris-
tics and the change of speech also. Blood samples, ECG and EEG form part of 
the neurophysiological data that were collected during the neutral state and dur-
ing stress. Voice activity was recorded from reading text that read, patients in 
both emotional state. Features extraction was focused on the Mel-frequency 
Cepstral coefficients and their dynamic and accelerated derivations. Change in 
emotional state from neutral to stress was recognized by using a GMM  
classifier that has been trained and tested by mentioned speech features. Psy-
chological stimulus was induced using professional psychological methods. The 
measurement was performed in a special EMC interference protected chamber 
to prevent undesirable electrical influences from the external environment espe-
cially on sensitive EEG measurement. 

Keywords: Emotional state, cortisol, ECG, EEG, MFCC, GMM. 

1 Experiment 

The objective of the experiment was to determine the effect of stress on neurophysi-
ological changes both in human brain activity and in responses of the cardiovascular 
and hormonal systems. The cardiovascular activity was monitored with standard elec-
trocardiography (ECG). To determine hormonal responses, changes in the cortisol 
level were monitored in blood samples taken both before and after the stress. In order 
to avoid any undesirable interference, the experiment was performed in an EMC 
shielded chamber at the Department of Telecommunications of the Czech Technical 
University in Prague. The experiment was carried out between 7 and 11 am to avoid 
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circadian rhythms in measured values. 18 healthy subjects (14 men and 4 women) 
aged between 20 and 22 years took part in the testing. All test subjects agreed with 
their participation in the experiment by signing an informed consent. EEG was moni-
tored with 19 EEG leads placed according to the internationally recognised 10/20 
system. The limit value of contact resistance between the electrode and skin was be-
low 5 KΩ. ECG was monitored via a single-channel bipolar lead. A g. USBamp 
(g.Tech, Graz, Austria) biological signal amplifier was used to measure biological 
signals. Blood pressure values were recorded using the oscillometric method with an 
Omron M6 blood pressure meter. Cortisol levels were determined from blood samples 
analysed in a certified biochemical laboratory of the University Hospital in Ostrava. 

1.1 Experiment Description 

After a subject arrived to the workplace, both EEG and ECG leads were attached and 
a blood pressure cuff was put on. After that a certified nurse introduced a cannula to 
take blood samples. The subject then moved to the test chamber. Prior to starting the 
measuring, blood pressure and pulse were taken both before and after the relaxation 
phase. A relaxation phase followed during which a series of relaxing photographs 
were shown and an accompanying narration recorded by a psychologist was played. 
The presentation included pictures of beaches, animals and children. After the last 
photograph had been shown, the test subjects were asked to close their eyes and focus 
only on their thoughts. This stage lasted 8 minutes and its purpose was to evoke sleep. 
At the end, the test subjects were asked to open their eyes to make sure no sleep 
symptoms would be registered in the EEG signal. After 30 seconds, the test subjects 
were asked to close their eyes again in order to eliminate the artefact of blinking. At 
that stage, the actual EEG and ECG measuring began and lasted for 30 seconds. After 
that, blood pressure was measured and a blood sample was taken. To determine any 
emotion in voice, the subject was asked to read a short text. During the second phase 
of measuring, a series of logical tasks were displayed and the subject was supposed to 
perform a calculation or answer a question within a time limit. To enhance the stress, 
each question was assigned a score depending on the difficulty. A subject with the 
highest score received a reward of 40 euros which is about a 1/20 of the average sal-
ary in the Czech Republic. A typical example was to count the number of triangles in 
a picture. This testing phase lasted for 5 minutes and at the end, the subjects were 
asked to close their eyes again for 30 seconds during which brain and heart activity 
was monitored. After that, blood pressure was measured and a blood sample was 
taken and the subject was asked to read the same short text as in the relaxation phase. 

1.2 Experiment Results 

The results of the experiment can be seen in Figure 1. Cortisol levels (upper left 
square) after stress were higher only in 7 subjects. A certain disadvantage of using 
this stress hormone as a stress indicator is that the time necessary for the hormone to 
be released from suprarenal glans to circulation is not known. The same figure (upper 
right corner) shows the values of systolic BP before (green) and after stress exposure 
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2.1 Features Extraction 

For speech recognition, the most commonly used features are cepstral coefficients. 
Cepstral coefficients are derived from an inverse discrete Fourier transform (IDFT) of 
logarithm of short-term power spectrum of a speech segment as: 

 ( ) ( )
21

ln
0

j mkN
c m X k e N

k

π−
 =   

=
 (1) 

Where X(k) is the FFT-spectrum of speech x(m). As the spectrum of real-valued 
speech is symmetric, the DFT can be replaced by discrete cosine transform (DCT). To 
obtain MFCC features, the spectral magnitude of FFT frequency bins are averaged 
within frequency bands spaced according to the Mel scale which is based on a model 
of human auditory perception. The scale is approximately linear up to about 1000 Hz 
and approximates the sensitivity of the human ear as: 

 ( )1125log 0,0016 1f fmel = +  (2) 

Number 13 is extracted coefficients, c0 included. For each vector of coefficients 
were derived dynamic coefficients of the delta ∆cm and delta-delta ∆2cm (acceleration 
coefficients), which reflect the temporal changes of coefficients vectors cm. The final 
number of coefficients is therefore 39. [1][2][3][4][5] 

 2, c ,all
m m m mc c c =      (3) 

2.2 GMM Classifier 

A Gaussian Mixture Model is a parametric probability density function represented as 
a weighted sum of Gaussian component densities. GMMs are commonly used as a 
parametric model of the probability distribution of continues measurements or fea-
tures in biometric system, such as vocal tract, in speaker recognition systems as well. 
Probability distribution of the parameter vectors derived from human speech can be 
described using GMM. 

 ( ) ( )
1

|
sM

s s s
i i

i

p o w p oλ
=

=   (4) 

Where M is number of components for s class, wi, i=1,…,M, are weights of com-
ponents complying condition that sum of all weights is 1, p means the probability 
density of the components represented by the mean value µ and covariance matrix Ci. 

Speaker model can be described mentioned mixture characterized by the equation 
below. 

 { }, , , 1, , .s s s s s
i i iw C i Mλ μ= =    (5) 
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The criterion of maximum likelihood is found lambda parameters with maximum p 
probability density based on sequence parameters O = {o1, o2, …on} obtained from 
speech, seen below. [7][8] 

 ( )arg max |s sp oλ λ=   (6) 

2.3 Results 

The extracted speech features were training and test data in relation cyrca 50 percent. 
GMM classifier was trained data from the Berlin database of recordings and stimu-
lated patients. A different number of components of the GMM has been reached vari-
ous classification accuracy, as shown in Table and Figure bellow. 

Table 1. Impact of GMM components number  

Number of components 8 16 32 64 128 256 512 1024 

Stress state (Berlin database) [%] 76 79 85 85 88 88 85 82 

Neutral state (Berlin database) [%] 95 95 95 93 98 95 93 90 

Stress state (EMC measurement) [%] 58 58 62 63 68 68 63 61 

Neutral state (EMC measurement) [%] 64 64 69 71 78 76 74 70 

 

 

Fig. 2. Dependence of the classification accuracy on the number of GMM components and 
databases 

The best recognition ability was GMM classifier with 128 components. The best 
success rate reached classifier in recognizing neutral state in the Berlin database. Per-
centage recognition neutral state, given the stress was 78 percent in the processing of 
speech patients from EMC chamber. Figure below shows the comparison of the two 
data sets and classification accuracy for training and testing of this data. 
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Abstract. In this paper, we present an effective approach for reducing
soft error rate (SER) in SRAM-based FPGA. First, the entire system is
divided into several modules according to its function. Then the soft error
rate of each module is calculated by an analytical estimation method.
Finally, rather than performing mitigation for all the modules in the
system to achieve high reliability, the modules with highest soft error
rate have a priority to be mitigated, i.e. we perform mitigation for the
entire system based on partial duplication. Experimental results verify
our proposed method.

1 Introduction

Field Programmable Gate Arrays (FPGAs) are utilized in many applications
such as networking and embedded applications due to their high performance,
low Non Recurring Engineering (NRE) cost and Fast-Time-To-Market [1]. How-
ever, SRAM-based FPGAs are vulnerable to Single Event Upsets (SEUs) that
cause soft rate [2] and their applications in aerospace field are narrowed. SEUs
are generated by cosmic particles, energetic neutrons, and alpha particles hit-
ting the surface of silicon devices. One possible solution to this problem is to
use radiation-hardened FPGA devices. These devices, however, are much more
expensive than Commercial-Off-The-Shelf (COTS) FPGAs. Thus the COTS de-
vices are affordable when cost, i.e. area and/or power, is a major issue [3].
Moreover, radiation-hardened devices are few generations behind state-of-the-
art COTS devices.

To design one high reliable system mapped into an SRAM-based FPGA, it’s
necessary to study the effect of soft errors at the system level and identify the
most vulnerable modules in the system. Conventional methods [4–6] are based
on em Fault Injection (FI) strategies. Using this methodology, a limited number
of error sites are targeted for fault injection. Several workloads are then run to
measure the number of detected failures by comparing the results of each run to
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the clean run. These steps make FI approaches both very time-consuming and
inaccurate. Moreover, these approaches cannot be used during design phases
since they need physical implementation. To overcome the shortcomings afore-
mentioned, Asadi et al. [7, 8] presented an analytical approach to estimate the
soft error rate of systems mapped into SRAM-based FPGAs, which can achieve
orders of magnitude faster than fault injection method while is very accurate.

After the soft error rate estimation, the most vulnerable modules in the system
are identified. The next step is performing SEU mitigation for the entire system.
The previous SEU mitigation techniques impose 100%-200% overhead in terms
of area and power [2,9–11]. This extra overhead, in turn, affects the performance
of the system mapped into SRAM-based FPGA. The extra power overhead even
limits the widespread use of these devices in reliable embedded applications.

In this paper, we present an effective approach for reducing soft error rate
(SER) in SRAM-based FPGA. First, the entire system is divided into several
modules according to their functions. Then the soft error rate of each module
is calculated by an analytical estimation method. Finally, the entire system is
mitigated based on partial duplication within the limits of cost, such as area
and/or power, achieving a high reliable system with low cost. The proposed
approach does not require physical implementation, i.e. only a synthesis tool
and a software program are used.

The rest of the paper is organized as follows. Section 2 describe the whole
approach proposed to reduce the soft error rate of systems based on FPGAs.
Experimental results are presented in Section 3. Finally, Section 4 concludes the
paper.

2 Proposed Algorithm

Reliability is a major issue in aerospace applications. Since SRAM-based FPGAs
have soft error susceptibility due to SEU, it is necessary to perform mitigation
for system mapped into SRAM-based FPGAs so as to achieve a high reliability.
However, there are cost constraint in many applications, especially in aerospace
applications where area and power are major issues. Redundant mitigation, in
turn, would affect the performance of the system. As a result, it’s impractical to
perform mitigation for the entire SRAM-based FPGA system.

To balance high reliability and low cost for SRAM-based FPGAs system,
we propose an approach to reduce the soft error rate of the system based on
partial duplication under cost restriction, i.e. area. Considering the high time
and space complexity introduced during the estimation of soft error rate of an
entire system, we divide the entire system into several modules according their
functions in the system first and compute their soft error rates separately. The
calculation of soft error rate for each module is conducted using an analytical
SER estimation method. Then, according to the observation that the primary
outputs have a very high soft error rate since they are always sensitized, we
traverse the system from the modules near the primary outputs to the modules
near the primary inputs in a greedy manner to find the modules with highest
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soft error rate and make them duplicated within cost constraint, that is partial
duplication.

The flowchart of the proposed approach is illustrated in Figure 1. The de-
tails of the analytical SER estimation method and mitigation based on partial
duplication are presented in the following subsections, respectively.

Start

Separate design into N submodules

Compute SER for each module

Duplicate the modules with highest
SER within the cost constraint

End

Fig. 1. Flowchart of the proposed algorithm

2.1 Analytical SER Estimation Method

The analytical SER estimation method is exploited to calculate the soft error
rate for each module of the system mapped into SRAM-based FPGAs. In the
analytical SER estimation method, the node error rate (PRi) based on FPGA
used resources (placement and routing information) for the given mapped design
is calculated, followed by the calculation of the error propagation probabilities
(Ni) using the gate-level netlist. The error propagation calculation rules for
elementary gates are shown in Table 1. Based on the node error rate PRi and
the error propagation probabilities Ni, the soft error rate due to node i in the
module, Si, can be compute as follows:

Si = PRi ×Ni (1)

Having the soft error rates computed for all nodes, we compute the soft error
rate for the entire module in the clock after the particle hit according to Equation
2.

S = 1−
n∏

i=1

(1− Si) = 1−
n∏

i=1

(1 − PRi ×Ni) (2)
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In addition, the soft error rate of the entire module in c clock cycles after the
particle hit is calculated according to Equation 3.

S = 1−
n∏

i=1

(1 − PRi × (1− (1−Ni)
c)) (3)

Table 1. computing probability at the output of a gate in terms of its inputs

AND

P1(out) =
∏n

i=1 P1(Xi)

Pa(out) =
∏n

i=1[P1(Xi) + Pa(Xi)]− P1(out)

Pā(out) =
∏n

i=1[P1(Xi) + Pā(Xi)]− P1(out)

P0(out) = 1− [P1(out) + Pa(out) + Pā(out)]

OR

P0(out) =
∏n

i=1 P0(Xi)

Pa(out) =
∏n

i=1[P0(Xi) + Pa(Xi)]− P0(out)

Pā(out) =
∏n

i=1[P0(Xi) + Pā(Xi)]− P0(out)

P1(out) = 1− [P0(out) + Pa(out) + Pā(out)]

NOT

P0(out) = P1(in)

Pa(out) = Pā(in)

Pā(out) = Pa(in)

P1(out) = P0(in)

The following are the steps of the analytical SER estimation method for one
individual module.

1. Extract detailed placement and routing information of the specified mod-
ule mapped into an SRAM-based FPGA using the Xilinx design language
(XDL).

2. Obtain all signals from ni to any reachable primary output POj and/or
flip-flop ffj. This is achieved using the forward and backward Depth-First
Search (DFS) algorithm [12].

3. Levelize signals on these paths using the topological sorting algorithm [12].
Topological sort of a directed acyclic graph is an ordered list of the vertices
such that if there is an edge (u, v) in the graph, the u appears before v in
the list.
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Fig. 2. Example of mitigation based on partial duplication

4. Traverse the paths in order. Compute signal probability (SPi) and apply
propagation probability rules, shown in Table 1, to compute propagation
probability (PPi) for node i. Error propagation probability Ni is the product
of signal probability SPi and propagation probability PPi of node i.

5. Calculate the node error rate PRi based on the raw error rate of the de-
vice, the error model, and the number of SRAM configuration bits used for
implementing node i in the FPGA.

6. Calculate soft error rate due to node i according to Equation 1 and further
calculate the soft error rate of the specified module according to Equation 2
and 3.

2.2 Soft Error Mitigation Based on Partial Duplication

Once the soft error rate of all the modules in the system are calculated, a miti-
gation based on partial duplication within specified cost overhead is conducted
for the system. The basic idea of the mitigation based on partial duplication
is to traverse the entire system from the modules near the primary outputs to
the modules near the primary inputs in a greedy manner to find the set of the
modules with highest soft error rate and make them mitigated. The mitigation
processes modules from the modules near the primary outputs for two reasons.
The first is based upon the observation that the modules near the primary out-
puts have a high soft error rate since they are always sensitized. The second is
that the soft error rate of the entire system is measured on the primary outputs.
The details of the mitigation based on partial duplication is presented below.

First, a priority queue (indexed by soft error rate) is initialized with the
modules near the primary outputs most. At each iteration of the mitigation
method, the module m with the highest soft error rate is removed from the
priority queue and added to a set s. The current cost overhead is updated to
reflect the latest addition to the set s and all modules that are inputs to the
module m are inserted to the priority queue. This process terminates when the
size of set s equals (or just exceeds) the specified cost overhead. Mitigation can
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be varied immediately with the change of the specified cost overhead, due to the
continual update of the cost overhead.

To better understand the procedure of the mitigation based on partial dupli-
cation, an example, shown in Figure 2, is presented. In Figure 2, the soft error
rate of each module in the system, as well as the connection relationship between
each other, is provided. The only constraint to mitigation is the area overhead
that is allowed for partial duplication. First, modules M1 to M4 which near the
primary outputs are inserted into a priority queue ModuleQ. Then, the module
with highest soft error rate, in this case, module M1 is removed from the priority
queue ModuleQ and added to a set s. The current area overhead is updated to
reflect the latest addition to the set s and all inputs of module M1, i.e. modules
M5, M6 and M8, are added to the priority queue ModuleQ. Choose the module
with highest soft error rate, i.e. module M6, and perform the same operations to
it as to module M1. In this manner, the set s grows until the area overhead of
all the modules due to mitigation added to the set s exceeds the specified area
overhead constraint. Finally, in this example, modules M1, M6, M2, M5, M4,
M10 and M11 are duplicated to meet the high reliability (low soft error rate)
under the limits of area overhead.

Table 2. Experimental results of our proposed algorithm

Soft Error Rate Reduction (%)

Circuit Area Overhead

Name
No.
PIs

No.
POs

20% 33% 50%

s298 3 6 56.1 63.6 79.3

s344 9 11 67.8 71.9 85.2

s832 18 19 49.6 61.1 77.9

s1196 14 14 63.9 69.3 78.8

s1423 17 5 53.1 71.7 83.9

s3330 40 73 65.6 75.8 89.1

s6669 83 55 66.7 73.9 83.4

s9234 36 39 48.8 62.2 72.7

s15850 77 150 53.4 63.1 82.1

s38584 38 304 65.5 74.6 79.1

Average Reduction 59.1 68.7 81.2

3 Experimental Results

The proposed approach is implemented and applied to ISCAS89 sequential
benchmark circuits. A framework for the soft error rate estimation method and
mitigation based on partial duplication described before is implemented in C++.
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Table 2 presents the reductions in the soft error rate that achieved by our pro-
posed approach. The soft error rate reduction percentage is computed according
to: (

Original SER− Reduced SER

Original SER

)
× 100% (4)

The last row presents the average reduction in the soft error rate that is ob-
served using the proposed approach. Note that an order of magnitude reduction
in the soft error rate can generally be achieved with a 50∼60% area overhead.

4 Conclusion and Future Work

Soft errors due to single event upsets are the main reliability threat of digital
systems. In particular, systems mapped into SRAM-based FPGAs are vulnerable
to single event upsets and their applications in aerospace field are narrowed. In
this paper, a fast but accurate soft error rate estimation method is applied to
compute soft error rate for all the modules divided from the system, followed
by a soft error mitigation method based on partial duplication to significantly
reduce the total soft error rate of the system within the specified area overhead.
Experiments on the benchmark circuits show the effectiveness of our proposed
approach.

Potential future work in the area includes, e.g. exploring a better way to divide
the system according to its function accurately, which can achieve more accurate
mitigation for the system. In addition, advanced mitigation methods should be
investigated to better balance the reliability and cost constraint.
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Abstract. The on board computer systems have a high requirement on
the reliability because of single event upset. So this paper analyzes the
system reliability model, and presents a method to model the reliability
of on board computer system. This paper defines the basic module of the
system reliability using Markov model and proposes a system reliability
prediction algorithm using reliability block diagram. By simplifying the
reliability block diagram using the graph theory, to predict the reliability
of a system.

1 Introduction

In the space radiation environment, the performance of electronic devices is
often limited by its susceptibility to single event effects (SEE)[1], particularly
radiation-induced single event upset (SEU). Thus they are protected through a
very expensive process called radiation-hardening. But because of the cost, in
many cases, soft mitigations are used to protected the computer systems from
SEU.

Various methodologies have been developed over years to mitigate the system-
level impact of device errors. For example, triple modular redundancy (TMR),
configuration memory scrubbing, error detection and correction (EDAC) and so
on. In fact, the effect of every methodology is different, so the problem is how
to estimate the effect of a mitigation method.

Edmonds[2] analysed the single event upset rates in devices with the TMR
mitigation. The probability of a system error during a single cycle was derived,
and used this result to derive an equation that calculated the system error rate.
And it is common to find microprocessor with the memory protected by Ham-
ming code, one example is the Atmel SPARC microprocessor that is protected
by EDAC[3]. However, the current forms of EDAC have various limitions, and
bit errors can become observable under certain conditions. Different types of
EDAC differ in terms of what those conditions are. The purpose of using these
methods is to improve the system reliability.
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Several methods exist to model system reliability. Markov modeling, named
for the Russian mathematician Andrei Markov, is one such method[4]. The un-
derlying assumption of Markov models is that the probability of a state transition
depends only on the current state. The reliability of a system can be modeled
as a very simple Markov process with two states: functional and failed. At the
system level, reliability block diagram (RBD)[5] is a very popular and useful tool
for evaluating the system reliability. RBD has been an active area of research
for decades, even more so now with the advent of the embedded systems.

In this paper, a estimation method is presented for on board computer system
reliability. The presented method combines Markov models with RBD. A system
may contain one or more modules which are basic units of the system. Different
modules may have their own reliability models with respective parameters. By
using markov chain, we build a model for every component. After obtaining the
reliability of every component, the system reliability can be evaluated according
to the architecture and relationship of the components, and the architecture and
relationship were illustrated by the RBD.

2 System Model

2.1 Reliability Definition

Reliability engineering is the study of product failure occur, the law of develop-
ment, during product life-cycle process, and the purpose is to prevent failure,
to eliminate failure and to improve efficiency. A reliability model for modeling a
product presents a bathtub curve and can be divided into three regions, infant
mortality, steady-state operation, and wearout[6]. Each region can be modeled
with a different reliability function. In this paper, we focus on steady-state op-
eration during use.

Reliability is an important quality index. Reliability is the probability that a
system will perform its intended function under specified working condition for
a specified period of time. Mathematically, the reliability function R(t) is the
probability that a system will be successfully operating without failure in the
interval from time 0 to time t:

R(t) = P (T > t), t ≥ 0 (1)

where T is a random variable representing the failure time or time-to-failure.

2.2 Markov Model

The on board computer systems are often bombarded with the high energy
particles in the space radiation environment, such as proton and heavy ion. So
in the electronic devices may occur SEUs, and the output of this devices may
be unreliable. A on board computer system may contain multiple modules. The
reliability of a module can be modeled as a very simple Markov process. We
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0 1

1 t t 1 t

t

Fig. 1. A two-state Markov model

suppose that there are only two states: functional and failed, in the state space,
and they can transform each other.

A graphical representation of this Markov model is shown in Figure 1. State 0
represents the functional state and state 1 represents the failed state. The state
of a module transitions from functional to failed at a rate of λ, as labeled on the
arc from state 0 to state 1. Also, it is assumed that a module can be repaired at
a rate of μ, as labeled on the arc from state 1 to state 0.

The reliability function of the Markov model depicted in Figure 1 can be
derived by first converting the process to a continuous-time model and then
solving a set of differential equations for the probability the system is in state 0,
the functional state, at time t. To convert to a continuous-time Markov model,
a transition matrix T is needed. The transition matrix for Figure 1 is

T =

[
1− λΔt λΔt
μΔt 1− μΔt

]
(2)

where the entry in row m, column n represents the probability of transitioning
from state m to state n.

From the transition matrix a set of equations can be defined that represent
the probability of being in state 0 or state 1 at time t+Δt. The distribution of
the probabilities at time t+Δt is equal to the product of the distribution of the
probabilities at time t multiplied by the transition matrix. State mathematically,

[p0(t+Δt), p1(t+Δt)] = [p0(t), p1(t)]T (3)

Multiplying out yields the system of equations

p0(t+Δt) = (1− λΔt)p0(t) + μΔtp1(t) (4)

p1(t+Δt) = λΔtp0(t) + (1 − μΔt)p1(t) (5)

Subtracting p0(t) from both sides of Equation 4, p1(t) from both sides of Equa-
tion 5. Then dividing both sides of both equations by Δt gives

p0(t+Δt)− p0(t)

Δt
= −λp0(t) + μp1(t) (6)
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p1(t+Δt)− p1(t)

Δt
= λp0(t)− μp1(t) (7)

And then taking the limit of Equations 6 and 7 generates

p
′
0(t) = −λp0(t) + μp1(t) (8)

p
′
1(t) = λp0(t)− μp1(t) (9)

In order to solve this set of differential equations more easily, we convert them to
the LaPlace domain. Taking the LaPlace transform of Equations 8 and 9 yields

sP0(s)− P0(0) = −λP0(s) + μP1(s) (10)

sP1(s)− P1(0) = λP0(s)− μP1(s) (11)

Solving this set of Equations 10 and 11 generates

P0(s) =
s+ μ

s2 + (λ + μ)s
P0(0) +

μ

s2 + (λ+ μ)s
P1(0) (12)

P1(s) =
λ

s2 + (λ + μ)s
P0(0) +

s+ λ

s2 + (λ+ μ)s
P1(0) (13)

Supposing that at the beginning the module is in the functional state, that is
P0(0) = 1, P1(0) = 0. Substituting the two values into Equations 12 and 13 gives

P0(s) =
s+ μ

s2 + (λ+ μ)s
(14)

P1(s) =
λ

s2 + (λ+ μ)s
(15)

Taking the inverse LaPlace transform of Equations 14 and 15 results in

p0(t) =
μ

λ+ μ
+

λ

λ+ μ
e−(λ+μ)t (16)

p1(t) =
λ

λ+ μ
− λ

λ+ μ
e−(λ+μ)t (17)

p0(t) is the probability of the module at the functional state and p1(t) is the
probability of the module at the failed state. So the reliability of the module is
p0(t), that is

R(t) =
μ

λ+ μ
+

λ

λ+ μ
e−(λ+μ)t (18)
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2.3 Reliability Block Diagram

Reliability block diagram (RBD) is one of the most common and conventional
tools of system reliability analysis. A major advantage of using the reliability
block diagram approach is the ease of reliability expression and evaluation. A
reliability block diagram shows the system reliability structure. It is made up
of individual blocks and each blocks and each block corresponds to a system
module or function. A RBD graphically represents a series-parallel system in
which its components are combined into blocks in series, in parallel or in k-
out-of-n configuration[7] as shown in Figure 2. They are all standard modules.
Standard series module has only two units. One unit input node is directly linked
to the module input node, and the output node is linked to the other unit input
node. The standard series is shown in Figure 2(a).

1R t 2R t |k nR t
1R t

2R t

(a) Series system (b) Parallel system (c) k-out-of-n system

Fig. 2. Reliability block diagram

The mathematical formula to calculate the reliability of standard series mod-
ule:

Rs(t) = R1(t)×R2(t) (19)

All the input nodes if the units in the standard parallel modules are directly
linked to the module input node, and the output nodes are linked to the module
output node. This is the standard parallel module, is shown in Figure 2(b). The
mathematical formula to calculate the reliability of standard parallel module:

Rs(t) = 1−
n∏

i=1

(1−Ri(t)) (20)

A k-out-of-n system requires that at least k modules out of a total of n must
be operational in order for the system to be working. Usually a voter is needed.
The reliability of a k-out-of-n system can be denoted by a symbol Rk|n(t). If the
voter is perfect and all the modules have reliability R, the formula to evaluate
the reliability of these blocks, which can be obtained via following equation:

Rk|n(t) =
n∑

i=k

Ci
nR

i(1−R)n−i (21)

All said above were standard modules. But in a real system, the topology
relation of the modules may be very complex. So analyzing the topology relation
is necessary.
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3 System Reliability Prediction

An algorithm was proposed[8] to predict the system reliability. Basic algorithm
described in Figure 3. The key parts of the prediction algorithm were searching
for standard modules and simplifying the reliability block diagram.

Start

Search for 
standard modules

Number of standard 
modules = 1?

Calculate the standard 
module reliability

Calculate the standard 
module reliability

Simplify the reliability 
block diagram

Output system 
reliability

End

No

Yes

Fig. 3. The prediction algorithm

In a real on board computer system, the topology relation of the modules is
usually very complex. Assuming that it is a mesh structure. In order to predict
the system reliability, decomposing and simplifying the reliability block diagram
is necessary.

Step 1 : Search for the standard module. According to the definition of stan-
dard modules and its design features, from input to start the search, traverse
the reliability block diagram to obtain the modules and their connected relation.
And then storing the relation in a graph, one of data structures.

Step 2 : Apply the mathematical formula of standard module to calculate the
standard module reliability.

Step 3 : Determine the number of standard modules, if the number of stan-
dard modules is equal to one, go to the sixth step, otherwise go to fourth step.

Step 4 : Simplify the reliability block diagram. Apply independent unit in-
stead of the standard modules.

Step 5 : Go to the first step, and continue to search and simplify system
reliability block diagram.
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Step 6 : Output system reliability. Apply the mathematical formula of stan-
dard module to calculate the standard module reliability, the reliability of the
standard module is the system reliability, the output the reliability value.

In this algorithm, the most important steps are searching for the standard
module and simplifying the reliability block diagram. For a complex system,
the structure of its reliability block diagram may be a mesh network. It can be
expressed by a directed graph G = (V, E). So the graph theory can be used
searching for the standard module. Every module is a vertex in the directed
graph. It is difficult to analyze the reliability of a mesh network because a regular
structure is not provided within such networks. The core of the problem is how
to compute network reliability using a series-parallel graph.

The series-parallel graph was defined more formally in[9]. By defining a finite
linear directed graph to be an ordered quadruple G = (N, A, S, T) where

1. N is a finite set of elements called nodes.
2. A is a subset of N ×N , called the set of edges.
3. S is the subset of N containing those nodes that have no incoming edges.

These are the entrance nodes.
4. T is the subset of N containing those that have no outgoing edges. These

are the exit nodes.

Fig. 4. Examples of series-parallel graphs

Note that a series-parallel graph is by definition acyclic. The definition of
series-parallel also implies that a series-parallel graph cannot have redundant
edges. That is, if there is an edge from vertex x to vertex y, there is no other
path from x to y.

Figure 4 shows several examples of series-parallel graphs, the direction of the
edges is not shown explicitly.

First we decompose the graph, obtaining a tree representation of the graph
that shows the series and parallel combinations that formed the graph. The
leaves of the tree correspond to nodes of the graph, and each internal tree node
represents either a series or parallel combination of its subtree. When the de-
composition is parallel, we label the internal node with the particular inter-
pretation(maximum, minimum, probabilistic, or k-out-of-n) assigned to the set
of parallel subgraphs. If a node is internal, it represents the series or parallel
combination of two or more subgraphs.
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Second step is to calculate the graph’s reliability. We do that by visiting all
of the nodes of the tree in postorder.

4 Example

If a system is composed of components, each having an independent repair facil-
ity, the proposed method can be used to compute the instantaneous reliability
of the system. Consider the series-parallel system of components in Figure 5.
This is the example in[10]. Use our method, we can compute the reliability. For
the subsystems in parallel, we must take the product of the component unrelia-
bility(the system is unreliable only when all parallel subsystems are unreliable).
This is the ”maximum” combination. For a series of components, the reliability
is the product of the component reliability(the system is reliable only when all
subsystems are reliable). This is the ”minimum” combination of the components.

1

2

3

4

5

6

7

8

9

10 11

input output

Fig. 5. Reliability block diagram

We use the same parameters as in[10]. Those parameters are λ5 = λ6 =
0.005, λ1 = 0.001, λi = 0.01 for all other i, μ5 = μ6 = 1/6, μ1 = μ10 = μ11 = 1/5
and μi = 1/7.5 for all other i. In Equation 18, as t approaches infinity, R(t)
approaches the steady-state reliability. According to the data above and the
system structure, calculating the reliability of the system is 0.9994.

5 Conclusion

From the above, we proposed a method to estimate the reliability of the on board
computer system. First of all, assume that each module is subject to failure, and
has own independent repair facility, then modeled the module using markov
chain. In the system level, reliability block diagram was used to estimate the
system reliability.

In the algorithm, the most important steps were searching for the standard
module and simplifying the reliability block diagram, therefore, a series-parallel
graph was used to deal with the complex system structure. Decomposing the
series-parallel graph, obtaining a tree representation of the graph that shows
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the series and parallel combinations that formed the graph. By visiting all of
the nodes of the tree in postorder to calculate the graph’s reliability, that is the
system reliability.
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Abstract. In this paper a robust mosaic method based on conic-epipolar 
constraint is proposed. The main characteristics of the proposed method 
include: (1) Several new methods are presented to realize fast and accurate 
interest points extraction under various different scenes, including SURF based 
feature points detection, interest points selection based on uniform distribution. 
(2) the transformation parameters are estimated using the invariant of conic-
epipolar constraint and the most “useful” matching points are used to register 
the images. Experiment results illustrate that the proposed algorithm carries out 
real-time image registration and is robust to large image translation, scaling and 
rotation. 

Keywords: Image mosaic, Image registration, Multi-images, Conic-epipolar 
constraint. 

1 Introduction 

Image mosaicking is the process of smoothly piecing together overlapping images of 
a scene into a larger image. An image mosaic is created from a set of overlapping 
images by registering and resampling all images to the coordinate space of one of the 
images. Nowadays, image mosaic has been widely applied in many computer vision 
domains, including robot localization, remote sensing, medical image analysis, pattern 
recognition, enhanced visualization and ground moving target detection and tracking 
[1-3]. Image mosaicking can be mainly divided into feature-based methods and area-
based methods. As showing good invariant under a certain mathematical 
transformations and grayscale distortion, Image mosaic algorithm based on the feature-
based methods has been draw widely attention in recent years. A feature is a local 
point or area which is invariant to illumination changes, noise disturbance and 
geometric deformations. As an important local feature of the image, the corners are 
found at various types of highly textured surfaces of the image, while only use a small 
amount of local information. Therefore, massive literature use corner as the invariant 
feature. Successful mosaicking of overlapping images using feature points has been 
reported, Szeliski [4] reviewed and classified existing mosaicking methods. 



556 M. Yi, Y. Chu, and Y. Yan 

 

There are essentially three parts to any feature-based image mosaic algorithm: 
invariant feature detection and invariant Feature matching. Invariant feature matching 
is the most important step in feature-based image mosaic. The most popular methods 
are landmark-based descriptors and distribution-based descriptors (SIFT [5], GLOH 
[6] and PCA-SIFT [7]), which extract distinctive feature that are invariant to noise and 
viewpoint. However, due to the noise and occlusion, some matching points will be 
more accurate than others [8]. In this study, conic-epipolar is adopted [9]. Compared 
with other methods, this algorithm can derive an explicit relation between the local 
affine approximations and the epipolar geometry, then distinguish more accurate 
matching points from the less accurate ones and then register the images as accurately 
as possible. The result is further employed for estimating the transformation matrix, 
based on the estimated location of the epipole. It is shown to be more accurate and to 
require less iterations in RANSAC based estimation, than the feature point based 
approaches that employ the affine relation to generate correspondence points and then 
calculate the transformation model from the points relations. 

The flowchart of the proposed algorithm framework is shown in Fig.1. This paper 
is structured as follows. In section 2, the proposed registration algorithm is describes 
in detail. Section 3 presented and evaluated the experimental results of the 
performance of the algorithm. Section 4 concludes. 

Scale-space representation based on
integral image

Feature point detection based on
SURF detector

Find correspondence between two sets of
points using the moments based SURF

and Delaunay trangle

Select accurate feature point based on
conic-epipolar constrain

Image mosaic

Feature point selection based on
uniform distribution

Feature point detection based on
SURF detector

Scale-space representation based on
integral image

Feature point selection based on
uniform distribution

 

Fig. 1. Flowchart of the proposed image mosaic algorithm 

2 Aproach 

Assuming ),( yx represents a point in the base image and ),( YX represents the same 

point in the image overlapping the base image，the projective transformation between 
corresponding points in the images can be written as: 
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If the number of correspondences n is assumed to be greater than the number of 

model parameters to be estimated i.e 4>n , and let it be a set of n point 
correspondences between the source and target image. We can solve this as a set 
of n2  equations, Therefore, the problem of the above model is transformed into 

function B Am= , as shown in Eq(2). 
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We use the over-determined linear equations to solve for m , the initial value 

of m is calculated by ( ) 1T Tm A A A B
−

= . 

2.1 Feature Points Extraction 

SURF feature points are robust to illumination change, scale zooming, affine 
transformation and noise [10], Based on the excellent performance, SURF detector 
extract feature points between the frames and match the feature points, and then 
estimate the background global motion vector. In this paper, the intensity, quantity 
and distribution were considered in the process of feature point extraction section. the 
main direction of SURF descriptor extraction method was accelerated, and the use of 
grids eliminate the weak feature points, and improve differentiation and correct 
matching rate of the feature points. 

2.1.1 SURF Detector 
The detector is based on the determinant of the Hessian matrix.  

( ) ( ) ( )
( ) ( )






=

σσ
σσ

σ
,,

,,
,x

xLxL

xLxL
H

yyxy

xyxx
                      (3) 

Here ( , )XXL x σ refers to the convolution of the second order Gaussian derivative 
2 2( ) /g xσ∂ ∂  with the image at point x=(x, y) and similarly for xxL and xyL . 

The second order scale normalised Gaussian is the chosen filter as it allows for 
analysis over scales as well as space. We can construct kernels for the Gaussian 
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derivatives in x, y and combined x and y such that we calculate the four entries of the 
Hessian matrix. Use of the Gaussian allows us to calculated at different scales. 
convolution with the kernel allows for rotation invariance. 

Lowe found performance increase in approximating the Laplacian of Gaussians by 
a diference of Gaussians. In a similar manner, Bay[24]proposed an approximation to 
Laplacian of Gaussians by using box filter representations of the respective kernels, as 
shown in Fig.2.  

 
Fig. 2. Approximation to the laplacian of Gaussians  

The following formula as an accurate approximation for the Hessian determinant 
using the approximated  Gaussians: 

( ) ( )29.0det xyyyxxapprox DDDH −=                     (4) 

The value of the discriminant is used to classify the maxima and minima of the 
function by the second order derivative test. If the determinant is negative then the 
eigenvalues have different signs and hence the point is not a local extremum, if it is 
positive then either both eigenvalues are positive or both are negative and in either 
case the point is classified as an extremum. The determinant here is referred to as the 
response at location x=(x, y, σ). The search for local maxima of this function over 
both space and scale yields the interest points for an image. 

2.1.2 Point Detection 
In this paper, the main direction of feature points through calculating the moment, and 
moment are defined as follows: 

                ( , )i j
ij

x y

M x y I x y=                             (5) 

Here, the direction of the blob regions determined by the following: 

                      10 01
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In order to further improve the matching speed, in this paper, by means of the grid 
distribution, we further optimize the distribution of feature points. First of all, we set 
the uniform distribution points on the image grids, and each detected Hessian feature 
point is been marked as j from the nearest grid point sequence, 

here, (1, )j M N∈ × . With regard to the same marked feature point, we select the 

maximum of Hessian value as feature points. This feature point selection method will 
get M N×  feature points. In this paper, ,M N  Satisfy the following principle: 

M is the image's height divided by 20, N is the image's width divided by 20. 

2.2 Correspondence between Points 

In order to obtain more accurate matching pairs, we choose Delaunay triangulation 
edges to find the matching pairs between feature points in overlapping images. For 
Aerial Video Image with general perspective changes (the view-points for the two 
images are not significantly different), the orientations of the corresponding edges in 
local areas should be relatively consistent. Consider, a set of J Delaunay triangle edge 

in the source image }...,...,{ 21 Jj FF，，FFF = , we first hypothesize a line by 

randomly selecting a Delaunay triangle edge with two feature points, from which we 
label the line as either “standing” or “lying”. We compute this label as 

2,121 / jjjjj DxxL −=                        (8) 

Where 1jx and 2jx is the jx coordinates of start point and end point of a line, 

respectively. 2,1 jjD refer to the distance between two feature points. If the value of 

jL  is larger than 0.71, the line is labeled as “lying”. Otherwise, the line is regarded 

as a standing line. After labeling lines, we build a model ),,( jjjj RSLv = at each 

line jF . If the line is lying, jS refer to the angle of the line to x-axis.The definition 

for jS are just inverse if the line is a standing line. The parameter jR is to compare the 

strength contrast of corner response R  (describe in formula (9)) in a local buffering 
region along both sides of the line. Assuming the equation expression of a line l is 

0=++ CByAx , for a local region centered at the line, the average strength on 

one side of the line is 1l  ,and the average strength on the other side of the line is 2l . A 

strength contrast jR for each line is assigned as 12 ll − . 

The model at the Delaunay triaunay edge is given by: 

         )
2

(
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We carry out matching of edge pairs from the two images. then the candidate edge 
is not considered as a possible matching edge and is excluded from further matching 
process 

2.3 Conic-Epipolar Constraint 

In computer vision, conics are widely accepted as one of the most fundamental image 
features together with points and lines [11]. Like points and lines, conics are invariant 
under planar projective transformations. This means that a perspective image of a 
plane conic is still a conic. The motivation for studying the geometry of conics arises 
from the fact that sometimes point or line correspondences are not available or could 
be noisy while higher order curves, such as conics, can still be identified robustly . 

Before we start our analysis of conic correspondences, we will recapitulate some of 
the basic concepts in projective geometry, especially concerning conics and quadrics 
[12].  

Where P  denotes the standard 43×  camera matrix and λ  a scale factor. Here 
TXYZX ][= and TX ]1xy[= denote homogeneous point coordinates in the 3D 

scene and in the image respectively. Given two cameras, defined by the camera 

matrices 1P  and 2P , and the images of a point X in space, i.e. 

XPx 111 =λ and XPx 222 =λ  

the two corresponding points, 1x  and 2x  fulfil the epipolar constraint, 

021
=FxxT  , 

where F denotes the fundamental matrix. The fundamental matrix has seven degrees 
of freedom. Since each point correspondence enforces one constraint, we need at least 
seven points to determine the entries of F , which can only be done up to a three-fold 
ambiguity. 

The image, under a perspective projection(2), of a quadric is a conic. This relation 
is conveniently expressed as follow: 

,0, ≠= λλ TPLPl  

whereλ is a scale factor. 
Of special interest in projective geometry is the absolute conic. It is defined by the 

equations 04
2
3

2
2

2
1 ==++ XXXX . It is a virtual conic, i.e. it contains no real 

points, positioned in the ideal plane, 04 =X . Euclidean transformations in the 

projective space are exactly those transformations that leave the position of the 
absolute conic invariant. Knowing the calibration of a camera is equivalent to 
knowing the image of the absolute conic. 
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A conic, and two points not lying on the conic define a single invariant given 
by[21]: 

))(x(

)(

2211

2
21

CxxCx

Cxx
I

TT

T

=  

where C is the matrix of the conic: a conic takes the form 

0a 22 =+++++ feydxcybxyx ,which can be expressed as the quadratic 

form: 
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or as 0=CxxT . The envelope of the conic and two lines is the dual system. The 

envelope of a conic C is the conic 1-C , and so two lines and a conic yield an 
invariant as well. 

Then we can select the best corresponding feature points using the invariant of two 
points and 1 conic  by comparing the distance of the feature points in one image and 
the coordinates points in another image. If the combination gives the small distance, 
then the best matching points will be selected to determine the parameters of the 
projective transformation. 

At last, we use PROSAC algorithms for getting the optimum parameters of the 
model. PROSAC algorithms are the improved RANSAC algorithm, which is quicker 
than the RANSAC algorithm. The algorithm gets basic subset from the matching 
results of sampling point and the original data, then estimate the fundamental matrix 
using the obtained basic subset, that is, the affine matrix H from one image to another 
image. 

3 Experimental Results 

This section presents the example of the proposed image mosaic algorithm. The 
algorithm has been implemented in C++ and all experiments have been carried out on 
DELL Intel Xeon E5410 2.33-GHz desktop computer with 9GB of RAM, with 
Windows 7 Enterprise Professional Edition. 

A mosaicking example is shown in Fig. 3. First, images (a), (c) and (d) are 
registered to image (b) to create one side of the mosaic image. Then, images (e), (g) 
and (h) are registered to image (f) to create another side of the mosaic image. Finally, 
two mosaic images create the overall mosaic (i). The largest rectangular area within 
the obtained mosaic as shown by (i) is used as the final result.  
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        (a)                  (b)                 (c)                   (d) 

      

       (e)                   (f)                   (g)                  (h) 

  

     (i) 

Fig. 3. (a)-(h) Image sequence. (i) Final mosaicking result. 

4 Conclusions 

In this paper, an automatic image mosaic technique based on conic-epipolar constraint 
was proposed. Keypoints are first extracted by SURF detector, then the 
correspondence between the feature points of the input image and reference image are 
found using SURF and delaunay triangulation, finally the input image with the correct 
mapping model is transformed for image fusion and complete image mosaicking. 
Experimental results demonstrate the proposed algorithm can achieve accuracy and 
create precision mosaic. 

Acknowledgement. This work was supported by the National Natural Science 
Foundation of China with No.61305041 and the Fundamental Research Funds for the 
Central Universities with No. K5051304024. 
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Abstract. After summarizing the poor-illumination image enhancement 
methods and analyzing the shortcomings of the currently well-performed multi-
scale Retinex algorithm, this paper proposed a new image speedy algorithm 
with detailed illumination component information. It combined illumination 
imaging model with target reflection features on RGB color channel, raised a 
new bright channel concept, and obtained computation method of illumination 
components by analysis. Then, illumination components were gained precisely 
through image bright channel gray-scale close computation and fast joint 
bilateral filtering. Consequently, target reflection components on RGB channel 
could be solved by illumination/reflection imaging model. The proposed 
algorithm can get excellent edge details through simple and quick computation. 
After being removed from the illuminative effects, the images gained are 
natural-colored, highly visible, and with no halo artifacts. This paper also 
resolved color casting problem. Compared with NASA method based on multi-
scale Retinex, the proposed algorithm improved computation speed, received 
vivid colors and natural enhancement result. 

Keywords: image enhancement, Retinex algorithm, bright channel, joint 
bilateral filtering. 

1 Introduction 

During the image shooting process, the objects in the scene will get non-uniformed 
illumination due to light changes, environmental illumination, object blocking, and so 
on, which degrades the image quality and affects the identification of the local 
information. And the consequent image detail feature extracting, target identification, 
tracking, and understanding will not be performed. Therefore, enhancing the images 
with non-uniformed illumination has been widely concerned. Braun and others [1] 

used Sigmoidal function for tone mapping, and gained function parameters by 
combining image mean and variance. This method is very simple and quick, but when 
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the image dynamic range is very large, local details will get lost. Partially overlapped 
sub-block histogram equalization proposed by Kim et al. [2] basically eliminated 
blocking artifacts in non-overlapped sub-block method, and reduced computation 
compared with overlapped sub-block method. Although local sub-block gray 
distribution was concerned by this method, image layering was weakened. Automatic 
color equalization mode proposed by Rizzi et al.[3] used local self-adaptive filtering 
when the spatial distribution of color and luminance was taken into account. It 
enhanced the color contrast of the image. However, for the images that do not meet 
the gray world assumption, this method will lead to significant color distortion. Fattal 
[4] transferred images into gradient domain, decreased larger gradients and increased 
smaller ones when keeping the gradient direction. This method enhanced the details 
of the dark area in the image but weakened the details of the bright area. Based on 
light reflection imaging model, spatial homomorphic filtering algorithm [5] took the 
logarithm of the image and got it through a low-pass filter, then estimated 
illumination components by using the filtered result. The speed and performance of 
this algorithm was superior to the traditional frequency homomorphic filter due to the 
reduction of dynamic region, but it’s very hard to choose the weights of the filter 
model. Land [6] proposed Retinex theory by combining illumination reflection 
imaging model with perceptual characteristics of human visual system to luminance 
and color. Jobson and his fellows [7-9] proposed Single Scale, Multi-Scale and Multi-
Scale Color Restoration Retinex algorithms. The result of Single Sale Retinex 
algorithm depended on the magnitude of the scale constant, Multi-Scale Retinex 
algorithm would cause halo and large computation, Multi-Scale Color Restoration 
Retinex algorithm[10]  restored the colors of the images which violated gray-world 
assumption, but the color correction results were not significant.  

To solve the above problems, this paper deduced a solution to illumination 
component in optical model after deep analysis on optical image enhancement 
principle. This paper raised image RGB bright channel principle from a new 
perspective, thoroughly studied the speedy algorithm of illumination computation, 
and proposed Max Intensity Channel Image Enhancement (abbr. MICIE) algorithm. 
The operation steps of the algorithm are as follows: 1) Make preliminary estimation 
of the illumination component by using RGB bright channel; 2) Make precise 
estimation of the illumination component by eliminating the influences of low-
reflectivity to targets through fast joint bilateral filter; 3) Further compute the 
estimated scene illumination to get the reflection component of the target through 
illumination reflection imaging model, and truncate interval between [0, 1]. After the 
above 3 steps, the colors and illumination of the input image will be quickly restored.  

2 Analysis of Multi-scale Retinex Algorithm 

2.1 Illumination Reflection Imaging Model  

In this model, images are composed of illumination components and reflection 
components[11], shown as figure 1, and the equation is: 
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)()()( pRpLpI =            (1)

Where )( pI  is image collected by the sensor, )( pL  is lamination component, i.e. the 

illumination intensity received by the objects in the scene, )( pR  is the target 

reflection coefficient, which is the inherent characteristic of the object, ( , )p x y=  is 

the location of one pixel point in the image. 
 

L 

R 

Image 

 

Fig. 1. Illumination imaging model 

According to the model presentation in figure 1, it’s known that as for image 
)( pI which is influenced by lumination, if the scene lumination component )( pL  is 

known, reflection coefficient )( pR  of the target can be calculated. This means scene 

image which is not influenced by lumination is gained. However, only )( pI  in 

equation (1) is known, so the solution to the reflection component is an ill-
conditioned problem. In general, a certain method is used to estimate lumination 
component, and then reflection component is solved. And Retinex algorithm is one 
typical representation among these methods. 

2.2 Multi-scale Retinex Algorithm and Its Disadvantage 

Retinex theory combined lumination reflection imaging model with perceptual 
characteristics of human visual system, and regarded that the objects perceived by 
human visual system depended on illumination and the reflection ability of the objects 
to illumination. SSR algorithm estimated illumination component through Gaussian 
filtering to the input image, and transferred data to logarithmic domain to solve 
reflection component. Equation is shown as follows: 

)]()(log[)(log)( pIpFpIpR ccc ∗−=      (2)

Where )( pRc  is the reflection component value of pixel point p  on color 

channel c , log  is natural logarithm, ∗  is convolution, )( pF  is Gaussian surround 

function, which is shown as: 

)exp()(
2

2

c

r
KpF −=                (3)
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Where K  is normalization factor, c  is scale. The smaller c  is, the more 
outstanding image edge detail is, the larger dynamic region is reduced, and the more 
severely the colors are distorted; the bigger c  is, the higher image color fidelity is, 
but the more indistinct the local detail is. Therefore, SSR algorithm cannot get both 
clear details and color restoration. While MSR algorithm can get better results in 
these aspects, it makes weighted average to the big, media, small scaled SSR 
algorithm results. It is shown as follows: 


=

=
N

n

c
nn

c
MSR pRpR

1

)()( ω                (4)

Where scale number N is 3, )( pRc
n  is reflection component after SSR algorithm 

operation, 
nω  is the corresponding weight of the n-th scale, and it is 0.33 when scale 

is 3.  
Although MSR algorithm is superior to some other typical algorithm after 

combining the advantages of different scales, it still has two main disadvantages. 
Firstly, the premise of the Retinex algorithm is that illumination over the whole scene 
is changing slowly and evenly. In reality, illumination received by objects will have 
sudden changes due to illumination source changes, environmental illumination, 
object blocking, and so on. And these changes usually occur at the edge of the 
objects. As shown in figure 2(e), there’s obvious halo artifacts at the edge between the 
white building and pine trees. Secondly, MSR algorithm has to process 3 scaled 
Gaussian filtering for each RGB channel respectively, 9 Gaussian filtering processes 
for all, which means larges computation, and is unsuitable for real-time application. 

3 Image Enhancement Algorithm Based on Bright Channel and 
Fast Joint Bilateral Filtering 

3.1 Bright Channel 

In the natural illumination scene, when the reflectivity of the object in the scene 
approaches 1, i.e. 1)( →pR , according to illumination reflection imaging model, 

image intensity gained will approach scene illumination intensity, that is 
)()( pLpI → . Therefore, as for one pixel in three RGB channel, if the intensity value 

of one channel is bigger, the reflectivity of this channel is also greater, and its gray 
value is closer to the illumination intensity of this pixel. If the largest value of each 
pixel in the RGB channel is chosen to form the bright channel chart, we could vividly 
call it Max Intensity Channel (MIC).  

{ , , }
( ) max ( ( ))c

MIC
c R G B

I p I p
∈

=                 (5)
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Where, )( pI c is the gray value on a certain channel of the input image )( pI , 

( )MICI p is the bright channel of the input image )( pI . 

3.2 Estimation of Illumination Component of Reflection Component 

According to equation (5), this paper obtained bright channel of the image by RGB 
three channels computation, and made illumination component rough estimation 

)( pLrough , as shown in figure 2 (b). It is demonstrated as 

( ) ( )rough MICL p I p=                   (6)

Obviously, the bigger the bright channel intensity value is, the closer to the scene 
illumination intensity. However, the objects in the scene are not all very bright-
colored, and most areas are changing mildly, which means not every pixel point 
satisfies the conditions of 1)( →pR  and equation (5). Therefore, directly using the 

estimation result of equation (6) will lead to distortion. 
In order to eliminate the influence of low-reflectivity to targets, this paper 

introduced gray-scale close computation to filter the illumination component. This 
computation could reduce the sudden changed small dark area while keep the bright 
area unchanged. After this step, illumination was changing smoothly and mildly in 
most areas of the image. The result after processing is closeL , as shown in figure 2 (c), 

and demonstrated as 

( ) bbLbLL roughroughclose Θ⊕== •        (7)

Where b is the gray-scale morphological structuring element, and smoother results 
can be gained if disk structure is chosen. 

As discussed before, there was a certain degree of illumination mutation at the 
edges of objects in the scene, and illumination component after gray-scale close 
computation lost local details and blurred edges. Therefore, in order to get smooth 
illumination component with edge details, joint bilateral filter was used to refine the 
bright channel images and results after close computation filtering. Bilateral filter [12] 
is an edge-preserving filter, its results are related to not only the spatial locations of 
the surrounding pixels, but also their gray-scale differences. As for gray-scale image 
I , bilateral filter is defined as 

 
qqp

qp
p IIIgqpf

W
Ibf )()(

1
)( −−= 

Ω∈

 (8)

Where f  is a Gaussian spatial filter whose center is located at point p , g  is a 

Gaussian range filter of pixel gray-scale value with point p  as its center, Ω  is the 

spatial range of f , pW  is the weight sum of gf ⋅ . Due to the introduction of  
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range filter, if point p  is around the edge, weight of g then represents the 

information of the edge. When weight of g  times spatial weight of f , not only 

edges will be preserved but also both two sides of the edge will be smoothened. Joint 
bilateral filter applies range filter g  of bilateral filter into another image which is 

full of detailed information. The rough estimation of illumination component roughI  

owns the detailed information of illumination, therefore, it is used to solve the range 
Gaussian kernel g . MICIE algorithm processes joint bilateral filtering for both closeL  

and roughL , which can not only preserve the edge information of bright channel 

roughL , but also further smoothen closeL . Namely,   

( ) ( )
Ω∈

−−=
q

closeroughrough
p

refined qLqLpLgqpf
W

pL )()()(
1

)(  (9)

This paper used fast joint bilateral filter [13] to refine illumination component, 
which greatly improved computation speed. Refined illumination component can be 
seen in figure 2(d). 

 
(a) Input Image          (b) Bright Channel image       (c) Close operation 

 
(d) Joint bilateral filtering result   (e) Result of MSR         (f) Result of MICIE 

Fig. 2. Intermediate results of proposed algorithm 

After estimation of illumination component, illumination reflection imaging 
model is transformed to solve the reflection component )( pR  of the scene, which is 

defined as equation (10), and the final enhanced result is shown as figure 2(f).  

)(

)(
)(

pL

pI
pR

refined

=                  (10)
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4 Comparison and Analysis of Experimental Results 

4.1 Subjective Evaluation 

In order to test the proposed algorithm, this paper enhanced some typical non-uniform 
illumination images on the NASA website [14], and the target images were composed 
of color-distorted and color-normal images. Figure 3 to figure 5 show the 
experimental results of the non-uniform illumination images without color distortions. 
It can be seen from figure 4 that the proposed algorithm better reappears the scene 
colors than NASA algorithm, and the sky is especially blue and clear. NASA 
algorithm uses Gaussian filter to give different weights according to target locations, 
which cannot preserve the illumination mutation at the scene edge; therefore, 
distortion of illumination estimation will occur at high-contrast edges. Comparisons 
between figure 3 (d) and (e) show the results of local details. There’re obvious halo 
artifacts at the edge of white tower in figure 3 (d), while bilateral filter can adjust 
filter weights according to pixel gray-scale difference in the neighborhood, thus, halo 
is eliminated by this algorithm. Figure 4 demonstrates the input image and the details 
of the white sole base by these two algorithms. NASA algorithm preserves small part 
of soil at the sole edge, the white part is over-enhanced, and the colors are too 
saturated. While the proposed MICIE algorithm well preserves the sole details of the 
input image, and the colors are more natural and vivid. Detailed comparison can be 
seen in figure 4 (d) and (e). In figure 5, both two algorithms restore the details of the 
darker area (car window), but compared with result of NASA algorithm, the restored 
image by proposed MICIE algorithm are with more vivid colors and better-visible 
details. For example, the car compartment and house reflected on the window glass in 
figure 5 (e) are clearer than the ones by NASA algorithm in figure 5 (d), and the sky 
on the top right corner of the image is better restored. 

 

     (a) Input image                (b) NASA method           (c) MICIE algorithm 

       

                        (d) Detail of NASA    (e) Detail of the MICIE  

Fig. 3. Comparison of different algorithms 
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            (a) Input image      (b) NASA method   (c) MICIE algorithm 

     
               (d) Detail of NASA         (e)  Detail of the MICIE  

Fig. 4. Comparison of different algorithms 

 
    (a) Input image            (b) NASA method         (c) MICIE algorithm 

      
                   (d) Detail of NASA    (e)  Detail of the MICIE  

Fig. 5. Comparison of different algorithms 

4.2 Objective Evaluation 

This paper made objective comparisons to the experimental results by using standard 
deviation and information entropy (See Table 1). Standard deviation was used to 
judge the image contrast, and information entropy reflected the size of the information 
amount included in the image. Since NASA algorithm is based on multi-scale 
Retinex, Table 2 showed the computing time of the proposed algorithm and multi-
scale Retinex algorithm under spatial and frequency domains. 
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Table 1. Results comparison of different algorithms 

Image Algorithms Std Entropy 

tower( Fig3(a) ) NASA 48.4251 7.6255 
2000x1312 MICIE 54.7450 7.7967 

shoe( Fig4(a) ) NASA 61.9346 7.6407 
1312x2000 MICIE 69.1627 7.9105 

Table 2. Computing time of different algorithms 

Image Algorithms Time/s 

tower Spatial MSR 66.72 
2000 x 1312 Frequency MSR 20.83 

 MICIE 10.66 
shoe Spatial MSR 72.47 

1312 x 2000 Frequency MSR 16.61 
 MICIE 10.57 

It can be seen from table 1 that the image contrast of this algorithm is close to the 
one of NASA algorithm, and more information of the enhanced image can be gained 
by MICIE algorithm than by NASA algorithm, so this algorithm can enhance the 
scene details well. Table 2 shows that MICIE algorithm has greatly improved 
computing time compared with multi-scale Retinex algorithm.  

5 Conclusion 

This paper proposed bright channel concept according to reflective characteristic of 
objects, and calculated illumination component fast and precisely from a new 
perspective. In this paper, image bright channel was used for rough estimation of the 
scene illumination, and gray-scale morphological filter and fast joint bilateral filter 
were used for the refinement of the rough estimation. By this method, the illumination 
estimated was kept smooth while detailed information of the illumination mutation 
was also preserved. The final reflection component images gained through 
illumination reflection imaging model were of vivid colors, outstanding details, and 
high visibility. This algorithm greatly improved computing time as well as well 
eliminated halo artifact which was the typical disadvantage of Retinex algorithm. As 
for color-distorted non-uniform illumination image, this paper also used gain offset 
correction and information statistics to further correct the colors and obtained good 
correcting results.  

Acknowledgment. This paper was supported by National Nature Science Foundation 
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Abstract. Transient faults in a computer system could influence the
behavior of the software and pose a big threat to the dependability of
the system. So a variety of software analysis methods are invented to
characterize the property of the program in the face of transient faults
and yield a lot of instructive information that could be utilized to improve
the dependability of the software. In this paper, we first summarize some
typical software analysis methods that are related to transient faults and
introduce each method briefly. Then we make a comment on them and
recommend some prospective methods.

1 Introduction

Transient faults or soft faults refer to the faults that appear in the circuits and
are not permanent, which are contrary to hard faults. The causes of transient
faults include radiation, electromagnetic interference, power glitches, etc. For
example, a single event upset (SEU) is a most common transient fault that the
state of one bit in a space computer changing form 0 to 1 or from 1 to 0, which
is usually caused by the strike of cosmic rays.

The faults may influence the behavior of the program and incur unpredictable
results. In [1], the author presents a comprehensive picture of the impact of faults
on LynxOS key features by means of a Software-Implemented Fault Injection
tool. The results indicate that the impact of the faults is related to many factors,
such as the location of the faults, the OS, the characteristic of the program, etc.

Many Software-Implemented Fault Tolerance techniques[2] are used to miti-
gate the influence of these faults. However, the techniques may introduce con-
siderable overhead. So it becomes necessary to find out the most vulnerable or
sensitive parts of the program and make a trade-off between performance and
cost.

To analyze the impact of transient faults and get some useful information
to mitigate their impact, a lot of work has been done from different point of
views and have achieved some instructive conclusions. In [3], a structure’s archi-
tectural vulnerability factor (AVF) is defined as the probability that a fault in
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that particular structure will result in an error, which is used to quantitatively
describe the vulnerability of an architecture. In [4], the author reviews some
main approaches that are used to evaluated the effect of Single Event Transients
(SETs) and Single Event Upsets (SEUs) in digital circuits described at different
abstraction levels.

Most work focuses mainly on the analysis from the hardware perspective, just
as the work mentioned above, the analysis from the software viewpoint is rather
rare. So in this paper, we focus on the introduction of some purely software
analysis methods that have been proposed recently.

The paper is organized as follows: In section 2, some basic concepts and the
classification of software analysis are first introduced briefly. Then some program
analysis techniques that are used in the face of transient faults are introduced.
In section 3, we make a comment on the techniques introduced in section 2 and
make a comparison between them. Finally, some prospective methods are listed
out in section 4.

2 Software Analysis

We define software analysis as the process of the extraction of some useful in-
formation from the program. From the software reliability viewpoint, the infor-
mation collected could be further utilized to improve the software dependability.
There exist a variety of software analysis techniques [5]and it’s impossible for us
to cover all of them. In this paper, the scope of program analysis is limited. The
software analysis techniques we are going to introduce are all related to tran-
sient faults. More specifically, what we are mainly concerned about includes: the
sensitivity of the program to transient faults, the effect of transient faults on the
behavior of the program, and the generation and propagation of transient faults
in the program.

2.1 The Classification of Software Analysis

The software analysis methods could be classified according to different stan-
dards. The most commonly used standard is that if the program is executed
during the process of analyzing. Based on this standard, the program analysis
methods could be classified into two types: static analysis and dynamic analysis.
The program analysis techniques we are going to introduce are cataloged based
on this standard.

2.2 Static Analysis

Contrary to dynamic analysis, static analysis does not require that the program
analyzed being executed. There are a variety of techniques and tools that are
used to analyze the program statically. And different techniques could usually
get different information of the program.
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Some basic static analysis techniques, such as syntax analysis, control flow
analysis, data flow analysis, etc, have been widely used in all kinds of compilers.
Some basic static analysis techniques are also used to analyze the influence of
transient faults on the program. However, related work is rather rare.

The static analysis methods known could be further classified based on a
variety of standards. The program is usually analyzed from different point of
views, such as the level of the language, the information one could collect, the
type of transient faults, etc. In this paper, the available static analysis techniques
we are going to introduce are organized based on the type of transient faults.

2.2.1 Pure Data Error Analysis
The most dangerous and deceptive situation is that the program terminates
normally while the results are not correct due to the faults. This situation is
mostly caused by the faults that appear in the memories storing data or in the
registers. It’s worthwhile to analyze the program in the face of this kind of error.

(a) In [6], the author proposes a C/C++ source-to-source compiler that could
improve the dependability of C/C++ programs by means of code re-ordering and
variable duplication. The approach adopted by the author is pure software and
automated by means of a tool named RECCO. It could analyzes the program
first and then transform the source code accordingly.

To find the most vulnerable variables, a reliability-weight is calculated for each
variable in the program. The reliability-weight of a variable is calculated based
on its life time and functional dependencies, which takes both error generation
and error propagation properties into consideration. The higher the reliability-
weight of a variable, the more sensitive it is. To reduce the reliability-weight of
the variables, an local optimization approach by means of code-reordering is first
implemented. Besides, based on the ranking of reliability-weight of the variables
in the program, the user could choose the percentage of variables to be protected
(duplicated), thus makes it possible to make a trade-off between dependability
improvement and performance.

(b) In [7], a probabilistic model is built to describe the propagation of errors
in the software.

The errors are categorized into two kinds: original errors and propagated
errors. The basic idea is that errors are propagated through the program via
computation. To analyze the error propagation properties, the computational
data flow model is first built for a program, then the error flow model is set up
based on this model. Besides, some rules about error propagation are given by
the author. Based on the rules, the probability of an error at the program could
be calculated.

(c) Considering the intrinsic inaccuracy of floating-point numbers, the final
output of a program may not be affected by the faults under some conditions. In
[8], the relation between bit-flip rate and the error of floating-point arithmetic
operations is analyzed. The error in a floating-point number is limited in the
fractional part.
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2.2.2 Code and Data Error Analysis
Contrary to the situation of purely data error, the behavior of the program in
the face of code error is usually more complex.

(a) In [9], a methodology named Fault Effect Analysis (FEA) is introduced
by the author to calculate the probabilities of different possible behaviors of a
given application affected by a transient fault. The fault model is assumed to
be a single bit-flip or SEU in the code of the target application and the possible
results of an application are summarized as: illegal instruction, system exception
and normal termination (undefined results).

The results are achieved by means of analyzing the instruction sequence
statically. A comparison is made between FEA and traditional fault injection
methods.

(b) To analyze the sensitivity of a program to transient faults, two methods
are proposed in [10] and [11] from different point of views.

In [10], some techniques are proposed to characterize the vulnerability of soft-
ware resource to hardware faults in a micro-architectural independent way.

The techniques introduced derive from the techniques in [3] and the vulnera-
bility of a program is quantified by Program Vulnerability Factor (PVF), which
is related to ACE-bits of the architecture.

In [11], a new approach called PRASE is introduced to assess the reliability of
a given program under the occurrence of soft errors. To quantify the vulnerability
of the program, a Program Vulnerability Factor (PVF) is also defined.

The techniques used to calculate PVF includes mainly four parts: a proba-
bilistic analysis of soft error generation, an analysis of soft error propagation, an
optimization method using basic block analysis and a method to calculate the
reliability of a given program.

2.3 Dynamic Analysis

Dynamic analysis means that the program to be analyzed must be executed to
collect the information wanted. Compared with static analysis, dynamic analysis
is usually more accurate but more limited because the input data is just a subset
all the possible input data.

Fault injection could be seen as a kind of dynamic analysis method. It is the
most widely used method in system analysis and a lot of fault injection tech-
niques and tools[12] are invented. The faults are injected into the program while
the program is running. And the property of the program is achieved by means
of analyzing the results of the program after a finite number of experiments.

They are used not only in analyzing the program directly but also in veri-
fying some other program analysis methods or models. In the following of this
section, we will introduce some typical work that uses fault injection techniques
to analyze the program.

(a)In [13], the author introduces a framework called EPIC that is used to
profile the propagation and effect of data errors in software.

The whole system is first divided into many modules and each module is
viewed as a black-box with multiple input and output signals. Then error
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permeability is defined to quantitatively characterize the error propagation prop-
erty between an input and output signal of a module. Based on the error per-
meability defined, a set of related measures are introduced to provide an insight
on the error propagation and effect characteristics and vulnerabilities of a sys-
tem. All the measures introduced could be classified into four groups including
exposure, permeability, impact and criticality, just as the name EPIC indicates.

The hot-spots and vulnerabilities of a system could be identified using these
measures. Based on the information collected, the designer could make a trade-
off between system dependability and cost.

However, it may be hard to achieve the numerical values for the error perme-
ability considering many factors. Thus fault injection is adopted by the author
to achieve the estimates of error permeability values. The program is first run
without faults, which is called the golden run, then different faults are injected
into the system in the following experiments and the result is compared with
the result of golden run.

(b)The static analysis techniques listed in 2.2 are usually proposed based on
some experiments or experience, their effectiveness is usually tested by means of
fault injection techniques, as is shown in [6][11].

3 Comparison and Comments

Just as we have introduced, there are a variety of techniques that are used
to analyze the program. However, the methods are different in cost, accuracy,
adaptability, etc. So it’s important to choose the most proper method for a
specific application.

Compared with fault injection techniques, most static analysis techniques are
totally automated so the analyzing time could be shortened considerably. Al-
though there are some fault injection tools that are used to test the program,
the faults injected have to be prepared in advance.

The information collected by static analysis methods is usually more compre-
hensive. This may be explained from two aspects. First, the input data of fault
injection techniques is limited. Second, the code being executed may not cover
all the branches in the program. However, the information collected by fault
injection techniques may be more accurate if the input data is well selected.

Besides, the techniques adopted by different methods usually varies a lot. This
could be explained from several aspects.

First of all, the viewpoints adopted by different methods are different. A
program is a structured text that contains abundant information. The program is
usually quantitatively profiled based on different characteristics of the program.

Second, the fault models adopted are different. For example, the faults are
further classified into data and code faults in section 2.2.

Third, the application is analyzed based on different language levels, from
executable language to different high level languages.

Considering all these differences, the result obtained by different methods are
not exactly the same. Some methods provide more macro descriptions of the
program’s vulnerabilities while the others provide more detailed ones.
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4 Future Work

On the one hand, the more accurate the information we could collect from pro-
gram analysis, the more effective our software protection will be.Thus it becomes
necessary to build more accurate models for a specific purpose.

On the other hand, as the software becomes more and more complex, the cost
of program analysis becomes high, thus it becomes necessary to invent some
tools that could analyze the program automatically.

The compiler could collect a lot information about the program and could use
the information collected to optimize the program. Besides, the process could
to be highly automated and the process of program analysis or program en-
hancement is usually transparent for the programmers. To analyze the program
and improve the dependability of the program by means of compiler seems an
attractive way.
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Abstract. Based on the liquid crystal display, in order to obtain the best image 
display effect and how to prolong the life of the liquid crystal the two problems, 
basing on BiCOMS technology of Samsung company, we design and implement 
a simple structure, economical and practical LCD brightness control circuit and a 
polarity switching circuit. The relationship between the gray voltage and gray 
scale brightness using in the circuit, so we can design economical and practical 
LCD brightness control circuit; at the same time in order to extend the life of 
liquid crystal, we design a polarity switching circuit, the value of liquid crystal 
voltage providing the data driving circuit become near zero in the average time 
and reduce the DC component, thus it can extend the life of liquid crystal. 

Keywords: LCD, gray scale voltage, brightness mediation, polarity switch. 

1 Introduction 

With the advantage of small volume, thin thickness, light weight, low consumption, no 
radiation, no flicker and so on, Liquid crystal display (LCD) become one of the most 
rapid development, and gradually mature industry after the semiconductor industry. 
The best image display effect and the life of liquid crystal are the keys in display 
technology, therefore in the liquid crystal display, design of brightness adjustment 
module and polarity switch module are very important, it not only can control and 
adjust the LCD display effect, but also can effectively extend the life of liquid crystal. 
Based on a BiCOMS LCD driver chip, the author use the key factor that liquid crystal 
display quality is very dependent on the gray level, come up with a novel and 
economical and practical LCD brightness control circuit, it can realize adjustment of 
multistage brightness of various users; the author further design a mature principle and 
simple structure polarity switching circuit that makes the data driving circuit for liquid 
crystal voltage value on the time average approximation is 0, so as to reduce the DC 
component, to prolong the life of liquid crystal. Compared with the traditional design 
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idea, brightness adjusting circuit not only have principle mature and practical, but also 
effectively reduce the chip area; while the polarity switching circuit can extend the life 
of LCD, at the same time no additional power consumption. The test results show that 
the circuit working in good condition. 

2 The Proposal and Analysis of the Design Thoughts 

2.1 The Basic Principle of LCD Display 

Liquid crystal display (referred to as LCD) display principle: putting the liquid crystal 
between two pieces of conductive glass, depending on electric field between two 
electrodes to drive, causing the liquid crystal molecules twisted to the column of 
electric field effect, in order to control the light transmission or shadowing function. 
Figure 1 shows the principle of TN-LCD display in power and without electric 
condition, wherein the polarizer allowed to pass light vibrating in a certain direction, 
when the glass substrate without added voltage, incident light along the arrangement 
of the LCD screen liquid crystal molecules are distorted by 90°, go through parallel 
along under the direction of the polarizer, the state of light is defined as white; when 
the glass substrate with voltage, the liquid crystal molecules under electric field, 
arranged along the direction of the electric field, light rays pass through the liquid 
crystal molecular space to maintain the original direction, it is covered by under 
polarizing plate, light is absorbed not revealing, this state of light is defined as black. 
The display of intermediate color between black and white depends on the applied 
voltage. According to the voltage, the liquid crystal display make the panel arrive a 
predetermined display effect. 

 

Fig. 1. Schematic structure of liquid crystal display device 

2.2 The Proposal and Analysis of the Design Thoughts 

In order to achieve better image display effect, LCD driver chip usually will have the 
brightness adjustment function module, the module provide R, G, B brightness  
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adjustment and signal polarity switch selection for all levels of users. For convenience 
to describe, as shown in Figure 2, is module diagram of brightness adjusting circuit of a 
digital camera LCD driver chip, we use it as an example. 

 

Fig. 2. Brightness control system block diagram 

In order to meet the different needs of all levels of users to the image display effect, 
and the low power portable product requirements, the module must complete the 
following functions: 

(1) provide brightness adjustment interface for direct users of the chip (such as: 
digital camera manufacturers); (2) completed the USER_BRT regulation (user 
brightness adjustment): provides the brightness adjustment interface indirect users of 
the chip(such as: digital camera user); (3) completed the SUB USER_BRT regulation 
(sub brightness adjustment): provide color temperature adjustment interface for 
indirect users of the chip; (4) provide positive, negative signals of different types of 
LCD required. 

As shown in Figure 2, R, G, B signals is the result of a sample / hold circuit which 
was used as the input signal to brightness adjustment circuit, the user can through serial 
bus, after D/A conversion circuit to generate BRT, USER_BRT, R_BRT analog control 
signals, at the same time can adjust in R, G, B three signals brightness, can also be 
brightness adjustment on R, B signals. In order to realize aforementioned function, we 
need to design the following two circuits: brightness control circuit and polarity 
switching circuit. 

3 The Realization of the Design 

3.1 Brightness Control Circuit 

The concrete circuit of brightness adjusting circuit as shown in Figure 3, it consist of 
three differential amplifiers, the circuit is mainly composed of voltage /current 
converter and proportional current mirror, to achieve the reference current of positive 
and negative polarity of polarity switch module by selecting the a and b values, for the 
extended linear region, increases the degeneration resistor of emitter R1, R2, R3 and R4. 
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Fig. 3. R brightness adjustments 

For the first differential pair (Q1, Q2), when a differential signal input, the IR0 
current flowing through the resistor R0, VR0 was defined as the voltage on the R0, 
V1=VUSER_BRT -VR_BRT. that is: 
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When using the appropriate I and R0 let the following formulas establish: 
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Similarly, we can obtain ic_Q3, ic_Q4, ic_Q5 and ic_Q6, according to KCL: 
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By analysis of the AC small signal of equivalent circuit, the output stage current ia 

(small signal AC) of VUSER_BRT and the output stage current ib (small signal AC) of 
VR_BRT equal in size, in the opposite direction (a phase difference of 180 °). At the same 
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time they have unequal DC level, due to active load of the output stage is the proportion 
of current source, it lead to bias current ia, ib different. The a and b values can be 
realized by proportional current mirror. 

3.2 Polarity Switching Circuit 

The input of R, G, B signals require periodic change its signal polarity. Let VCOM be a 
public electrode voltage of liquid crystal, every time R, G, B signal changes  
the polarity, signal with centered of VCOM flip up and down, the average voltage is the 
value of VCOM, POL_SW is the A/D module to the input of a control signal of the 
module, support the completion of the polarity reversal of R, G, B, and convert the 
current signal into a voltage signal to output. The concrete circuit is shown in figure 4. 

 

Fig. 4. Polarity switch architecture diagram 

Consider Figure 4 TL ring 1:Q8, Q10, Q17, Q18, Q9, Q7, according to the law: 
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Similarly, consider the TL ring 2:Q8, Q10, Q16, Q15, Q9, Q7. That is 
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If we ignore the base current, the value of ic_Q8 and ic_Q7 is equal to the collector 
current Q11, Q12, and depends on the base of potential VA, VREF_SW of Q11, Q12. 

The circuit is shown in Figure 4, let VINREF=3V, R12=40K, R11=60K Ω, we can 
available: 
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When SW_POL= "1", and let VINREF=3V, R7=56K, R10=36.7K, RS5=47K, so we can 
get: 
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At this time, Q12 conduction, Q11 approximate cut off, ic_Q8>>ic_Q7, VOUT ≈ R13 × ib; 
When the SW_POL= "0", 
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At this time, Q11 conduction, Q12 approximate cutoff, ic_Q8<<ic_Q7, VOUT ≈ R13 × ia; 
let a=4, b=5, R1=R2, R3=R4, and R4=2R2, are: 
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VR_BRT (d), VR_BRT (a) are respectively for DC and AC component of the input voltage, if 

is the feedback current. From the above formula, through adjust signal relationship 
between the signal VBRT, VUSER_BRT, VSUB_BRT, VR and polarity. We can see that the 
function of adjustment of the input signal of the overall brightness and R signal 
brightness of the circuit work is very good. 
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4 Experimental Results and Analysis 

Figure 5 is the simulation waveform of the circuit, we can see from the simulation 
waveform: when the brightness adjustment and input Vpp of polarity switch is 357mV, 
the output Vpp is 938mV (including the polarity reversal voltage interval, the actual 
exchange gain is 1), mach the design requirements. 

 

Fig. 5. R polarity switch simulation curve 

5 Conclusion 

With the development of the information industry and the microelectronics technology, 
the technology of liquid crystal display is constantly breakthroughs, with the advantage 
of small size, thin thickness, light weight, low consumption, no radiation, no flicker and 
so on, the liquid crystal display attract more and more attention, and has made a great 
progress in technology. Brightness mediation circuit introduced by this paper uses the 
BiCMOS technology of Samsung company, the design has been applied in a LCD drive 
chip, and use Cadence, Hspice and other EDA tools to complete the circuit design and 
simulation verification. 

References 

[1] Li, W., Guo, Q.: Applied Technology of Liquid Crystal Display. Publishing House of 
Electronics Industry, Beijing (1999) 

[2] Li, Y., Lai, X.: Integrated and Design Technology of Electronic System. Publishing House 
of Electronics Industry, Beijing (2002) 

[3] Zhu, Z.: The Semiconductor Integrated Circuit. Tsinghua University Press, Beijing (2001) 
[4] Tong, S., et al.: Basic simulated electronic technology, 3rd edn. Higher Education Press, 

Beijing (2002) 
[5] Lee, et al.: A Low-Power Poly-Si TFT-LCD with Integrated 8-bit Digital Data Drivers. In: 

Proceedings of the 18th International Display Research Conference, CONF. 18, September 
28, pp. 285–288 (1998) 

[6] Liang, Z., Du, Y., Liu, R., et al.: Design and realization of LCD driver module based on 
LPC2478. Electric Power Automation Equipment 30(7), 137–140 (2010) 



Arrhythmias Classification Using Singular Value

Decomposition and Support Vector Machine
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Abstract. The main aim of this work is to recognize arrhythmias in
ECG records. Many algorithms for this task have been proposed in the
past, but in our solution we try to reduce redundancy of information
in the signals by Singular Value Decomposition. The reduced dataset is
classified by Support Vector Machine. Our approach gives very satisfac-
tory results which can be used in medical practice. This expert system
should offer automated recognition between physiological beat and one
of the three basic pathological beats: Premature ventricular contractions,
Right bundle branch block and Left bundle branch block.

Keywords: SVD, SVM, Arrhythmias, PVC, LDA.

1 Introduction

The Electrocardiography (ECG) is a non-invasive diagnostic method which mea-
sures differences in electrical potentials in the heart. ECG is widely used in all
branches of modern medicine such as angiology, sports medicine, critical care
medicine, and so on. ECG consists of several waves (P,Q,R,S and T) and inter-
vals between them. Each change of shape of this wave or length of these intervals
can mean a certain kind of disease. Nowadays, it is not necessary to be monitored
in hospitals. Instead, a patient can be monitored during regular daily activities.
One of the biggest disadvantages of monitoring is the length of captured records.
Record length is obviously days, weeks, or in extreme cases, months. It is not
realistically possible to evaluate the whole record manually. Therefore, an expert
system for automatic recognition of a pathological beat has to be used. One of
the very dangerous types of arrhythmia is Premature Ventricular Contractions
(PVC). A physiological beat arises in the sinoatrial node and spreads through
the atrioventricular node, and from there it goes to His branch and Tawara’s
arms and arrives to the Purkinje fibers. Due to electrical stimulation, mechani-
cal contractions occur in the heart muscle and blood is ejected to the body. In
cases where the action potential does not arise in the sinoatrial node but in the
artioventricular node, it is classified as PVC. When having PVC beats, patients

J.-S. Pan et al. (eds.), Intelligent Data Analysis and Its Applications, Volume 2, 591
Advances in Intelligent Systems and Computing 298,
DOI: 10.1007/978-3-319-07773-4_59, c© Springer International Publishing Switzerland 2014
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can feel palpitations and shortness of breath. An early occurrence of PVC beats
can lead to a heart attack or to death in extreme cases. From time to time, the
ECG of a healthy person can contain an occurrence of the PVC beat. Therefore,
it is necessary to know the right number of occurrences of PVC beats and to
start therapy if necessary. The difference between a physiological and a PVC
beat is possible to see in Picture 1. In some cases, however, the difference be-
tween a physiological and a pathological beat can be very minimal. Right bundle
branch block (RBBB) - During this pathological beats the right ventricle is not
activated by regular impulses. During the RBBB activation of the right ventricle
is delayed. The left ventricle is contracted later than the left one. Left bundle
branch block (LBBB) is less common than RBBB. During the LBBB activation
of the left ventricle is delayed. The left ventricle is contracted later than the
right one. [1] [2] [3]

Fig. 1. A difference between physiological and pathological beats

2 Dataset

ECG records were obtained from the MIT-BIH arrhythmia database. The
database consists of 48 ECG records. Each record contains a measurement from
two ECG leads: ML2 and V5. The sampling frequency was set to 360 Hz and
with an 11- bit resolution over a 10 mV range. The each beat was annotated by
two cardiologists and is used like a reference database for comparing different
algorithms for arrhythmia recognition or QRS detection algorithms. In addition
to normal and PVC beats, the database also contains other types of arrhythmias
such as Left bundle branch block, Right bundle branch block, supra ventricular
premature beat, and so on. [5][4]

3 Experiment and Methods

Due to the known annotation, each beat was extracted from the original record
and was preprocessed for classification. We used 35 neighboring points on the
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Fig. 2. A proposed classification scheme

left and right side of the R waves for classification and we also added the R-
R distance. The mean value was subtracted from each segment. Figure 2 shows
principle scheme of the classification. Two ECG channels MLII and V5 were nor-
malized and processed by SVD. As final step the SVD output and R-R distance
were used for classification. Two classification approaches were tested: Linear
Discriminant Analysis and Support Vector Machine.

The classification performance of the proposed expert system was validated on
48751 beats. The database included 75015 normal beats, 8072 LBBB beats, 7253
RBBB beats and 7128 PVC beats. The database was randomly separated into
two subsets: one half of the beats were selected as the training subset and the
other half as the testing subset. The performance of the proposed classification
method was described by three evaluation techniques: Sensitivity (Equation 1),
Specificity (Equation 2) and Accuracy (Equation 3) .

Sensitivity(%) =
TP

TP + FN
× 100 (1)

Specificity(%) =
TN

TN + FP
× 100 (2)

Accuracy(%) =
TP

TP + TN
× 100 (3)

where TP is true positive value, FP is false positive value, TN is true negative
value and FN is false negative value.

3.1 Singular Value Decomposition

The Singular Value Decomposition (SVD) is a factorization of a real matrix
and is similar to the Principal Component Analysis algorithm. Both of these
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algorithms generate eigenvalues. The SVD discovers significant properties of the
feature space and represents them as linear combinations of the base vectors.
Formally, the matrix of time features is decomposed by singular value decom-
position, calculating singular values and singular vectors of this feature matrix.
For a better understanding:

Let A be a matrix of all training beats in the time domain, let its size be n x
m, where m is number of training beats and n is a number of inputs. The rank
r and let the sigma values σ1.....σn be calculated from the eigenvalues of matrix
AAT as sigmai =

√
(λi)

then column-orthonormal matrices U and V can be calculated, where UTU =
In and V TV = Im and a diagonal matrix Σ = diag(sigma1.....sigman), where
sigmai > 0 and sigmai > sigmai+1, such that:

A = UΣV T . (4)

Now the matrix RS = UΣ can be calculated and it serves as the new reduced
training set. The second new matrix is QS = TV , where T is a original training
set. Now, these new matrices can be used in classification tasks as the original
testing and training sets. [6]

3.2 Linear Discriminant Analysis

The Linear Discriminant Analysis (LDA) is a technique for pattern recognition.
The main goal of this algorithm is to find linear combinations of features, which
provide the best separation between classes. These combinations are called the
discriminant functions. The classifier was designed by Fischer in 1931. The origi-
nal form of the algorithm belongs to binnary classifiers. There are n classes. The
intra-class matrix can be calculated as

Σ̂w = S1 + ...+ Sn =

n∑
i=1

∑
x∈ci

(x− x̂i) (x− x̂i)
′, (5)

and inter-class matrix by the equation

Σ̂b =

n∑
i=1

mi (x̄i − x̄) (x̄i − x̄) ′, (6)

where mi is the number of samples in each class from the training set, xi is the
mean for each class and x̂ is the total mean vector. A linear transformation Φ
should be found, in order to maximize the Rayleigh coefficient, which is the ratio
of determinants of inter-class and intra-class scatter matrices:

J (Φ) =

∣∣∣ΦT Σ̂bΦ
∣∣∣∣∣∣ΦT Σ̂wΦ
∣∣∣ . (7)
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The linear transformation Φ can be computed by solving the equation

Σ̂bΦ = λΣ̂wΦ (8)

The last step is the classification itself. The principle is the measurement of
metric or cosine distances between new instances and the centroid of classes.
The new sample are classified according to the expression:

arg mind (zΦ, x̄kΦ) . (9)

, where zΦ is a new instance.

3.3 Support Vector Machine

Let N be the number of training samples, where each sample belongs to class
y1 = −1 or to class y1 = 1. The training set has to meet the following condition:

{xi, yi} , i = 1..N, x ∈ Rd, y ∈ {−1, 1} (10)

This means that a feature vector contains information about class and each
feature has to belong to the set of real numbers. In cases where data is lin-
early separable, we can use a hyperplane for recognition of these classes. This
hyperplane can be expressed by Equation 11.

x · w − b = 0, (11)

where w is a normal vector to the half plane and b is a constant. A perpendicular
distance between the hyperplane and the zero point of the feature vector is
possible to express by Equation 12

b

‖w‖ (12)

Now we can define two new hyperplanes,H1 and H2, which are parallel to the
separation hyperplane and which separate both classes and, additionally, there
are no samples between them. For the hyperplane H1 it is

x · w − b = 1 (13)

and for the hyperplane H2 it is

x · w − b = −1 (14)

The distance between both planes is called SVM margin , which can be com-
puted in the following way:

2

‖w‖ (15)

The main aim of this classifier is to find the hyperplane which maximizes the
margin such that the distance between both hyperplanes, H1 and H2, is the
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same. This can be achieved by minimizing ‖w‖. The data can not lie in the
margin. Therefore, the following conditions have to be met:

yi = +1 ⇒ xi · w − b ≥ 1 (16)

yi = 1 ⇒ xi · w − b ≤ −1 (17)

These two conditions can be fused into the following condition:

yi (xi · w − b)− 1 ≥ 0 (18)

maximizing the margin leads to an optimization problem:

min
1

2
‖w‖2 (19)

,which can be solved by the Langranger multiplicator.

Lp (w, b, a) =
1

2
‖w‖2 −

N∑
i=1

αi [yi (xi · w − b)− 1] , (20)

where α is a vector of Lagranger multiplicator. The minimization can be achieved
if the partial derivation is made equal to zeros.

∂Lp

∂w
= 0 ⇒

N∑
n=1

αiyixi (21)

∂Lp

∂b
= 0 ⇒

N∑
n=1

αiyi (22)

By substituting equations 21 and 22 back into equation 20, we get a new formu-
lation of the problem, which is transformed into the following form

Ld =

N∑
i=1

αi − 1

2

N∑
i,j

αiyjαiyjxjxi · yj (23)

If yiyjxi · xj is given by the hyperplane Hij , then the optimization problem is
reformulated in the equation:

mina
1

2
αTHα− 1

2

N∑
i=1

αi (24)

which can be solved by classic quadratic techniques. In case the data is not
linearly separable, it is better to change the kernel function. This step transforms
the training data to a feature space with a higher dimension where it can be
solved by a linear separation. During this modification the scalar product xi ·xj

is replaced by a non-linear kernel function such as a polynomial function or a
non linear function with radial basis, which can be expressed by Equation 25.

K(x, x′) = exp(−||x− x′||22
2σ2

) (25)
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4 Results

In this chapter, the achieved results are described by the confusion matrices and
by evaluations characteristics. Table 1 describes the results which were reached
by the LDA algorithm classifying pure ECG signals in a non-reduced form. Ta-
ble 1 shows that the classification performance is very poor. The LDA wrongly
classified 1136 LBBB which were classified as normal. Classifying of PVC beats
achieved similar results. Table 4 shows results which were achieved by the SVM
on the same data. The values of Accuracy, Sensitivity and Specificity went up
significantly for all classes compared to the LDA algorithm. Only 295 LBBB
beats were classified wrong. The number of incorrectly classified PVC was 340
against 963 which were classified wrong by the LDA. The increase of all evalu-
ation characteristics is almost 20 %. The SVD computed 203 new eigenvalues,
which brings information about the original signal. Figure 4 shows dependencies
between achieved values of sensitivity, specitivity, accuracy and the number of
eigenvalues. For small number of eigenvalues these values are very low and grows
with the increasing number of eigenvalues. The best values were achieved by the
LDA with 70 eigenvalues but if these values are compared with the results in
Table 1 it is possible to see that there is no significant improvement. Gener-
ally, with the above mentioned settings, the LDA proved to be unsuitable for
this task and it can not be used in practise. On the other hand, the SVM al-
ready achieved very satisfactory results in classifying the pure ECG. In Figure 3
shows the results which were achieved by the SVM algorithm for different num-
ber of eigenvalues. The best values of Sensitivity, Specificity and Accuracy were
achieved with 110 eigenvalues. Table 4 describes these values. There it is possible
to see that these values are higher than in the previous cases. Compared to the
SVM classifying the pure ECG signals, SVM classification on the SVD-reduced
dataset provides a higher classification performance. The values of Sensitivity
increased from 94.74 % to 96.71 % for LBBB beats, from 98.74 % to 99.09 %
for Normal beats, from 92.86 % to 93.05 % for RBBB beats and from 90.47 %
to 90.75 % for PVC beats.

Table 1. Confusion matrix of the Linear discriminant anylsis

LBBB Normal RBBB PVC

LBBB 2855 749 0 263
Normal 1136 36226 399 628
RBBB 1 61 3228 72
PVC 45 482 1 2605

Accuracy 73.82 94.36 96.01 83.14
Sensitivity 70.72 96.55 88.97 73.01
Specificity 97.73 80.74 99.70 98.83



598 T. Peterek et al.

Table 2. Confusion matrix of the SVM

LBBB Normal RBBB PVC

LBBB 3825 346 0 36
Normal 203 37046 222 294
RBBB 0 21 3369 10
PVC 9 110 37 3228

Accuracy 91.02 98.09 99.08 95.39
Sensitivity 94.74 98.74 92.86 90.47
Specificity 99.15 93.59 99.93 99.65

Table 3. Confusion matrix of the LDA+SVD

LBBB Normal RBBB PVC

LBBB 2869 766 0 263
Normal 1123 36214 397 626
RBBB 1 60 3230 72
PVC 44 478 1 2607

Accuracy 73.60 94.41 96.05 83.29
Sensitivity 71.07 96.52 89.03 73.07
Specificity 97.70 80.90 99.71 98.84

Table 4. Confusion matrix of the SVM+SVD

LBBB Normal RBBB PVC

LBBB 3904 276 0 32
Normal 126 37177 247 293
RBBB 0 16 3376 5
PVC 7 49 5 3238

Accuracy 92.69 98.24 99.38 98.15
Sensitivity 96.71 99.09 93.05 90.75
Specificity 99.31 94.07 99.95 99.86
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Fig. 3. Sensitivity, specitificity and accuracy versus number of eigenvalues with the
LDA classifier

Fig. 4. Sensitivity, specitificity and accuracy versus number of eigenvalues with the
SVM classifier
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5 Conclusion

In this work, we described an algorithm for recognizing pathological beats in
the ECG signals. Our solutions is based on the SVD, which is one of the most
powerful matrix factorization techniques. The new reduced dataset was classified
by the Support Vector Machine. Combining these two methods proved advanta-
geous over the other mentioned techniques. Comparing to other work, the tests
were performed on a relatively high number of testing samples (almost 80000
heartbeats). In our next research we will focus on classifying pathological beats
on intra-individual level.
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