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Abstract. Music conveys and evokes feeling. Many studies that correlate music 
with emotion have been done as people nowadays often prefer to listen to a 
certain song that suits their moods or emotion .This project present works on 
classifying emotion in music by exploiting vocal and instrumental part of a 
song. The final system is able to use musical features extracted from vocal part 
and instrumental part of a song, such as spectral centroid, spectral rolloff and 
zero-cross as to classify whether selected Malay popular music contain “sad” or 
“happy” emotion. Fuzzy k-NN (FKNN) and artificial neural network (ANN) are 
used in this system as a machine classifier. The percentages of emotion 
classified in Malay popular songs are expected to be higher when both features 
are applied. 

1 Introduction 

Music has become more and more important in human lives and the need to improve 
the development of music acquisition and storage technology keep on rising. Music is 
a super-stimulus for the perception of musicality, where musicality is a perceived 
aspect of speech that provides information about the speaker's internal mental state 
[1]. It is believed that violation of or conformity to expectancy when listening to 
music is one of the main sources of musical emotion [2]. Thus, it is essential to 
conduct research as to analyze the similarities among music pieces based on which 
music can be organized in groups and recommended to user with suitable tastes. 
According to [3], music classification studies have so far been done with the main 
focused on classifying music according to genre and artist style. Recently, the 
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affective or to be specific the emotion aspect of music has become one of the 
important criterions in music classification. 

Music emotion classification (MEC) is part of music data mining and artificial 
intelligence (AI) area of science. According to oxforddictionaries.com, music can be 
defined as vocal or instrumental sound and its common elements are pitch, rhythm, 
dynamics and timbre. Whereas, emotion is refer to as a strong feeling deriving from 
one’s circumstances, mood or relationship with others. Primary emotion classes are 
happiness, sadness, anger, surprise, disgust and fear [4]. Emotion in certain music can 
be classified by employing two main processes namely, signal modelling and pattern 
matching. Based on work done in [5], signal modelling is referred to method of 
translating music audio signal into a set of musical features parameters. While, pattern 
matching is the process of parameter sets discovery from memory which strongly 
matches the parameter set obtained from the input music audio signal. All of this 
process automatically carried out using AI machine classifier such as supervised 
vector machine (SVM), artificial neural network (ANN), decision tree and etc. [6].  

Until recently, most of MEC is done by looking at features such as audio, lyrics, 
social tags or combination of two or more features as stated above [7-9]. However, 
there were only few studies on MEC that exploits features from vocal part of the song 
[8]. It has been proved that, the timbre of the singing voice, such as aggressive, 
breathy, gravelly, high-pitched, or rapping is often directly related to our emotion 
perception and important for valence perception [10] thus it is suggested that vocal 
timbre should be incorporated to MEC. This research is proposed, to develop emotion 
classification system for Malay popular music from the year of 2000-2013. The final 
system should be able to use musical features extracted from vocal part and 
background music of a song as well as able to classify the type of emotion in music. 
The system will be employing two classification techniques namely, artificial neural 
network and fuzzy k-NN in order to classify category of emotion in selected Malay 
popular music. The overall system has implying data mining classification algorithm 
and techniques based on “Soft Computing and Data Mining” technology. 

The discussion in this paper is divided into five sections, where the first part 
explains the overall idea of this research. Part two illustrates the literature review 
where, the previous and related works is clarified. Part three describes the data 
collection. Part four explains about music emotion classification system setup, fuzzy 
k-NN, ANN training and testing and classification results of the study. Part five 
discuses conclusions and proposed future works. 

2 Literature Review 

Generally, there are four main important things that need to be considered and 
understood in audio based music emotion classifications. Numbers of factors might 
obstruct the construction of a database and the issues such as which emotional model 
or how many emotion categories should be used in order to generate data collection 
must first be decided before one can proceed to the initial phase of MEC [8]. Fig. 1 
below illustrates the typical audio based MEC as taken from [11]. 
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3 Data Collection 

Due to the lack of ground truth data, most researchers compile their own databases 
[23]. Manual annotation is one of the most common ways to do this. For the purpose 
of this project, input music data are chose based on the result from subjective test that 
were carried out by categorizing Malay song into two main emotions, which is happy 
and sad. The rational of choosing only two emotions is because, happy and sad 
emotion is the basic emotion from psychological theories [24] and these two emotions 
cover a wide opposition of differentiation in 2D Rusell affect model representation 
with valence and arousal dimension [25]. “Happy” are positive valence and 
respectively high arousal, whereas “Sad” are in negative valance and respectively low 
arousal. So basically, both happy and sad quotient represents opposite value. 

3.1 Subjective Test 

Subjective Annotation test must been done in order to get all final 100 song with 
happy and sad emotion categorization. Previous studies have highlighted the 
important and common practice when doing this subjective test.  

 Reducing the length of the music pieces [26][27]. 
 Providing synonyms to reduce the ambiguity of the affective terms [26]. 
 Using exemplar songs to better articulate what each emotion class means 

[28].  
 Allowing the user to skip a song when none of the candidate emotion classes 

is appropriate to describe the affective content of the song [28]. 
 
For the purpose of this study, no restrict to exclusive categories will be compromised 
in order to undergone this subjective test. For each emotion, the problem is considered 
as binary classification. For example, one song can be categorized as either “happy or 
not happy” same goes to “sad or not sad”. The dataset collection is made of 300 
popular Malay song that is taken from Malay song charts from year 2000-2013 
(Sources: Malay Radio Charts and “Anugerah Juara Lagu”). From this test, merely 50 
songs that represent only “happy” emotion and another 50 songs represent only “sad” 
emotion will be allowed to be in the data collection for training purpose. To ensure 
the accuracy of the categorization process, 10 randomly selected annotators among 
teenagers with age range from 16-19 years old, were enquired to identify whether or 
not the data collection only contain “happy” and “sad” song.  

3.2 Features Extraction 

Music features extraction is the most crucial part in this study. It involves audio 
features extraction which has taking place as to determine the accuracy of  
data generation in the database. Generally, this project only focuses on timbre  
features which comprises of Spectral Rolloff, Zero-Cross, and Spectral Centroid.  
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Matlab programming is used to extract all of those selected features from every part of 
audio data (vocal part and instrumental part). 

 
 Spectral Rolloff  
Representation of the spectral shape of a sound and they are strongly correlated. 
It’s defined as the frequency where 85% of the energy in the spectrum is below 
that frequency. If K is the bin that fulfills; 

             

(1)

 
Then the Spectral Rolloff frequency is f(K), where x(n)represents the magnitude 
of bin number n, and f(n) represents the center frequency of that bin. 

 
 Spectral Centroid  

 
Measure used in digital signal processing to exemplify a spectrum. It indicates 
where the "center of mass" of the spectrum is. Perceptually, it has a strong 
correlation with the impression of "brightness" of a sound. It is calculated as the 
weighted mean of the frequencies present in the signal, determined using a 
Fourier transform, with their magnitudes as the weights. Equation (2) is a formula 
to find the amount of spectral centroid in certain song. 

                                 

(2)

 

 Zero-Cross  

Zero-Cross is the number of times a sound signal crosses the x-axis, this accounts 
for noisiness in a signal and is calculated using the following equation (3), where 
sign is 1 for positive arguments and 0 for negative arguments. X[n] is the time 
domain signal for frame t. 

 

                  

(3)

 

4 Music Emotion Classification System 

In order to classify two types of emotion to be exact, sad and happy emotion in 
selected Malay popular music, music data first must be converted into a standard 
format specifically; 22,050 Hz sampling frequency, 16-bits precision, 30 second 
frames. Overall process of MEC system from developing and testing are using 
MATLAB R12 programming language. 
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4.1 Fuzzy k-NN (FKNN) Classifier 

Fuzzy k-NN (FKNN) classifier has implied combination of fuzzy logic and k-NN 
classifier. FKNN is widely used in pattern recognition. In [22], fuzzy membership μuc 
for an input sample xu to each class c as a linear combination of the fuzzy vectors of 
k-nearest training samples. where μic is the fuzzy membership of a training sample xi 
in class c, xi is one of the k-nearest samples, and wi is the weight inversely 
proportional to the distance diu between xi and xu:  
 

                                                    

(4)

 
 

                                                       
(5)

 
 

With Eq. (4), we get the C×1 fuzzy vector μu indicating music emotion strength (C = 
2) of the input sample:  

                                  (6) 

                                                (7) 
 
According to [22], the fuzzy vector of the training sample μi is computed in fuzzy 
labeling section. Several methods have been developed in [21] and [29], where v is 
the voted class of xi, nc is the number of samples that belong to class c in the K-
nearest training samples of xi, and β is a bias parameter indicating how v takes part in 
the labeling process (β∈ [0,1]). Different β is used during cross validation process, 
(β=0.0, 0.25, 0.50, 0.75, 1.0). When β=1, this is the crisp labeling that assigns each 
training sample full membership in the voted class v. When β=0, the memberships are 
assigned according to the K-nearest neighbors. The equation can be generalized as: 
 

                             

(8)

 

4.2 Artificial Neural Network (ANN) 

The concept of Artificial Neural Networks (ANN) is based on biological neural 
networks. Neural network approaches have shown to be promising in supporting 
fundamental theoretical and practical research in artificial intelligence [20].  
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three different algorithms. This is to see the differences in classification rate when 
using different data. The details of algorithm used are as follow:- 

• FKNN/ANN + Only Vocal Features 

• FKNN/ANN + Only Instrumental Sound Features 

• FKNN/ANN + Vocal + Instrumental Sound Features 

4.4 Experimental Result 

4.4.1   Cross Validation Result for Fuzzy k-NN Classifier Using Different β 

Table 1. FKNN Classifier Using Different β 

β Happy→Happy Sad→Sad Average 
0.0 78% 43% 60.5% 

0.25 81% 46% 63.5% 
0.50 

            0.75 
72% 

     84% 
46% 

        57% 
           59% 

70.5% 
1.0 87% 51%            69% 

4.4.2   Result Classification Accuracy 
30 songs that were categorized as happy song and the other 30 songs categorized as 
sad song were used to test the algorithm. Summary of the results is shown in Table 2 
and Table 3. 

Table 2. Test Results 

Description  No. of Data  
 

Using FKNN % 
 

No. of Data Using 
ANN% 

Happy song 30 100 30 100 
Classified as Happy 
Song 

15 50 26 86.6 

Sad Song 
Classified as sad 
song 

30 
16 

100 
53.3 

30 
24 

100 
80 
 

 
The accuracy of the classification result can be measured by dividing number of 

correctly classified songs with the total number of songs. A comparison of the 
accuracy of using only vocal features and the combination of vocal and instrumental 
sound features is shown in Table 3. The tests were administered using the same set of 
test music. Results show that the proposed approach which is using both data is more 
competitive than using only vocal or instrumental features as training data. 
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Table 3. Classification Rate Using Different Training Data 

Algorithm Using FKNN 
%Accuracy 

Using ANN 
%Accuracy 

Only Vocal Features 
Only Instrumental 
Sound Features      

51 
 

52 

72 
 

75 
Vocal+ Instrumental 
Sound Features 

53.3 83.3 

   

 
Based on the results, the accuracy of the algorithm is higher (more than 80%) when 

using ANN classifier for both vocal and instrumental sound features. Whereas, the 
accuracy of the algorithm using FKNN shows quite positive results although only able 
to classify slightly half of the selected song with exact emotions. It is shown that, the 
highest accuracy is at 70.5% when using β= 0.75. 

5 Conclusion and Future Works 

The music classification algorithm developed is proven to be up to 80% accurate using 
ANN techniques, while, the percentages of emotion successfully classified using 
FKNN is approximately 50%.  The manoeuvring of vocal and instrumental features 
with the assistance of ANN classifier can provide successful music emotion 
classification. Data from timbre extraction for both vocal and instrumental sound is 
used as training data to the neural network. Vocal and instrumental sound features 
were combined to improve testing and classification accuracy. ANN learns to 
recognize emotion in music based on timbre musical texture as exist in the database. 
The system is developed through learning rather than programming. However, ANN is 
still unpredictable. It may take some time to learn a sudden drastic change. As for the 
fuzzy k-NN classifier, generally FKNN classifier has successfully classified songs in 
regards to certain group of emotions though the results not as high as when using 
ANN.  

5.1 Future Works 

Overall, this project has been manipulating two basic emotions as to categorize 
emotion in selected music (happy and sad affects). Besides, this work only focus on 
extracting timbre vectors in the music data, in which previous studies have recommend 
that timbre can be used to strongly determined the emotion or behaviour in both vocal 
and instrumental sound data. As for machine classifier, this project has used one of the 
most well-known artificial intelligence machines learning to be precise, Artificial 
Neural Network (ANN) and also fuzzy classifier (FKNN). Both of these techniques 
had been proved to be able to generate positive result, as expected. However, for future 
study, it is suggested that another types of music excerpt such as pitch, energy, 
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harmony and etc; can be used to improved musical features database for training and 
testing process. With the positive result congregates from this project, it is extremely 
recommended if other types of emotion be considered as part of the classification 
category. This will hope to improve music emotion classification in the future. 
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