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Abstract. Social Engineering (SE) has emerged as one of the most fa-
miliar problem concerning organizational security and computer users.
At present, the performance deterioration of phishing and spam detection
systems are attributed to high feature dimensionality as well as the com-
putational cost during feature selection. This consequently reduces the
classification accuracy or detection rate and increases the False Positive
Rate (FPR). This research is set to introduce a novel feature selection
method called the New Binary Particle Swarm Optimization (NBPSO)
to choose a set of optimal features in spam and phishing emails. The pro-
posed feature selection method was tested in a classification experiments
using the Support Vector Machine (SVM) to classify emails according to
the various features as input. The results obtained by experimenting on
two phishing and spam emails showed a reasonable performance to the
phishing detection system.

Keywords: Particle swarm optimization, feature selection, phishing,
spam, social engineering, SVM.

1 Introduction

Many IDSs are using database of well-known actions to compare normal and
abnormal data or activities for sending alerts when a match is detected [1], [2].
Attackers evade Intrusion Detection Systems (IDS) using various ways, such as
using the old unknown attack, hiding an attack in a concealed or encrypted
channel, as well as posing as social engineering attacks [3]. Social engineering
(SE) is a developing science that capitalizes on human trusty nature and is
a serious threat to all organizations [4], [5]. Most familiar social engineering
attacks include phishing and spam emails that convince users to open emails with
abnormal links, pictures, videos, and even URLs [3], [6]. Phishing, spam, and
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even legitimate emails are basically similar in the style and content. Nonetheless,
beyond the content, the structural and other special features will be able to make
a distinction whether the emails are phishing emails or spam emails. Phishing is
considered as a subcategory of spam [7].

In detecting phishing and spam/legitimate emails, the feature selection quality
along with computational methods are required to guarantee the effectiveness
of a classification/detection system [3]. This means the elimination of irrelevant
features via the feature reduction process will increase the accuracy and reduce
the false positive rate during detection since a smaller number of feature sets
up the speed of the computation [8], [9]. Most studies have considered various
features of phishing and spam emails [1], [10], [11], [12], [13]. The accuracy of
phishing and spam detection showed a good result in a number of studies [12],
[14], [15] while the number of features multiplies the computational cost and
decreases the accuracy [16]. Generally, the lack of knowledge related to the false
positive and the impact of features on the accuracy will reduce the performance
of phishing detection [14].

The main objective of this study is to select a combination of features in phish-
ing emails and evaluate the impact of these features on the basis of computational
cost, false positive rate, and accuracy percentage in detecting phishing emails.
This study will propose a New Binary Particle Swarm Optimization (NBPSO)
for feature selection and will test the performance via a classification experiment
with an existing Support Vector Machine (SVM) classifier. This study attempts
to prove that the high classification accuracy and low false positive rate are
possible through feature reduction that should result in lower dimensionality in
feature sets, which covers important parts of emails such as subjects, bodies,
links, URLs and attached files within the email body.

The paper organization keeps on as follows. Section 2 begins with the principle
of Support Vector Machine (SVM). Section 3 introduces the principles of Particle
Swarm Optimization (PSO) and Binary PSO preparation. Section 4 details out
the experimental results, Section 5 discusses the ROC curve and AUC analysis,
and finally Section 6 concludes the work and sets future research.

2 Principles of Support Vector Machine (SVM)

In 1995, Guyon, Boser, and Vapnik [17] introduced the Support Vector Machine
(SVM). SVM is based on statistical learning theory and is able to prevents over-
fitting in classification, hence is well-known for its high classification accuracy.
The SVM classifier predicts a new instance into a predefined category based on
given training examples as shown in Equation 1:

D = (oi, yi)|oi ∈ Rp, yi ∈ {−1, 1}pti=1 (1)

where pt is the number of samples and (oi, yi) shows the i
th training sample with

its corresponding labels. oi = (oi, oi2 , oi3 , . . . , oip) is a p-dimensional vector in
the feature space as shown in Equation 2.
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min1/2〈w · w〉 + C

pt∑

i=1

ζi, yi(〈w · oi〉+ b)ζi ≥ 0 + ζi − 1 ≥ 0 (2)

where C is the penalty parameter that controls the decision function complex-
ity and the number of misclassified training examples. ζi is the positive slack
variable. The hyperplane which has the largest distance to the nearest training
data point will create a suitable separation. This model can be solved using the
introduction of the Langrage multipliers 0 ≤ αi ≤ C for dual optimization model
[18], [19], [20]. The classifier function and the optimal b∗ and w∗ can be defined
after achievement of the optimal solution αi based on Equation 3.

sign〈w∗ · oi + b∗〉 or sign(
pt∑

i=1

yα∗
i 〈oi · o〉+ b∗)oi.o+ b∗) (3)

The SVM maps training data nonlinearly within a high-dimensional feature
space by kernel function k(oi, oj) where linear separation may be possible. The
kernels will decrease a complex classification task by separating hyperplanes.
The typical kernel function given as in Equation 4.

k(oi, oj) = exp(
−1

δ2
‖oi − oj‖2) = exp(−γ‖oi − oj‖2) (4)

The SVM classifier then changes to the following model after choosing the
kernel function shown in Equation 5.

sign(

pt∑

i=1

γiα
∗
i 〈oi · o〉+ b∗) (5)

The performance of an SVM classifier is highly dependent on C and γ, which
are the hyper-parameters. These two parameters will affect the number of sup-
port vectors and the size of margin in the SVM [20].

3 Principles of Particle Swarm Optimization (PSO)
and Binary PSO Preparation

Particle Swarm Optimization (PSO) was introduced in 1995 based on the be-
havior of swarming animals. This algorithm has been used for optimization in
different fields such as data clustering, optimization of artificial neural network,
and network wireless [15], [16]. The set of particles builds a population (swarm)
of candidate solutions. PSO is similar to heuristic algorithms in the sense that
it searches some solutions within the initialized population. However, unlike Ge-
netic Algorithm (GA), PSO does not follow operators such as mutation and
crossover [7], [16].

In PSO algorithm, each particle is a point in D -dimensional space, so the ith

particle is represented as Xi = (xi1 , xi2 , . . . , xis). Because PSO calculates the
best fitness rate (pbest) according to previous position of each particle, the rate



50 A.R. Behjat et al.

for any particle is Pi = (pi1 , pi2 , . . . , pis). The global best and velocity of particle i
are ‘gbest ’ and Vi = (vi1 , vi2 , . . . , vis), respectively. Meanwhile, the manipulation
of each particle is continued as the following Equation 6 and Equation 7.

vid = w ∗ vid + c1 ∗ rand() ∗ (pad − xid) + c2 ∗Rand() ∗ (pad − xid) (6)

xid = xid + vid (7)

where w is the inertia weight, c1 and c2 are the stochastic acceleration weighting
that leads particles toward pbest and gbest positions. rand() and Rand() are the
random functions between [0,1]. V max shows the velocity of each particle.

The New Binary Particle Swarm Optimization (NBPSO) algorithm follows
the action of chromosomes in GA, so it is coded such as a binary string. In the
specific dimension, the particle velocity is used like a probability distribution
with the main role to randomly produce the particle position. Updating the
particle position follows Equation 8, whereby the sigmoid function is used to
identify new particle position based on binary values.

S(vid) = Sigmoid(vid) =
1

1 + e−vid
(8)

If rand < S(vid(t+ 1)) then xid(t+ 1) = 1 else xid(t+ 1) = 0 (9)

where rand is a random value between [0, 1] and vid is limited to vmax(). In
each dimension, a bit value 1 shows the selected feature may participate for the
next generation. On the other hand, a bit value of 0 is not required as a relevant
for next generation [8].

3.1 Drawbacks of Current PSO

The particles in continuous Particle Swarm Optimization (PSO) algorithm are
defined by x and v values. The particle at position (x ) is a potential solution
and v is the speed of each particle that shows the future position of a particular
particle relative to its current position. Large value of v shows that the particle
position is not suitable, hence the value should change towards an optimal so-
lution. The small value of v demonstrates that the particle position is moving
towards optimal solution or with 0 value.

There are different definitions of x and v in binary particle swarm optimization
algorithm (BPSO). The speed of particle (v) in this algorithm shows 0 or 1 for
the position of particle (x ) instead of finding optimal solutions. In other word,
the vid identifies the xid value (0 or 1). Since the probability of xid should be
between 0 and 1, then vid uses the sigmoid function as previously shown in
Equation 8.

In BPSO, the large value of xid (towards positive values) meaning xid is near
to 1 and the small value (towards negative values) reduces the probability of
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1 for xid. On the other hand, if vid is 0, then the value of xid will be changed
to 0 or 1 with the probability of 50%. In addition, the value of xid is identified
regardless the previous value or position. Based on these scenario, there are two
drawbacks in the BPSO as algorithm deliberated as follows.

The first drawback lies in the sigmoid function. Conceptually, the large value
of vid towards negative or positive values shows that xid position should change
for a specific dimension. However, in the binary particle swarm optimization,
vid steers xid towards 0 or 1. Additionally, the speed of particle (v) near to
0 shows that the position of particle (x ) is satisfied and the sigmoid function
demonstrates an equal probability of 0 or 1 for xid.

The second drawback is the process to update particle position (x ). In the av-
erage of initial iterations, all the particles come up the optimal solution. Nonethe-
less, these particles keep out the optimal solution even after several iterations.
This means the optimal solution may be near to 0, but the probability of 0 or 1
decrease to 50% during such times.

3.2 Proposed New Binary Particle Swarm Optimization

Both drawbacks in the Binary Particle Swarm Optimization (BPSO) algorithm
may be resolved using suitable functions and by updating the particle position
(xid) as shown in Equation 11. In this algorithm, the sigmoid function is replaced
to S′(vid) as shown in Equation 10.

S′(vid) proves that the value of vid towards positive values is the same as
the negative values. Whenever the speed of particle (vid) is near to 0 value,
the output of function increases and moves to 0 too. On the other hand, for
updating particle position in Equation 6 is replaced to the one in Equation 3.
Finally, the large vid value demonstrates that the particle position is not suitable
and changes towards 0 or 1 while the small value of vid decreases the probability
of the changes in the position of particle (xid). On the other hand, the 0 value
of vid will fix the particle position.

S′(vid) = |tanh(αx)| (10)

If rand < s′(vid(t+ 1)) then xid(t+ 1) = complement(xid)

else xid(t+ 1) = xid(t)
(11)

In this study, NBPSO finds an optimal binary vector, where each bit is asso-
ciated with a feature. If the ith bit of this vector equals to 1, the ith feature will
be allowed to participate in the classification. If the bit is a zero (0), the feature
cannot participate in the classification process. Each resulting subset of features
will be evaluated according to its classification accuracy on a set of testing data
in an SVM classifier. We will divide the entire features by their importance and
eliminate irrelevant features, which is indicated by the lowest ranked during the
process. In other words, we will select important features by using the variable of
the importance value that is based on their repetition in two classes. This strategy
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enables our approach to reduce the computational expenses of the dataset as well
as to enhance the detection rates and reduce the feature dimensionality.

4 Experiments and Results

This study evaluated the classification accuracy or detection rate of New Binary
Particle Swarm Optimization (NBPSO) algorithm for feature selection. The clas-
sification experiment used the Support Vector Machine (SVM) trained with the
measurement vectors of 14,580 spam, ham, and phishing emails. A total of 1,620
measurements were available for testing. The experiments were performed using
the Intel Pentium IV processor with 2.7GHz CPU, 4GB RAM, and Windows 7
Operating System with MATHWORK R2010b development environment. The
classification experiments used three well-known datasets in shown in Table 1.

Table 1. Dataset and the number of class

No. Dataset Size

1 SpamAssassin 6,954
2 SpamEmail 1,895
3 PhishingCorpus 4,563

In order to select a set of combined features in within the pool of phishing
email, we applied the NBPSO to choose the best features within the extracted
features as reported in the previous studies [1], [10], [11], [12], [13]. The results
showed that NBPSO was able to search the complex space with a big number
of features. Furthermore, NBPSO found an optimal binary vector, where each
bit was associated with a feature. If the ith bit of this vector equals to 1, the ith

feature will be allowed to participate in the classification process; but if the bit
equals to 0 (zero), the feature cannot participate in the classification process.
Each resulting subset of features was evaluated according to its classification
accuracy on a set of testing data using the SVM classifier.

In order to evaluate the selected features based NBPSO as the feature selection
method, we divided the features in each category and combined the categories in
four classifiers such as 2C, 3C, 4C and 5C, so category 2, 3, 4, and 5 were divided
into each classifier respectively. This analysis identified the best combination
and the created detection rate by them. The best classifiers based on different
categories with selected relevant features are related to 3C = C1, C4, and C5,
4C = C1, C2, C4, and C5, 5C = C1, C2, C3, C4, and C5 and 2C = C1 and
C5 classifiers with respective detection rate as shown in Table 2. The best false
positive rate (FPR) achieved was for 4C with 0.1%.

While previous studies either reported the FPR or complement the results
with accuracy rate, we believe that we could improve these two rates near to
100 accuracy and and 0 for FPR, respectively. On the other hand, the number of
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Table 2. The detection rate for each combination of features

Features Feature Combinations Detection Rate (%)

2C C1,C5 91.49
3C C1,C4,C5 98.99
4C C1, C2,C4,C5 97.77
5C C1,C2,C3,C4,C5 94.22

Table 3. CPU time and elapsed time to select the best combination of features

Features Feature Elapsed CPU
Combinations Time (s) Time (%)

2C C1,C5 152.23 28
3C C1,C4,C5 173.56 37.2
4C C1, C2,C4,C5 198.38 46.45
5C C1,C2,C3,C4,C5 215.67 63.65

features in each category influenced the performance and computational cost of
the classifier. For example, 5C with high number of features has a higher CPU
time and computational cost, which is 63% and elapsed time to 215.67(s) during
the feature selection process as shown in Table 3.

For each dataset, the experiments were repeated in 10 runs based on 4 tests
(refer to Figure 1). The detection rate is based on classification accuracy, hence
the parameters for NBPSO algorithm are set as α = 1. The population size is
set to 20, C1 and C2 are set to 2 and the weight values lie between 0.5 to 1.5.
Note that the SVM classifier was trained and tested by 90:10 percentage split
in each dataset respectively. The obtained classification accuracy was illustrated
by the form of ‘average ± standard deviation’. The results showed that the
proposed NBPSO-based feature selection with the SVM classifier resulted in
higher detection rate across all datasets as shown in Table 2.

Figure 1 illustrates our evaluation based on 4 tests, which means in the first
and the best test, the SVM is trained and tested by three categories 1C, 4C
and 5C based on different features as input. After optimization of the classifier
parameters, the best detection rate and FPR obtained are 98.99% and 0.2 re-
spectively. On the other hand, the last test was based on 1C and 5C categories
consisted of selected the relevant features. In this stage, the SVM created the
performance up to 91.49%. This result indicated that the number of the relevant
features eliminated could decrease the performance exactly.

This study selected 12 relevant features from the extracted 20 features in the
previous studies to improve the detection rate and to evaluate the ability of fea-
ture selection method (NBPSO). The results showed that the best performance
was obtained with only the selected relevant features. Although in some com-
bined categories they contain low number of relevant features such as C2, they
achieved a reasonable performance to 91.49% detection rate and 0.3% FPR.
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Fig. 1. ROC curve based on four (4) classifiers

5 ROC Curves and AUC Analysis

The receiver operating characteristics (ROC) graph as shown in Figure 1 il-
lustrates classifier performance. Today, this technique has been used in machine
learning because the accuracy of the classifier is not a robust measurement. ROC
identifies the relationship between the false positive rate (FPR) and true posi-
tive rate (TPR). The best performance from the experiments were related to 3C,
4C, 5C, and 2C, respectively. Meanwhile, the best FPR and detection rate were
0.1% and 97.77% for 4C category. The CPU time, on the opposite, considered the
impact of the number of features on the performance and computational cost.
The time and cost were different by changing the number of features. Table 4
shows the changes in the CPU time and computational cost when the number
of features decreased from 5 to 3, which means 63.65% to 37.2% and 215.67(s)
to 173.56(s) respectively.

Table 4. The AUC results of combination features

Number of Features AUC Value

2 94.30
3 98.21
4 98.90
5 97.68

The results in Table 4 indicated the AUC (Area Under the Curve) result is
close to 1 for the 3C, 4C and 5C categories. In fact, the results showed that the
best combination is related to 3C. Other combinations of features such as 2C,
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4C and 5C present a good detection rate and the AUC result, although they
do not contain all relevant features. Thus, the analysis presents an important
point in which the categories that contain the above features may have a high
detection rate and low false positive rate.

It is also noteworthy to mention that the detection rate is insufficient to as-
sess a classifier’s performance since the achieved results show that FPR has
more to offer that the detection rate. This study proved this point by doing
the famous statistical test, namely one-way ANOVA (Analysis of Variance). The
different experiences executed based on various thresholds from 3 to 5.
The F-ratio identified by ANOVA test is 9.24 (p < 0.001), which proved that a
decrease in the detection rate is not the most important factor. Based on Table
3, eventhough 3C detects the phishing emails better than other classifiers to
98.99% of the detection rate, but the 4C classifier achieved a detection rate of
97.77% with 0.1 FPR that achieved a lower error rate in comparison with other
classifiers. In addition, the best AUC of this classifier is 98.90% as compared to
other classifiers.

6 Conclusions

In this study, an attempt was made to develop a spam/phishing email detec-
tion system to detect social engineering attacks. This paper proposed the New
Binary Particle Swarm Optimization (NBPSO) algorithm for feature selection
together with a Support Vector Machine (SVM) classifier for classification. The
system was tested via a classification experiment using three datasets, namely
SpamAssassin, SpamEmail, and PhishingCorpus. The experimental results, in
comparison with results from previous studies, indicate that the detection sys-
tem was able to reduce the number of features from 20 to 12 features, hence
reducing its dimensionality. As the consequence, the accuracy rate has increased
and the false positive rate (FPR) hit a lower percentage. Note that FPR repre-
sents system’s reliability and has been proven by the literature that it is more
important than the accuracy rate in the case of false alarm. In this work, FPR
was accessed using the ROC and AUC curve.

One of the important points in classification is the parameter optimization
that needs to be tuned and tested with different datasets for better classifier
performance. In the future, we hope to test other datasets and to apply other
metaheuristic algorithms. Comparisons will be in terms of dimensionality reduc-
tion and complexity.
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