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Abstract. The ability of Negative Selection Algorithm (NSA) to solve
a number of anomaly detection problems has proved to be effective. This
paper thus presents an experimental study of negative selection algorithm
with some classification algorithms. The purpose is to ascertain their
efficiency rates in accurately detecting abnormalities in a system when
tested with well-known datasets. Negative selection algorithm with some
selected immune and classifier algorithms are used for experimentation
and analysis. Three different datasets have been acquired for this task
and a comparison performance executed. The empirical results illustrates
that the artificial immune system of negative selection algorithm can
achieve highest detection and lowest false alarm. Thus, it signifies the
suitability and potentiality of NSA for discovering unusual changes in
normal behavioral flow.

Keywords: anomaly detection, classification algorithm, data represen-
tation, negative selection algorithm.

1 Introduction

The emergence of Artificial Immune System (AIS) which began with the works
of Forrest and her group [1] in 1994 by proposing and developing the Negative
Selection Algorithm (NSA) opened the door as an important addition within
the confines of anomaly detection. The biological process of negative selection,
which laid the foundation for the abstraction of NSA algorithm, is attributed
to specialized white blood cells, called T -cells developed in the bone marrow in-
hibiting receptors that undergoe a pseudo-random generation procedure. These
T -cells are further exposed to self cells in the thymus, and there is an elimina-
tion action taken when a reaction occurs between the the T -cells and the self
cells with those not reacting being retained and granted permission to leave the
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thymus into maturation stage. At this stage, they are now fully integrated in
the immune system surveillance structure of intuders into the body.

The task of anomaly detection, a two-class classification problem that clas-
sifies an element as normal or abnormal within a given feature space, can be
considered as analogous to the immunity of biological immune system [2]. Their
targeted aim is to detect abnormal behaviours of system that contradicts to
the normal functioning of the system [3, 4]. Varieties of classification-anomaly
based techniques exist in literature [5] ranging from neural-network based to
rule-based. These classification-anomaly based methods establishes a balanced
platform for comparison with the immune algorithm of negative selection al-
gorithm, clonal selection algorithm, artificial immune recognition system (airs),
and Immunos-81 variants. The purpose of venturing into algorithmic compari-
son as will be highlighted in this paper, is to weigh the performances in terms of
detection rate and false alarm rate, which will in turn give us a clearer picture
of their capacities when anomaly detection is concerned.

The structure of this paper is as follows. In Section 2, an overview of what
anomaly detection is all about is presented. This is followed by a brief insight
into classification algorithms in Section 3. Negative Selection Algorithm and
further exploration of the two data representation types constitutes Section 4.
Our experimental results and discussions of these results sums up Section 5. The
paper concludes with Section 6.

2 Anomaly Detection

In comprehending the concept behind anomaly detection, the term anomaly
must be clearly defined. An anomaly, also referred to or used interchangeably
depending on the application area as outliers, aberrations, exceptions, or pe-
culiarities, is defined as patterns behaving differently to the normal behavioral
flow [5]. Three basic types of anomalies exist namely, point anomalies (single data
instance deviation), collective anomalies (deviation of group data instances), and
contextual anomalies (context of deviation occurrence). Thus, anomaly detec-
tion is the process of identifying or recognizing abnormal behavioral changes in
data [5, 6]. It will be of interest to know that anomaly detection has been in
existence since the nineteenth century [7]. Improvement and advances in tech-
nological approach to effectively detect anomalies has been the distinguishing
factor, and this is echoed by Vasarhelyi and Issa [8]. Computer security, medical,
computer vision, general purpose data analysis and mining, and sensor network
are some of the application areas of anomaly detection [9].

An anomaly detection method is considered good irrespective of the domain,
based on the following three criteria [10]: (1) accurately locating and differenti-
ating anomalies from normal behavior, (2) robustness in terms of sensitivity to
parameter settings and changes of patterns in datasets, and (3) limited resources
required. The training data to be used for modeling the system is of great im-
portance as it aids in selecting the appropriate anomaly detection techniques
which are supervised, semi-supervised, and unsupervised learning techniques.
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Two phases, training phase and testing phase, make up the supervised tech-
nique where both malicious and benign data are applied. The semi-supervised
technique on the other hand requires only the normal data with the usage of a
training phase. However, unsupervised technique is devoid of a training phase
with all the data present prior to initializing the algorithm [11].

3 Classification Algorithm

Classification is the process of generalizing data according to different instances
[12] and predicting a certain outcome based on a well-known given input [13].
Various classification techniques are available for solving classification problems
ranging from statistical methods, decision trees, neural networks, rule-based
methods [14, 15]. The training data serves as input for the classification and
rule based algorithm to begin their tasks for which the target values are known.
With each of the algorithms having different strengths and weaknesses, they
possess the ability to find relations between the predictor attributes’ values and
target attributes’ values in the training data [16]. The selected algorithms for
use in this paper are the popularly known and a few artificial immune system
classifiers which will be brought to light in the later section of this paper.

4 Negative Selection Algorithm

The human immune system process called negative selection gave rise to one of
the earliest algorithms in the artificial imunne system domain. The theoretical
concept of negative selection is well rooted in central tolerance, an immune mech-
anism for self-tolerance averting autoimmunity (reacting to self antigens) [17].
T -cells, a special kind of white blood cell called lymphocytes, are generated from
the bone marrow and equipped with receptors which takes upon themselves the
task of identifying and recognizing specific molecular patterns. The receptors of
T -cells are generated in a pseudo-random manner, and are exposed to normal
proteins which resides in the thymus of the host body. The reaction of the T -
cells with the proteins causes an elimination of the T -cells, and only those which
do not react are allowed to migrate from the thymus, causing them to mature
and be fully integrated in the immune system [18]. Based on the negative selec-
tion principle, Forrest et al. [1] proposed and developed the Negative Selection
Algorithm (NSA) for detection applications. Two data representations of NSA
are the strings (or binary) negative selection algorithm, and real-valued negative
selection algorithm [19].

4.1 Strings Representation of Negative Selection Algorithm

The processes of negative selection made it well suited for computer and network
security, and in 1994, [1] proposed a Negative Selection Algorithm (NSA) for
discriminating between self and non-self in a computer. It can be applied to virus
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detection, image inspection and segmentation, and also hardware tolerance [20].
Steps in NSA execution is summarized as follows [21]:

Given a universe U which contains all unique bit-strings of length l, self set
S ⊂ U and non-self set N ⊂ U , where

U = S ⊂ U and S ∩N = ∅
.

1. Define self as a set S of bit-strings of length l in U .
2. Generate a set D of detectors, such that each fails to match any bit-string

in S.
3. Monitor S for changes by continually matching the detectors in D

against S.

Since the first implementation of NSA which uses the Exhaustive Detector
Generating Algorithm (EDGA) incorporated into the works of Forrest et al. [1],
different variations of the algorithm using strings representation have been re-
ported in literature [22]. This stems from limitations of the original NSA, as the
time in generating valid detectors increases exponentially with the size of the
self strings (time and space complexity) [23]. Thus, larger number of detectors
are been generated. As a measure against the time and space consuming factors,
D’Haeseleer et al. [24] developed the linear and greedy detector generation algo-
rithms, with both operating in linear time with respect to the size of the self and
detector sets, and greedy algorithm was reported to dissolve the problem with
a new collection of generated detectors. Also, Wierzchon [25] introduced binary
template with no intention of decreasing the time but rather generating efficient
non-redundant detectors. NSMutation proposed in [26] is a modified version of
EDGA using somatic hypermutation, and Ayara et al. [27] made a performance
comparison of the different strings detector generation algorithms and results
showed that NSMutation is more extensible. Still, the strings representation suf-
fers greatly in dealing with real world applications which basically inherits the
use of real-valued data.

4.2 Real-Valued Representation of Negative Selection Algorithm

The proposition by Gonzalez et al. [15] employs the use of real-valued data
as against strings representation, in an effort to deal with the issues posed by
strings (or binary) negative selection algorithm, and termed it Real-Valued Neg-
ative Selection Algorithm (RNSA). The algorithm distributes the detectors in
the nonself space based on heuristic to optimally maximize the coverage area.
Among the advantages of real-valued representation which is a high level repre-
sentation stated in [28,29] are increased expressiveness, possibility of extracting
high-level knowledge from the generated detectors, and improved scalability in
certain cases. The algorithm adopts n-dimensional vectors in real space [0, 1]n to
encode antigens and antibodies, and Euclidean distance to calculate the affinities
between them.

Although the RNSA is characterized by the three basic steps in [21], the al-
gorithmic description with additional components in evolving the detectors to
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cover the nonself space is found in [15]. This is performed through an iterative
process with the aim of:

– Moving the detectors away from the self set, and

– Maximizing the coverage space of nonself by keeping the detectors apart

The detectors of the RNSA is fixed and chosen beforehand, and in an effort
to dynamically choose the detectors, [30] proposed an improved version of RNSA
called Variable-Sized Detectors (V-Detectors). The detectors of V-Detectors ter-
minates training stage when enough coverage has been achieved. For the purpose
of study in this paper, the RNSA [15] will be used to have a balanced perfor-
mance comparison with the chosen classification algorithms.

5 Experimental Results and Analysis

Experiments are performed to compare the performance of Negative Se-
lection Algorithm with some classification algorithms. These algorithms are
implemented using both MATrix LABoratory (MATLAB) and Waikato Envi-
ronment for Knowledge Analysis (WEKA). The selected classifiers from WEKA
toolbox are the immune algorithms namely AIRS1 [31, 32], AIRS2 [31, 33],
AIRS2Parallel [31, 34], CLONALG [35], Immunos1 [36], Immunos2 [36], and
Immunos99 [36]. Selecting from different categories, the standard classification
algorithms adopted for use in the experimental study includes Naive Bayes (NB)
from bayesian category, Multilayerperceptron (MLP) from neural network, Se-
quential Minimal Optimization (SMO) from support vector machines category,
IBk from instance-based category, J48 from decision tree, and NNge from near-
est neighbour category. Dataset have been retrieved from UCI Machine Learn-
ing Repository and are all real-valued data which suites well for implementation
with negative selection algorithm, and they are Fisher’s IRIS data, Balance-Scale
(BS), and Lenses data.

The Fisher’s IRIS data has largely been employed for use in discriminant
analysis and cluster analysis. It is composed of three species of 50 samples each,
Iris Setosa, Iris V ersicolor, and Iris V irginica with four numeric features,
sepal length, sepal width, petal length, and petal width. These features are
measured in millimeters within an entire searching space of 4-dimensional hy-
percube [0, 1]4. The Balance-Scale on the otherhand has 625 data instances with
three classes of balance-scale tip to the left, tip to the right, and balanced, while
Lenses comprises of 24 data instances and three classes as well. The searching
space of both Balance-Scale and Lenses is a 4-dimensional hypercube [0, 1]4.

In other to pass the datasets as input for NSA execution in MATLAB, each
class is employed as the training data while the other classes becomes the testing
data used to measure the performance of the detectors. For example, one of
the species of the Fisher’s IRIS data serves as training set, and the other two
species are for testing. This process is performed for each class, and the Euclidean



446 A. Lasisi, R. Ghazali, and T. Herawan

distance in (1) is integrated to measure the affinities between the detectors and
real-valued coordinates.

D =

√
√
√
√

n∑

i=1

(di − xi)2 (1)

where d = d1, d2, . . . , dn are the detectors, x = x1, x2, . . . , xn are the real-valued
coordinates, and D is the distance. The parameters used by real-valued negative
selection algorithm are: r = 0.1, ηo = 0.005, t = 15, and τ = 15. The number of
randomly generated detectors is 1000, and experiments were repeated 10 times
with the average values recorded. The above parameters denotes:

– r: radius of detection
– ηo: initial value of the adaptation rate
– t: age of the detector
– τ : the decay rate

To assess the performance of the immune and classification algorithms in
WEKA, a 10-fold cross validation is used for testing and evaluating. This process
entails dividing the dataset into ten subsets of equal size, with nine subsets
making up the training data, leaving the only remaining subset as the test data.
Performance statistics are calculated across all 10 trials, and this provide a good
platform to ascertain how well the classifiers perform on the various dataset.

5.1 Performance Metric Terms

As a measure for balanced performance comparison between real-valued nega-
tive selection algorithm, immune algorithms, and classification algorithms, the
detection rate and false alarm rate described in (2) and (3) are used for evalua-
tion.

DR =
TP

TP + FN
(2)

FAR =
FP

FP + TN
(3)

where TP is the number of nonself elements identified as nonself ; TN is the
number of self elements identified as self ; FP is the number of self elements
identified as nonself ; FN is the number of nonself elements identified as self ;
DR is the detection rate; FAR is the false alarm rate.

5.2 Simulation Results

The simulation experiments were performed on 2.10 GHz Intel Pentium (R)
Processor with 4GB of RAM. As earlier mentioned that MATLAB and WEKA
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Table 1. Fisher’s IRIS dataset performance result

Algorithm Detection Rate % False Alarm Rate %

AIRS1 95.33 2.3

AIRS2 95.33 2.3

AIRS2Parallel 96.0 2.0

CLONALG 95.33 2.3

Immunos1 97.33 1.3

Immunos2 97.33 1.3

Immunos99 96.67 1.7

Naive Bayes 96.0 2.0

Multilayerperceptron 97.33 1.3

SMO 96.0 2.0

IBk 95.33 2.3

J48 96.0 2.0

NNge 96.0 2.0

NSA 96.73 0.53
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Fig. 1. Graph Plots for Detection Rates and False Alarm Rates (Fisher’s IRIS)

have been adopted for use in the performance comparison of the algorithms. The
results after series of experiments for each dataset is tabulated and graphed.

In the graph illustrations, the algorithms have been labelled from 1 to 14
with AIRS1 representing the least, followed by AIRS2, while NSA connotes the
highest in the order shown from the tables. In Table 1, it can be revealed that
Negative Selection Algorithm performed considerably well when compared with
the other selected algorithms on the Fisher’s IRIS dataset. With a detection rate
of 96.73%, only Immunos1, Immunos2, and MLP with 97.33% each were better
in performance. With respect to false alarm rate, NSA shows to be more effec-
tive with 0.53%. AIRS1, AIRS2, CLONALG, and IBk each produced the highest
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false alarm rate of 2.3%. The graph representation of the above explanation is
reflected in Figure 1 for both the detection rate and false alarm rate.

The overall performance of the Balance-Scale dataset is presented in Table 2
below. The values of the respective algorithms have been adequately plotted in
a graph as depicted in Figure 2. The superiority of NSA with detection rate of
98.02% can be confirmed as against the immune and classification algorithms.
Majority of the algorithms has detection rate which falls within the 80% range,
with only Naive Bayes and MLP that could boast of reaching the 90% range hav-
ing values of 90.4% and 90.72% respectively. The lower false alarm rate reported
by NSA which equals 0.99% superceeds the higher false alarm rate generated by
others, with CLONALG having the highest rate of 19.6%.

Table 2. Balance-Scale dataset performance result

Algorithm Detection Rate % False Alarm Rate %

AIRS1 80.48 11.9

AIRS2 80.96 12.2

AIRS2Parallel 81.76 11.5

CLONALG 75.2 19.6

Immunos1 71.84 3.1

Immunos2 86.72 11.3

Immunos99 69.12 5.2

Naive Bayes 90.4 8.2

Multilayerperceptron 90.72 4.2

SMO 87.68 10.5

IBk 86.56 9.5

J48 76.64 17.3

NNge 81.92 10.8

NSA 98.02 0.99

For Lenses dataset presented in Table 3 and diagrammatically shown in Fig-
ure 3, when tested with NSA, yielded a 100% detection rate, and this proves to
outclass the other algorithms in which SMO could only attain 87.5% rate. In
the same vein, other algorithms produced higher false alarm rate as against low
rate of NSA with 1.22% rate. In addition, when compared to the other datasets,
lenses data gave the lowest detection rate of 45.83% generated by Immunos99.
Following the step laid down by the detection rate, lenses data also produced
the highest false alarm rate of 58.3% to the experimentation with other datasets.
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Fig. 2. Graph Plots for Detection Rates and False Alarm Rates (Balance-Scale)

Table 3. Lenses’ dataset performance result

Algorithm Detection Rate % False Alarm Rate %

AIRS1 70.83 21.9

AIRS2 79.17 19.7

AIRS2Parallel 75.0 25.5

CLONALG 54.17 35.7

Immunos1 70.83 12.4

Immunos2 58.33 58.3

Immunos99 45.83 42.7

Naive Bayes 79.17 24.4

Multilayerperceptron 70.83 21.9

SMO 87.5 12.8

IBk 79.17 15.0

J48 66.67 23.0

NNge 70.83 21.9

NSA 100.0 1.22

Therefore, it can be said that NSA is well suited for anomaly detection which
rest solely the idea as proposed by Forrest et al. [1], with severals experimental
procedures reported in literatures over the years since its inception.



450 A. Lasisi, R. Ghazali, and T. Herawan

0 5 10 15

60

80

100

Algorithms

D
et
ec
ti
o
n
R
a
te

%

0 5 10 15

0

20

40

60

Algorithms

F
a
ls
e
A
la
rm

R
a
te

%

Fig. 3. Graph Plots for Detection Rates and False Alarm Rates (Lenses)

6 Conclusion

A comparative experimental study constitutes the backbone of this paper. Care-
ful selection of classification-based anomaly techniques channel our objective
for a proper comparison performance with immune algorithms. The focus is to
determine how potent the algorithms could achieve their task when fed with
data. The UCI repository provides with standard and benchmarked dataset,
and three(3) of those dataset were used for this study. Experiments were car-
ried out on a total of 14 classification and immune algorithms namely AIRS1,
AIRS2, AIRS2Parallel, CLONALG, Immunos1, Immunos2, Immunos99, Naive
Bayes, Multilayerperceptron, SMO, IBk, J48, NNge, and NSA for each dataset.
The negative selection algorithm performed better than all the algorithms for
two of the datasets with respect to rate of detection and false alarm, generat-
ing values of 98.02% and 0.99% for balance-scale data, also 100% and 1.22%
for lenses data. On the remaining dataset (Fisher’ IRIS), NSA proved its mettle
with a detection rate of 96.73% (except for Immunos1,Immunos2, and MLP with
97.33%). With the verification of the anomaly detection potentials of NSA as
reported in this study, and also with numerous improvements at enhancing its
recognition qualities, further research will be directed at methods for boosting
NSA algorithm.
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