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Abstract. Nature inspired meta-heuristic algorithms provide derivative-free 
solutions to solve complex problems. Cuckoo Search (CS) algorithm is one of 
the latest additions to the group of nature inspired optimization heuristics. In 
this paper, Cuckoo Search (CS) is implemented in conjunction with Back 
propagation Neural Network (BPNN), Recurrent Neural Network (RNN), and 
Levenberg Marquardt back propagation (LMBP) algorithms to achieve faster 
convergence rate and to avoid local minima problem. The performances of the 
proposed Cuckoo Search Back propagation (CSBP), Cuckoo Search Levenberg 
Marquardt (CSLM) and Cuckoo Search Recurrent Neural Network (CSRNN) 
algorithms are compared by means of simulations on OR and XOR datasets. 
The simulation results show that the CSRNN performs better than other 
algorithms in terms of convergence speed and Mean Squared Error (MSE). 

Keywords: Back propagation, Neural network, Cuckoo search, Local minima, 
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1 Introduction 

An Artificial Neural Network (ANN) is a data processing model that emulates the 
biological nervous systems operations to processes data [1, 2]. ANN consists of a 
large number of tremendously integrated processing elements (neurons) functioning 
together to solve many complex real world problems [3]. ANN have been effectively 
implemented in all engineering fields such as biological modeling, decision and 
control, health and medicine, engineering and manufacturing, marketing, ocean 
exploration and so on [4-9]. Because of this complex processing quality, many new 
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algorithms have been proposed that inherit the architecture of ANNs in the recent 
decades. The Back propagation (BP) algorithm is one such architecture of ANN by 
Rumelhart [10] well-known for training a multilayer feed-forward ANN [11]. 
However, BP algorithm suffers from two major drawbacks: low convergence rate and 
instability. They are caused due to getting trapped in a local minimum or due to the 
overshooting of the minimum of the error surface [12-14]. In recent years, a number 
of studies have attempted to overcome these problems. They fall into two main 
categories. The first category uses heuristic techniques developed from an analysis of 
the performance of the standard steepest descent algorithm. They include the gradient 
descent with adaptive learning rate, gradient descent with momentum, gradient 
descent with momentum and adaptive learning rate, and the resilient algorithm. In the 
standard steepest descent, the learning rate is fixed and its optimal value is always 
hard to find [11, 12]. The second category uses standard numerical optimization 
techniques. This includes conjugate gradient [15, 16], quasi-Newton, and Levenberg-
Marquardt (LM) algorithm. In the conjugate gradient algorithms, search is performed 
along conjugate directions. However, one limitation of this procedure, which is a 
gradient-descent technique, is that it requires a differentiable neuron transfer function. 
Also, as neural networks generate complex error surfaces with multiple local minima, 
the BP fall into local minima in place of a global minimum [17, 18]. Many methods 
have been proposed to speed up the back propagation based training algorithms by 
fixing the proper learning rate and the momentum value for each layer at the time of 
training [19]. Different initialization techniques [20, 21] and cost optimization 
techniques [22], and global search technique such as hybrid PSO-BP [23], Artificial 
Bee Colony [24-26], Evolutionary algorithms (EA) [27], Particle Swarm Optimization 
(PSO) [28], Differential Evolution (DE) [29], Ant Colony, and Back propagation [30], 
Genetic algorithms (GA) [31], have been introduced to intensify the rate of 
convergence. Cuckoo Search (CS) is a new meta-heuristic search algorithm, 
developed by Yang and Deb [32] which imitates animal behavior and is valuable for 
global optimization [33, 34]. The CS algorithm has been applied alone to solve 
several engineering design optimization problems, such as the design of springs and 
welded beam structures, and forecasting [33, 35].  

In this paper, Cuckoo Search (CS) is implemented in conjunction with Back 
propagation Neural Network (BPNN), Recurrent Neural Network (RNN), and 
Levenberg Marquardt back propagation (LMBP) algorithms to achieve faster 
convergence rate and to avoid local minima problem. The performances of the 
proposed Cuckoo Search Back propagation (CSBP), Cuckoo Search Levenberg 
Marquardt (CSLM) and Cuckoo Search Recurrent Neural Network algorithms are 
compared with other similar hybrid variants based on Mean Squared Error (MSE), 
CPU time, accuracy and convergence rate to global minima.  

The remaining paper is organized as follows: Learning algorithms are presented in 
the Section 2, while Section 3 deals with the simulation results and discussions and 
finally the paper is concluded in the Section 4. 
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2 Learning Algorithms 

2.1 Levy Flight 

Levy Flights have been used in many search algorithms [37]. In Cuckoo Search 
algorithm levy flight is an important component for local and global searching [38]. 
Levy Flights is a random walk that is characterized by a series of straight jumps 
chosen from a heavy-tailed probability density function [37]. In statistical term, it is a 
stochastic algorithm for global optimization that finds a global minimum [38]. Each 
time Levy Flights processes, step length can be calculated by using Mantegna’s 
algorithm as given in the Equation 1.   

 ܵ ൌ ௨|௩|భഁ                                                                  (1)  

Note that ݑ  and ݒ   are drawn from normal distribution with respect to these two 
random variables;   ݑ~ܰሺ0. ,௨ଶሻߪ .ሺ0ܰ~ݒ ௩ଶሻ (2)ߪ

The ߪ௨ଶ   and   ߪ௩ଶ   present in Equation 2 are the variance of distributions which 
come from Equation 3; ߪ௨ ൌ ቊ ୻ሺଵାఉሻ.ୱ୧୬ ሺఛ.ఉോଶሻ୻ሾሺଵା ఉሻ/ଶሿ.ఉ.ଶሺഁషభሻమ ቋభഁ , ௩ߪ         ൌ 1                  (3)                    

 
The symbol ~ in Equations 2 means the random variable obeys the distribution on 
right hand side; that is, samples should draw from the distribution. 

2.2 Cuckoo Search (CS) Algorithm 

Cuckoo Search (CS) algorithm is a new meta-heuristic technique proposed by Xin-
She Yang [32]. This algorithm was stimulated by the obligate brood parasitism of 
some cuckoo species by laying their eggs in the nests of other host birds. Some host 
nest can keep direct difference. If an egg is discovered by the host bird as not its own, 
it will either throw the unknown egg away or simply abandon its nest and build a new 
nest elsewhere. The CS algorithm follows three idealized rules:  

a) Each cuckoo lays one egg at a time, and put its egg in randomly chosen nest;  
b) The best nests with high quality of eggs will carry over to the next generations; 
c) The number of available host nests is fixed, and the egg laid by a cuckoo is 

discovered by the host bird with a probability א ܽ݌ ሾ0, 1ሿ. 
In this case, the host bird can either throw the egg away or abandon the nest, and build 
a completely new nest. The Rule (c) defined above can be approximated by the 
fraction pa א ሾ0, 1ሿ of the n nests that are replaced by new nests (with new random 
solutions). When generating new solutions  x୲ାଵ for a cuckoo i, a Levy flight is 
performed; 

 



166 N.M. Nawi et al. 

 

                                            x୧୲ାଵ ൌ x୧୲ ൅ α۩levyሺλሻ ,           (4)   
 

where 0 <  ߙ is the step size, which should be related to the scales of the problem of 
interest. The product ۩ means entry wise multiplications. The random walk via Levy 
flight is more efficient in exploring the search space as its step length is much longer 
in the long run. The Levy flight essentially provides a random walk while the random 
step length is drawn from a Levy distribution as shown in the Equation 5: 

 
                                            Lavy~u ൌ tି஛ , 1 ൏ λ ൑ 3   (5)                                      

 
This has an infinite variance with an infinite mean. Here the steps essentially 
construct a random walk process with a power-law step-length distribution and a 
heavy tail. 

2.3 Levenberg Marquardt (LM) Algorithm 

One reason for selecting a learning algorithm is to speed up convergence. The 
Levenberg-Marquardt (LM) algorithm is an approximation to Newton’s method to 
accelerate training speed. Benefits of applying LM algorithm over variable learning 
rate and conjugate gradient method were reported in [39]. The LM algorithm is 
developed through Newton’s method. Assume the error function is: 

 

ሻݐሺܧ                  ൌ ଵଶ ∑ ݁௜ଶሺݐሻே௜ୀଵ  ,            (6)                                      

 
where, ݁ሺݐሻ is the error; ܰ is the number of vector elements, then: 

 
ሻݐሺܧ׏                                     ൌ                                           ሻ     (7)ݐሻ݁ሺݐሺ்ܬ

 
ሻݐሺܧଶ׏                           ൌ ሻݐሺܬሻݐሺ்ܬ ൅ ܵሺݐሻ ,        (8)                                      

 
where, ܧ׏ሺݐሻ  is the gradient; ׏ଶܧሺݐሻ  is the Hessian matrix of E(t); 

 
                              ܵሺݐሻ ൌ ∑ ݁௜ሺݐሻே௜ୀଵ                                       ሻ      (9)ݐଶe୧ሺ׏

 
where ܬሺݐሻ is the Jacobian Matrix; 

 

ሻݐሺ ܬ                                    ൌ
ێێۏ
ێێێ
డ௩భሺ௧ሻడ௧భۍێ  డ௩భሺ௧ሻడ௧మ … . . డ௩భሺ௧ሻడ௧೙  డ௩మሺ௧ሻడ௧భ  డ௩మሺ௧ሻడ௧మ … . . డ௩మሺ௧ሻడ௧೙...డ௩೙ሺ௧ሻడ௧భ  డ௩೙ሺ௧ሻడ௧మ … . . డ௩೙ሺ௧ሻడ௧೙ ۑۑے

ۑۑۑ
ېۑ
    (10) 
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For Gauss-Newton Method: 
 

ݐ׏                                       ൌ െሾ்ܬሺݐሻܬሺݐሻሿିଵܬሺݐሻ݁ሺݐሻ    (11)                                      
 

For the Levenberg-Marquardt algorithm as the variation of Gauss-Newton Method: 
 

ݐ׏                                  ൌ െሾ்ܬሺݐሻܬሺݐሻ ൅                                       ሻ                (12)ݐሻ݁ሺݐሺܬሿିଵܫߤ
 

where ߤ ൐  0 and is a constant; ܫ is identity matrix. So that the algorithm will 
approach Gauss- Newton, which should provide faster convergence.  

3 Results and Discussions 

Basically, the main focus of this paper is to compare of different algorithm on based 
of error, accuracy in network convergence. Before going to discussing the simulation 
results, there are certain things that need be explained such as tools and technologies, 
network topologies, testing methodology and the classification problems used for the 
entire experimentation. The discussion is as follows; 

3.1 Preliminary Study 

In order to illustrate the performance of the algorithm in training ANN. The 
simulation experiment is performed on Intel Pentium 3.00 GHz CPU with a 2-GB 
RAM. The software used for simulation is MATLAB 2008a. In this paper these 
following algorithms are compared analyzed and simulated on 2-bit XOR, 3-bit XOR 
and 4-bit OR datasets; 

a) Cuckoo Search Levenberg Marquardt (CSLM) algorithm [40], 
b) Cuckoo Search Back propagation (CSBP) algorithm [41],  
c) Cuckoo Search Recurrent neural network (CSRNN) [42],  

The performance measure for each algorithm is based on the Mean Square Error 
(MSE), standard deviation and accuracy. The three layers feed forward neural 
network architecture (i.e. input layer, one hidden layer, and output layers.) is used for 
each problem. The number of hidden nodes is keep fixed to 5. In the network 
structure, the bias nodes are also used and the log-sigmoid activation function is 
applied. For each problem, trial is limited to 1000 epochs. A total of 20 trials are run 
for each dataset. The network results are stored in the result file for each trial. CPU 
time, average accuracy, and Mean Square Error (MSE) are recorded for each 
independent trial on XOR and OR datasets. 

3.2 2-Bit XOR Dataset 

The first test problem is the 2 bit XOR Boolean function of two binary inputs and a 
single binary output. In the simulations, we used 2-5-1, feed forward neural network 
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for two bit XOR dataset. The parameters range for the upper and lower band is set to 
[5,-5] respectively, for the CSLM, CSBP, and CSRNN algorithm. Table 1 shows the 
CPU time, number of epochs, MSE, Standard Deviation (SD), and Accuracy for the 2 
bit XOR test problem with 5 hidden neurons. Figure1 shows the ‘MSE performances 
vs. Epochs’ of CSLM, CSBP, and CSRNN algorithms for the 2-5-1 network structure. 
Although, CSLM, CSBP, and CSRNN performed well on 2-Bit XOR but the 
convergence rate of CSRNN was better. The CSRNN converged in 7 epochs and took 
0.78 CPU seconds. Figure 1 shows the graphical representation of the MSE, SD, 
Epoch, and Accuracy. From Figure 1, it’s conformed that CSRNN is better in terms of 
convergence and CPU time than the CSBP and CSLM algorithms. 

Table 1. CPU Time, Epochs, MSE, Accuracy, Standard Deviation (SD) for 2-5-1 ANN 
Architecture 

Algorithm CSRNN CSBP CSLM 
CPU Time 0.78 21.22 15.80 
Epochs 7 134 145 
MSE 0 0 0 
SD 0 0 0 
Accuracy (%) 100 100 100 

 

Fig. 1. Performance Comparison of CSRNN, CSLM, and CSBP algorithms on the basis of 
CPU Time, Epochs, MSE, Accuracy, Standard Deviation (SD) for 2-5-1 ANN Architecture 

3.3 3-Bit XOR Dataset 

In the second phase, we used 3 bit XOR dataset consisting of three inputs and a single 
binary output. For the three bit input we apply 3-5-1, network architecture. The 
parameter range is same as used for two bit XOR problem, for the 3-5-1 the network 
has twenty connection weights and six biases. Table 2 shows the CPU time, number 
of epochs, the MSE standard deviation (SD) and accuracy for CSRNN, CSBP, and 
CSLM algorithms. From Table 2, it is clearly visible that CSRNN converged with a 
superior 0.82 CPU cycles, 8 epochs and an MSE of 0 with 100 percent accuracy while 
CSBP and CSLM follows behind. Figure 2 illustrates the performance of the proposed 
algorithms. 
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Table 2. CPU Time, Epochs, MSE, Accuracy, Standard Deviation (SD) for 3-5-1 ANN 
Architecture 

Algorithm CSRNN CSBP CSLM 
CPU Time 0.82 149.53 80.36 
Epochs 8 938 671 
MSE 0 5.4E-04 7.5E-07 
SD 0 0.00134 3.14E-06 
Accuracy (%) 100 98.7351 99.99 

 

 

Fig. 2. Performance Comparison of CSRNN, CSLM, and CSBP algorithms on the basis of 
CPU Time, Epochs, MSE, Accuracy, Standard Deviation (SD) for 3-5-1 ANN Architecture 

3.4 4-Bit OR Dataset 

The third dataset is based on the logical operator OR which indicates whether an 
operand is true or false. If one of the operand has a nonzero value the result has a 
value equal to 1, otherwise it has a 0 value. The network architecture used here is 4-5-
1 in which the network has twenty five connection weights and six biases. Table 3, 
illustrates the CPU time, epochs, and MSE performance and accuracy of the used 
algorithms, such as CSRNN, CSBP, and CSLM algorithms respectively. Figure 3, 
shows the graphical representation for the 4-5-1 network architecture of CSRNN, 
CSBP, and CSLM algorithms. In Figure 3, we can see that the hybrid Cuckoo Search 
algorithms achieved 0 MSE with 100 percent accuracy. The simulation results show 
that the CSRNN has better performance than others algorithms in terms of epochs, 
and CPU time.  

Table 3. CPU Time, Epochs, MSE, Accuracy, Standard Deviation (SD) for 4-5-1 ANN 
Architecture 

Algorithm CSRNN CSBP CSLM 
CPU Time 1.83 8.48 6.16 
Epochs 13 51 55 
MSE 0 0 0 
SD 0 0 0 
Accuracy (%) 100 100 100 
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Fig. 3. Performance Comparison of CSRNN, CSLM, and CSBP algorithms on the basis of 
CPU Time, Epochs, MSE, Accuracy, Standard Deviation (SD) for 4-5-1 ANN Architecture 

4 Conclusions 

Nature inspired meta-heuristic algorithms provide derivative free solution to optimize 
complex problems. A new meta-heuristic search algorithm, called Cuckoo Search 
(CS) is an optimization algorithm developed by Xin-She Yang [32]. In this paper, CS 
is incorporated with Back propagation Neural Network (BPNN), Recurrent Neural 
Network (RNN), and Levenberg Marquardt back propagation (LMBP) algorithms to 
achieve faster convergence rate and to avoid local minima problem. The 
performances of the proposed Cuckoo Search Back propagation (CSBP), Cuckoo 
Search Levenberg Marquardt (CSLM) and Cuckoo Search Recurrent Neural Network 
(CSRNN) algorithms are verified by means of simulation on three datasets such as 2-
bit, 3-bit XOR and 4-bit OR. The simulation results show that the proposed CSRNN 
algorithm is far better than the CSBP and CSLM algorithms in terms of Mean 
Squared Error (MSE), Convergence rate and accuracy.  
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