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Preface

Chapter 1 describes basic concepts of the theory of ordinary differential equations.
Namely, solutions to ODEs, a notion of extended phase space, orbit (phase trajec-
tory), motion, cascades and flows, trajectory, wandering point, ˛.!/-limiting point,
attractors and repellers are defined, among others. Picard’s and Peano’s theorems are
introduced. Furthermore, global existence and uniqueness of solutions are defined
and proved, and examples illustrating the introduced definitions are added.

Chapter 2 deals with ODEs of the first order. First, a general introduction to
nonlinear ODEs is given, and a few illustrative examples are provided. Definitions
and examples regarding separable homogenous and linear, as well as the exact and
implicit differential equations are given.

Chapter 3 is concerned with second-order ODEs. Firstly, we begin with linear
homogenous ODEs with time-dependent coefficients, and four illustrative examples
are added. Then the hyper-geometric (Gauss) equation, Legendre equation and
Bessel equation supplemented by examples are studied. Particular attention is paid
to ODEs with periodic coefficients including the Hill equation, Meissner equation,
Ince–Strutt and Kotowski diagrams. In addition, modelling of a generalized para-
metric oscillator using the nonlinear Milne–Pinney equation is carried out. Then
ODEs with constant coefficients are briefly revisited.

Variational Hamiltonian principle, exhibiting physical aspects of a studied
dynamical system, is applied to derive the Lagrange equations. Next, in Sect. 3.4,
a reduction of the second-order ODEs to that of the first order is presented. Then,
the canonical (Jacobi) form after application of a dual (Legendre) transformation
is derived and discussed. Both Lagrangian and Hamiltonian functions, and their
mutual relationships are presented including the illustrative geometric interpreta-
tion. Canonical transformations, Poisson brackets, as well as generating functions
are described in Sect. 3.5, and two illustrative examples are provided (Sect. 3.6).
Section 3.7 deals with normal forms of Hamiltonian systems. Furthermore, it is
shown how to solve the Hamiltonian equations with damping terms. Problems
related to Riemannian formulation of dynamics and chaos exhibited by Hamiltonian
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systems using the example of a swinging pendulum are described in Sect. 3.8. The
Jacobi–Levi–Civita (JLC) equation is derived governing the evolution of geodesic
separation. The original 2-DOF system oscillations have been reduced to consid-
eration of one second-order homogenous ODE with time-dependent coefficient.
Numerical results including the quasi-periodic and chaotic dynamics are reported.
Next, the so far applied geometric analysis has been extended to study double pendu-
lum dynamics. In particular, a connection between the JLC equation and the tangent
dynamics equation is illustrated allowing us to define the Lyapunov exponents via
the Riemannian geometry approach. This qualitatively different explanation and
interpretation of chaotic dynamics as a parametric instability of geodesics has been
illustratively supported by numerical results. Section 3.10 is devoted to a study of
the linear second-order ODEs with constant coefficients presented in a matrix form.
Both conservative and non-conservative non-autonomous systems are analysed and
important question regarding their decoupling is rigorously considered. Then, a few
problems of modal analysis and identification are addressed.

Chapter 4 is devoted to linear ODEs. Firstly, we show how a single nth order
ODE is reduced to first-order ODEs. Then, normal and symmetric forms of ODEs
are defined, and five illustrative examples are added. In Sect. 4.3 local solutions
behaviour regarding the existence, extension and straightness are described. Classi-
cal theorems are formulated including a few well-known proofs. First-order linear
ODEs with variable coefficients are studied in Sect. 4.4. It contains some classical
theorems with their proofs, fundamental matrix of solutions, homogenous and non-
homogenous differential equations and numerous examples. Particular attention is
paid to homogenous and non-homogenous ODEs with periodic coefficients, the
Floquet theory, characteristic multipliers and exponents structure of solutions, etc.

Chapter 5 focuses on higher order ODEs of a polynomial form. First, the
Peano and Cauchy–Picard theorems are revisited. Second, a linear homogenous
nth order equation is studied. Third, it is shown how an nth order differential
equation is reduced to the nth order algebraic equation. Distinct and multiple
roots of characteristic equation are discussed. This chapter includes also numerous
examples.

Chapter 6 describes systems. It includes the system definition, as well as the
asymptotic relations between Newton’s and Einstein’s theory, classical mechanics
and quantum mechanics, and others.

Theory and criteria for similarity are introduced and discussed in Chap. 7.
Geometrical, kinematic and dynamic similarities are illustrated. Three different
approaches of obtaining similarity criteria are outlined. Several examples serving
as a guide for intuition and physical interpretations are given.

Chapter 8 is devoted to a model definition and modelling. After an introduc-
tory Sect. 8.1, the mathematical modelling characterized by interdisciplinary and
universal features is described (Sect. 8.2). Section 8.3 focuses on the modelling
in mechanics, whereas the next section deals with general characteristics of
mathematical modelling. Modelling approaches applied in a control are described
in Sect. 8.5. Ordinary, adaptive and distributed control systems are discussed, and
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associated block diagrams are given. The mechanical engineering oriented results
of control systems and their block diagrams are reported and discussed.

Chapter 9 deals with a phase plane and phase space based on the first-order
ODEs. First, a general introduction of the phase plane concept is given in Sect. 9.1.
Singular points are studied in Sect. 9.2, where also a classification of phase portraits
is given. Section 9.3 yields the classification of singular points with a use of
“Mathematica”. An analysis of singular points governed by the three first-order
ODEs is carried out in Sect. 9.4, and analytical and numerical solutions of phase
space trajectories in the neighbourhood of singular points are derived.

Problems of stability are studied in Chap. 10. Introductory Sect. 10.1 gives a few
classical stability definitions of Lyapunov, Lagrange, exponential, conditional and
technical stability.

In addition, the limiting sets, attractors and repellers are also defined. Finally,
a concept of Zhukovskiy’s stability is illustrated and its impact on the stability
of quasi-periodic and chaotic orbits is discussed. Lyapunov functions and second
Lyapunov methods are discussed in Sect. 10.2, where also the so-called first and
second Lyapunov theorems of stability/instability are formulated. Then a few other
theorems are introduced including these of Chetayev and Barbashin–Krasovski, and
two illustrative examples are added as well. Section 10.3 deals with the classical
theories of stability and their impact on chaotic dynamics.

Chapter 11 is focused on modelling via perturbation methods. First section
describes advantages and disadvantages of asymptotic methods. Section 11.2
presents some perturbation techniques including the Krylov method and Krylov–
Bogolubov–Mitropolskiy method applied to autonomous and non-autonomous
oscillators. In the latter case resonance and non-resonance oscillations are studied.

Continualization and discretization approaches are described in Chap. 12. Intro-
duction is followed by a study of the 1D chain of coupled oscillators, which is
then converted to a PDE governing propagation of waves (Sect. 12.2). The approach
is extended to a model of planar hexagonal net of coupled oscillators (Sect. 12.3).
The discretization approach is briefly commented on the basis of vibrations of
a nonlinear shell with imperfections (Sect. 12.4). Finally, the modelling of 2D-
structures governed by the amplitude equation is presented, and the latter equation
is studied using a perturbation method.

Bifurcation phenomena are the subject of Chap. 13. Introductory Sect. 13.1
presents a relation between bifurcations and ODEs, stable and unstable manifolds,
global and local bifurcation diagrams, as well as the classification of isolated
solutions. Singular points of 1D and 2D vector fields are illustrated and analysed
in Sect. 13.2. Examples taken from mechanics are given. Local bifurcations of
hyperbolic and non-hyperbolic fixed points are studied, and next the double Hopf
bifurcation is addressed. Section 13.3 deals with fixed points of maps and the
associated bifurcations. Continuation (path following) approach using either the
Galerkin approximation or shooting method is described in Sect. 13.4. An illus-
trative example from biomechanics is added. The next section aims at illustrating
basic features of global bifurcations. Section 13.6 copes with bifurcations exhibited
by piece-wise smooth dynamical systems. First, their importance is described and



viii Preface

then stability of discontinuous systems useful for numerical applications is given. In
the next section orbits exhibiting a degenerated contact with discontinuity surfaces,
bifurcations in Filippov’s systems, bifurcations of stationary points and periodic
orbits are analysed.

The optimization of systems is a subject of Chap. 14. Firstly, historical roots
are briefly revisited and variational principles are mentioned. Secondly, simple
examples of optimization are reported (Sect. 14.2). Thirdly, conditional extremes are
defined (Sect. 14.3), and then static optimization problems are revisited (Sect. 14.4),
including local function approximation and definition of stationary points and
quadratic forms. In the fourth place, Sect. 14.5 addresses problems associated
with convexity of the sets of functions with a few definitions and theorems.
Next, optimization without constraints and with conditions of local optimality
is given in Sect. 14.6. Subsequently, optimality conditions regarding quadratic
forms are presented in Sect. 14.7, whereas Sect. 14.8 deals with the equivalence
constraints. Afterward, both Lagrange function and Lagrange multipliers, including
their geometrical interpretations, are discussed in Sect. 14.9. Then, constraints of
inequivalent types are described in Sect. 14.10. Finally, the shock work optimization
is discussed in Sect. 14.11.

Chapter 15 describes phenomena of chaos and synchronization. Introductory
Sect. 15.1 deals with a historical background and intuitive understanding of chaos
and synchronization occurring in Nature as well as in pure and applied sciences.
Modelling and identification of chaos is presented in Sect. 15.2, whereas Sect. 15.3
describes the role of Lyapunov exponents and their geometrical interpretation in
quantifying chaotic orbits. Then, a frequency spectrum and autocorrelation function
are described in Sects. 15.4 and 15.5, respectively. Modelling of nonlinear discrete
systems with an emphasis on the chaotic dynamics is addressed in Sect. 15.6.
It consists of an introduction, Bernoulli map, logistic map, map of a circle into
circle, devil’s stairs, Farey tree, Fibonacci numbers, Henon map and Ikeda map.
Section 15.7 focuses on modelling chaotic ODEs and it includes a study of non-
autonomous oscillator with different potentials, Melnikov’s function approach,
externally driven van der Pol’s oscillator, Lorenz ODEs and their derivation. The
synchronization phenomena of a mechanical system consisting of coupled triple
pendulums with time-periodic mass distributions are analysed in Sect. 15.8, where
many different kinds of synchrony as well as rich nonlinear dynamical effects
including synchronization between chaotic as well as chaotic and regular dynamics
have been numerically reported.

Finally, in Sect. 15.9 chaotic vibrations of flexible spherical rectangular shells
loaded harmonically via the boundary conditions are investigated. In the first part
one-layer shell made from an isotropic and homogeneous material is studied. The
second part addresses nonlinear dynamics of multi-layer shells, taking into account
gaps between the layers (design nonlinearity). Phase portraits, Fourier power spectra
and wavelet spectra are constructed and investigated. Analysis of the shell curvature
and shell design nonlinearity on the synchronization phenomena is carried out using
also the phase difference as a new characteristic for monitoring and quantifying
nonlinear vibrations.



Preface ix

The author wishes to express his thanks to T. Andrysiak, M. Kaźmierczak, G.
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Chapter 1
Introduction

In this book we consider only processes, which future configurations are completely
defined by their initial states, i.e. the so-called evolutionary deterministic processes.
Since this chapter deals with basic concepts of theory of ordinary differential
equations, the reader is encouraged to be familiar with the monographs [10, 11,
54, 63, 70, 84, 103, 105, 111, 114, 122, 193, 216, 217, 236, 257].

A solution x D '.t/ to the system of ordinary differential equations

Px D F.t; x/; (1.1)

where x D .x1; : : : ; xn/ and F D .F1; : : : ; Fn/, is the function '.t/, which
substituted into (1.1) satisfies it identically. We have assumed that F1; : : : ; Fn are
C r (r � 1) smooth functions.

The representation of '.t/ in the space RnC1 of the variables .t; x/ is called the
integral curve of (1.1).

The solutions of (1.1) have the following properties:

(i) If x D '.t/ is a solution to (1.1) then also x D '.t C t0/ is a solution to (1.1).
Both of them correspond to the same initial point x0 but for different time
instant.

(ii) Let the solution satisfy the initial condition x0 D '.t0/. Then it can be written
in the form x D '.t � t0; x0/, where '.0; x0/ D x0, t � t0.

(iii) The following group property is satisfied:

'.t2; '.t1; x0// D '.t1 C t2; x0/: (1.2)

There exist two geometrical representations of a solution to (1.1). Let QD � RnC1
denote the so-called extended phase space QD D D �R1. Changing the parameter t
(time) we get points in phase space D for different values of the parameter t .
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2 1 Introduction

When only smooth systems are considered, a velocity vector F.t; x/ is tangent
to the phase trajectory at a given point x0, and there is only one trajectory passing
through such an arbitrary point (this question will be clarified in more detail later).
The phase curves are also called phase trajectories.

As it has been mentioned earlier, the space QD contains integral curves. Their
projection into the phase space D are phase trajectories or singular points (equili-
brium states). If a non-singular trajectory corresponds to a solution '.t/ of (1.1),
and '.t1/ D '.t2/ for t1 ¤ t2, then '.t/ is defined for all t and is periodic.

However, there are trajectories having no points of self-intersection, i.e. quasi-
periodic or chaotic orbits. When any two distinct solutions corresponding to the
same trajectory are identical up to a time shift t ! tCt0, all solutions corresponding
to the same periodic trajectory are periodic with the same period.

A solution also possesses a mechanical interpretation. Trajectory made by a point
with an increase of time is called a motion. Sometimes it is useful to consider
a ‘time-reversed’ system

Px D F.�t; x/; (1.3)

which can be obtained from (1.1), by reversing the direction of each tangent
vector. Knowing the trajectories of one system we can easily find the corresponding
trajectories of another system, simply by reversing the direction of the arrowheads.

Dynamical systems are the systems solution of which can be continued for time
t 2 .�1;1/, and the corresponding trajectories are called the entire trajectories.

Since in Eq. (1.1) the independent variable x.t/ as well as the function F are
treated as vector functions, one can investigate the system state via its vector state.
Hence, analysis of the function xt D 't .x0/ with respect to time t and the initial
condition is referred as system’s dynamics investigation.

Let Y be the metric space and 't W Y ! Y be a family of transformations
depending on the parameter t in a smooth way.

Definition 1.1. If 8z 2 D and t; t� 2 Œ0;1�, family of transformations satisfies
the identity

't Œ't�.z/� D 'tCt�.z/; (1.4)

then the pair .Y; 't / is called dynamical system (with continuous time) or a flow. In
a case of homeomorphism, when t 2 .�1;C1/, we have '�1

t D '�t .

In a case, when time has discrete natural numbers, one obtains the definition of a
cascade.

Definition 1.2. The pair .Y; '/, for natural values of the parameter t , where Y is
the metric space and ' W Y ! Y , is called a cascade (or a dynamical system with
a discrete time).
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Let 'm D ' ı ' : : : ı '
„��������ƒ‚��������…

m-times

. (Since 8z 2 Y and n;m D 0; 1; 2; : : :, we have

'nŒ'm.z/� D 'nCm.z/). If we have homeomorphism, i.e. one-to-one continuous
mappings with continuous inverse, then the above identity is true for all integer
numbers n andm. The definition of cascades is used during analysis of all problems
related to numerical solutions of the ordinary differential equations. Now we give
some basic notations and definitions related to either cascades or flows.

The sequence fxngC1
nD�1 is called a trajectory of the point x0, where

xnC1 D '.xn/. There are following distinct trajectories:

1. When  .x0/ D x0, then x0 is called a fixed point (or a periodic point with
period 1).

2. When xi D  i.x0/, i D 0; 1; : : : ; k � 1 and x0 D  k.x0/, .xi ¤ xj for i ¤ j /,
then each xi is called a periodic point of period k.

3. When for k ! ˙1, xi ¤ xj for i ¤ j , then a sequence fxkgC1�1 called
a bi-infinite (or unclosed) trajectory.

Recall that a set B is called invariant if B D '.t; B/ for any t . If x 2 A, then the
trajectory '.t; x/ 2 A.

A point x0 is called a wondering point if there is an open neighbourhood U.x0/
of x0 and T > 0, such that

U.x0/\ '.t; U.x0// D ; for t > T: (1.5)

A set of wondering points W is open and invariant. In contrary, a set of
non-wondering points M D D=W is closed and invariant (equilibrium states
and periodic trajectories). The points on bi-asymptotic trajectories tending to
equilibrium states and periodic trajectories as t ! ˙1 are also non-wondering.

Definition 1.3. A point x0 is said to be positive Poisson-stable if for a given any
neighbourhood U.x0/ and any T > 0, there is t > T such that '.t; x0/ � U.x0/.
If for any T > 0 there exists t such that t < �T , then the point x0 is called
a negative Poisson-stable point. A point is said Poisson-stable .p/ if it is positive
.pC/ and negative .p�/ Poisson-stable. Note that pC, p� and p trajectories consist
of non-wandering points.

A very important result has been obtained by Birkhoff.

Theorem 1.1. If a p.p�; pC/-trajectory is unclosed, then its closure Np. Np�; NpC/
contains a continuum of unclosed p-trajectories.

Considering "-neighbourhood U".x0/ of a point x0 and denoting by series
ftn."/gC1�1 the successive intersection of U".x0/, then values £n."/ D tnC1."/�tn."/
are called the Poincare return times. When the series f£n."/g is bounded for
a finite ", then the p-trajectory is said to be recurrent. A closure Np, corresponding to
this trajectory, is non-empty, invariant and closed and it creates a so-called minimal
set. The return time in this case is not constrained.
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When the series f£n."/g is unbounded, then the closure Np ofD-trajectory is called
a quasi-minimal set. In this case the closure may contain other objects, like periodic
or quasi-periodic trajectories, which can be approached by a flow arbitrarily close.

Definition 1.4. A point x� is called an !-limit (’-limit) point of the trajectory
f'n.x/g if

lim
tk!˙1'tk .x/ D x�: (1.6)

A set of all !-limit (’-limit) points of the trajectory L are denoted by �L.AL/.

Observe that all of the points of the periodic trajectory L are both ˛ and
!-limit points and L D �L D AL. For an unclosed Poisson-stable trajectory
NL D �L D AL, where NL is the closure of L. As it has been stated earlier, NL is
either minimal or quasi-minimal set.

Owing to the earlier investigations of Poincaré and Bendixon, only three topolo-
gical cases can be found in two-dimensional (planar) systems: (a) equilibrium; (b)
periodic orbit; (c) cycles. In the latter case one deals with either !-limit homoclinic
(one equilibrium state) or heteroclinic (two or more equilibrium states) cycles.
A similar observation holds for negative semi-trajectories. The planar systems will
be considered in more detail later.

Another important feature of the trajectory studies is a topological equivalence.
Two objects in the phase space are topologically equivalent if there is a homeomor-
phism mapping the trajectories of one to another object. If the space D is compact
one (for instance a closed and bounded subset of Rn), then for 8x the set �.x/ is
non-empty and closed.

Definition 1.5. A subset I � D is called an invariant set of the cascade .D; '/ if
'.I / D I .

Let us introduce a set of homeomorphismH D fhig and the metric dist.h1; h2/ D
sup
x2G

jjh1x � h2xjj.

Definition 1.6. If the condition hiL D L holds for all homomorphism hi ,
satisfying dist.hi ; I / < ", where I is the identity homomorphism, then L 2 G

is called the special trajectory.

Closed trajectories are equilibrium states and periodic orbits.
In the case of cascades, the fixed points, periodic points and !-limit sets are

invariant. If the mapping ' is invertible, then an entire trajectory f'kg, k D
0;˙1;˙2; : : : is also invariant. It can be shown that a sum or a product of invariant
sets is also an invariant set.

Finally, let us introduce a definition of an attractor (repiler).

Definition 1.7. A closed, bounded and invariant set A � D is called attractor of
the dynamical system .D; '/, when it has a neighbourhood U.A/ such that for any
x 2 U.A/ the trajectory f'n.x/g remains in A and tends to A for n ! 1, i.e.

lim
t!C1�..'.t; x/; A/; A/ D 0; (1.7)
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where

�.x;A/ D inf
x02A

jjx � x0jj: (1.8)

A set of all x for which f'n.x/g tends to A is called the basin of attraction of A.
A similar like definition can be formulated in a case of the repiler.

Definition 1.8. A closed, bounded and invariant set R � D is called repiler of the
dynamical system .D; '/, if there exists a neighbourhood U.R/ of R such that if
x … R and x 2 U.R/, then there is n when 'k.x/ … U.R/ for k > n.

The equilibrium states, periodic and quasi-periodic orbits can be either attractors
or repilers depending on their stability. The question how to find regular attractors
or repilers will be addressed later.

1.1 Existence of a Solution

It is well known that Eq. (1.1) may have a unique solution on a given interval,
may have no solution at all, may have infinitely many solutions or may have a
few distinct solutions. However, finding an analytical solution explicitly to specific
initial problems governed by (1.1) does not belong to easy tasks. It is important in
many cases that even if we do not know a solution, we are still interested in getting
the answer to the following problem: how we may know that a given ODE possesses
a solution, and if it so, then we would like to know if it is a unique one.

Theorem 1.2 (Picard’s Theorem). Let a function F.t; x/ of (1.1) is continuous on
the rectangular… D f.t; x/ W jt � t0j � a; jx � x0j � b; a > 0; b > 0g and satisfies
the Lipschitz conditions uniquely regarding x, i.e.

jF.t; x1/� F.t; x2/j � Ljx1 � x2j

for all t , where jt � t0j � a, jx1 �x0j � b, jx2 �x0j � b. Let M D max
.t;x/2… jF.t; x/j,

t� D min
�

a; b
M

�

. Then the Cauchy problem associated with (1.1) has a unique
solution in the interval

jt � t�j � ˛; ˛ < min
�

a; b
M
; 1
L

�

A proof of Theorem 1.2 is given in [191] and it is omitted here. Picard’s theorem
allows not only to estimate a solution existence of (1.1), but it also guarantees its
uniqueness.

In what follows we apply this theorem to find the solution, when we cannot
find it using elementary approaches. If assumptions of Theorem 1.2 are satisfied,
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then a solution to (1.1) can be found as a limit of the uniformly convergent series
lim
n!1fxn.t/g defined by the following recurrent rule

xnC1.t/ D x0 C
t
Z

t0

F .y; xn.y//dy; x0.t/ D x0; n D 1; 2; : : : (1.9)

Furthermore, one may also estimate an error introduced by the N approximation
fxn.t/g via the following inequality

jx.t/ � xn.t/j � MLn�1

nŠ
.t�/n: (1.10)

Example 1.1. Consider the one-dimensional initial value problem

dx
dt

D t C x; x.0/ D 1:

Equation (1.9) takes the form

xnC1.t/ D 1C
t
Z

0

.y C xn.y//dy;

n D 0; 1; 2; : : : ; x0.t/ D 1:

We substitute successively n D 0; 1; 2; : : : to equation in the above to get

x0.t/ D 1I

x1.t/ D 1C
t
Z

0

.y C 1/dy D 1C t C t2

2
I

x2.t/ D 1C
t
Z

0

�

y C 1C y C y2

2

�

dy D 1C t C t2 C t3

3Š
I

x3.t/ D 1C
t
Z

0

�

y C 1C y C y2 C y3

3Š

�

dy D 1C t C t2 C 2t3

3Š
C t4

4Š
I

xn.t/ D 1C
t
Z

0

�

y C 1C y C y2 C y3

3
C � � � C 2yn�1

.n� 1/Š
C yn

nŠ

�

dy

D 1C t C t2 C 2t3

3Š
C � � � C 2tn

nŠ
C tnC1

.nC 1/Š
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Final result can be presented in its equivalent form

xn.t/ D 2

n
X

kD0

tk

kŠ
C tkC1

.k C 1/Š
� t � 1

The solution to our problem follows

x.t/ D lim
n!1xn.t/ D 2

1
X

kD0

tk

kŠ
� t � 1 D 2et � t � 1:

ut
Example 1.2. Apply the method of successive approximations to the following
Cauchy problem: dx

dt
D t�x2, x.0/ D 0 defined on the rectangular jt j � 1, jxj � 1.

Estimate an interval of the successive approximations convergence guaranteed by
the Picard’s theorem as well as an error between the exact solution and its second-
order approximation.

Observe that the function F.t; x/ D t � x2 is continuously differentiable
regarding x, and dF

dx
D �2x. Function F satisfies the Lipschitz condition with

L D max
ˇ

ˇ
@F
@x

ˇ

ˇ D 2. Since

M D max
jt j�1Ijxj�1

jF.t; x/j D max
jt j�1Ijxj�1

jt � x2j D 2;

t� D min

�

a;
b

M

�

D min

�

1;
1

2

�

D 1

2
:

Therefore, the Picard’s approximation is convergent in the interval Œ� 1
2
; 1
2
�.

Successive approximations obey the following rule

xnC1.t/ W
t
R

0

.y � xn.y//dy; n D 0; 1; 2; : : : ;

and hence

n D 0 W x1.t/ D
t
R

0

.y � 0/dy D t 2

2
I

n D 1 W x2.t/ D
t
R

0

�

y �
�

y2

2

�2
�

D t 2

2
� t 5

20
:

Equation (1.10) takes the form

jx.t/ � x2.t/j D ML1

2Š
.t�/2 D 2 � 2

2

�

1

2

�2

D 1

2
:

ut
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Example 1.3. Show that the so-called Riccati equation

dx

dt
D a.t/x2 C b.t/x C c.t/ � F.t; x/;

where a.t/, b.t/ and c.t/ are continuous functions, cannot have a singular solution.

Function F.t; x/ is continuously differentiable with respect to x, and
@F
@x

W 2ax C b is bounded in an arbitrary rectangular

… D f.t; x/ 2 R2I jt � t0j � a; jx � x0j � bg:
Function F.t; x/ satisfies the Lipschitz condition in the rectangular … with

respect to x, and hence it satisfies the Picard’s assumptions. The studied equation
does not have singular solutions. ut

In the given below Peano theorem one may guarantee existence of a solution but
its uniqueness is not defined.

Theorem 1.3 (Peano’s Theorem). Let function F.t; x/ of (1.1) is continuous on
the rectangular

… D f.t; x/ W t 2 Œt0; t0 C a�; jx � x0j � bg;

where sup
.t;x/2…

jF.t; x/j D M . Then the Couchy problem regarding (1.1) has a

solution in the interval Œt0; t0 C ˛�, where ˛ D min
�

a; b
M

�

.

Example 1.4. Find singular solutions to the equation dx
dt

D 1C 3
2
.x � t/

1
3 .

Let us introduce the new variable x � t D y, and the problem boils down to
investigation of the following equation dy

dt
D 3

2
y
1
3 . For y D 0 the last equation

does not satisfy the Lipschitz conditions, i.e. assumption of the Picard’s theorem
are not satisfied, although the Peano theorem assumptions are satisfied. The studied
equation can be solved by the following steps.

R

y� 1
3 dy D 3

2

R

dt I y 2
3 D .t � C/I y D .

p
t � C/3:

Initial condition y.t0/ D 0 is satisfied by y D .
p
t � t0/3 and by y D 0. Therefore,

y D 0 is a singular solution to equation dy

dt
D 3

2
y
1
3 , and the function x D t is a

singular solution to the initial equation. The remaining solutions are defined by the
formula x D t C .t � C/

3
2 . ut

In general, if the function F.t; x/ satisfies the Picard’s theorem on the closed
rectangle …, then its any solution x D x.t/, x.t0/ D x0, .t0; x0/ 2 … can be
extended outside the rectangle. Furthermore, if the function F.t; x/ in a slab ˛1 �
t � ˛2, jxj < 1 .˛1 � �1; ˛2 � C1/ is continuous and satisfies the inequality
jF.t; x/j � a.t/jxj C b.t/, where a.t/, b.t/ are continuous functions, then any
solution of Eq. (1.1) can be extended in the interval ˛1 < t < ˛2.
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Theorem 1.4 (Global Existence of Solutions). Let F be a vector-valued function
of nC1 real variables, and let I be an open interval containing t D t0. If F.t; x/ is
continuous and satisfies the Lipschitz condition for all t in I and for all x1; x2 2 Rn,
then the initial value problem x.t0/ D x0 has a solution in the entire interval I .

Proof ([84]). In what follows we demonstrate that the series fxn.t/g1
0 of successive

approximation

x.t0/ D x0; xnC1 D x0 C
t
R

0

F.xn.s/; s/ds

converges to a solution x.t/ of dx
dt

D F.t; x/, x.t0/ D x0. ut
We take t0 D 0 and consider t � 0. We show that if Œ0; t�� is a closed and

bounded interval of I , then fxn.t/g converges uniformly on Œ0; t�� to a limit x.t/.
In other words, given " > 0, there is an integer N such that

jxn.t/ � x.t/j < ";
for all n � N and all t 2 Œ0; t��. Let M D max jF.x0; t/j for t 2 Œ0; t��, then

jx1.t/ � x0.t/j D
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

t
Z

0

F.x0.s/; s/ds

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

�
t
Z

0

jF.x0.s/; s/jds � Mt;

and similarly

jx2.t/ � x1.t/j D
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

t
Z

0

ŒF .x1.s/; s/ � F.x0.s/; s/�ds

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

� m

t
Z

0

jx1.s/ � x0.s/jds

and therefore

jx2.t/ � x1.t/j � m

t
Z

0

Msds D 1

2
mMt2:

Assuming that

jxn.t/ � xn�1.t/j � M

m

.kt/n

nŠ
;

it follows (using induction)

jxnC1.t/�xn.t/j D
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

t
Z

0

ŒF .xn.s/; s/�F.xn�1.s/; s/�ds

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

� m

t
Z

0

jxn.s/�xn�1.s/jds;
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and finally

jxnC1.t/ � xn.t/j � m

t
Z

0

M

m

.ms/n

nŠ
ds D M

m

.mt/nC1

.nC 1/Š
D M

m
.emt

� � 1/:

It means that the terms of the series

x0.t/C
1
X

nD1
Œxn.t/ � xn�1.t/�

are dominated in the convergent series with positive constants. Since the sequence
of this uniformly convergent series on Œ0; t�� is the original sequence fxn.t/g1

0 , then
its uniform convergence has been proved. Standard theorems of advanced calculus
yield the following conclusions:

(i) The limit function x.t/ is continuous on Œ0; t��.
(ii) The Lipschitz continuity of F gives the estimation

jF.xn.t/; t/ � F.x.t/; t/j � mjxn.t/ � x.t/j < m"

for t 2 Œ0; t�� and n � N ; it means that the sequence fF.xn.t/; t/g1
0 converges

uniformly to F.x.t/; t/ on Œ0; t��.
(iii) It follows that

x.t/D lim
n!1xnC1.t/ D x0C lim

n!1

t
Z

0

F.xn.s/; s/dsDx0C
t
Z

0

limF.xn.s/; s/ds

D x0C
t
Z

0

F.x.s/; s/ds:

(iv) Since x.t/ is continuous on Œ0; t��, then the latter results imply that dx=dt D
F.x.t/; t/ on Œ0; t��. Because this is true on every closed subinterval of I , then
it is true on the entire I .

Theorem 1.5 (Global Existence of a Solution of Linear Systems). Let the n � n
matrix-valued function A.t/ and the vector-valued function f .t/ are continuous on
the open interval I containing t D t0. Then the Cauchy problem

dx

dt
D A.t/x C f .t/; x.t0/ D x0

has a solution on the entire interval I .
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Proof. We need to show that for each closed and bounded subinterval of I there is
a Lipschitz constant L such that

jŒA.t/x1 C f .t/� � ŒA.t/x2 C f .t/�j � Ljx1 � x2j:

It means that

jA.t/xj � Ljxj D jjAjj � jxj;

where jjAjj D
s

n
P

i;jD1
.aij /2. Further, it means that L D jjAjj, and because A.t/ is

continuous on the closed and bounded subinterval I , then its norm jjAjj is bounded
on the considered subinterval. The global existence theorem for linear system has
been proved. ut

In the case of nonlinear ordinary differential equations a solution may exist only
on a small neighbourhood of t D t0, and the length of existence interval can depend
on a nonlinear differential equation and on the initial condition x.t0/ D x0.

If F.t; x/ of (1.1) is continuously differentiable in vicinity of the point .x0; t0/
in .n C 1/-dimensional space, then it can be concluded that F.x; t/ satisfies the
Lipschitz condition on a rectangle … centered at .x0; t0/ of the form jt � t0j < ˛,
jxi � x0i j < ˇi , i D 1; : : : ; n. If one applies the Lipschitz condition

xnC1.t/ D x0 C
t
Z

t0

F .xn.s/s/ds;

then the point .xn.t/; t/ lies in the rectangle… only for a suitable choice of t .

Theorem 1.6 (Local Solutions Existence). If the first-order partial derivatives of
F in (1.1) all exist and are continuous in a neighbourhood of the point .x0; t0/, then
the Cauchy problem (1.1) has a solution on some open interval containing t D t0.

However, if the Lipschitz condition is satisfied, then an investigated solution is
in addition unique.

Theorem 1.7 (Uniqueness). Let on some region Q in .n C 1/-space the function
F.x; t/ in (1.1) is continuous and satisfies the Lipschitz condition

jF.x1; t/ � F.x2; t/j � L.x1 � x2/:

If x1.t/ and x2.t/ are solutions to the Cauchy problem (1.1) on some open interval
I , where t D t0 2 I such that the solution curves .x1.t/; t/ and .x2.t/; t/ lie in Q
for all t in I , then x1.t/ D x2.t/ for all t in I .

Proof. We consider only 1D case, where x is real and we follow the steps given
in [191].
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Consider the function

φ.t/ D Œx1.t/ � x2.t/�
2;

where x1.t0/ D x2.t0/ D x0, i.e. φ.t0/ D 0.
Differentiating equation in the above one gets

j Pφ.t/j D j2.x1�x2/�. Px1� Px2/j D j2.x1�x2/�.F.x1; t/�F.x2; d//j � 2Ljx1�x2j2 D 2Lφ.t/:

On the other hand a solution to the differential equation

P'.t/ D 2L'.t/; '.t0/ D '0

is as follows

'.t/ D '0e
2L.t�t0/:

For φ.t0/ D '.t0/ it yields

φ.t/ � '.t/ for t � t0:

Therefore

0 � .x1.t/ � x2.t//2 � .x1.t0/ � x2.t0//2e2L.t�t0/;
and taking into account square roots we finally obtain

0 � jx1.t/ � x2.t/j � jx1.t0/� x2.t0/jeL.t�t0/:

Because x1.t0/� x2.t0/ D 0; then x1.t/ � x2.t/. ut
The carried out so far proof allows to illustrate how solutions of (1.1) depend

continuously on the initial value x.t0/. Namely, if we take jx1.t0/ � x2.t0/j � ı,
then the last inequality implies that

jx1.t/ � x2.t/j � ıeL.t
��t0/ D "

for all t0 � t � t�. The Cauchy problems are said to be well posed as mathematical
model for real-world processes if the considered differential equation has unique
solutions that are continuous with respect to initial values.

As we will see further, through a point .t0; x0/ may pass only one integral curve
of Eq. (1.1) satisfying a given initial condition, which in many cases corresponds to
a proper modelling of real-world processes. However, more archetypical questions
are valid before starting to solve a given differential equation. The so far discussed
theorems allow to verify if a solution actually exists, and if it is unique.

As it will be shown further, one may deal with (a) failure of existence; (b) failure
of uniqueness; (c) one, a few or infinitely many solutions.



Chapter 2
First-Order ODEs

Modelling of various problems in engineering, physics, chemistry, biology and
economics allows formulating of differential equations, where a being searched
function is expressed via its time changes (velocities). One of the simplest example
is that given by a first-order ODE of the form

dy

dt
D F.y/; (2.1)

where F.t/ is a known function, and we are looking for y.t/. Here by t we denote
time. In general, any given differential equation has infinitely many solutions.
In order to choose from infinite solutions those corresponding to a studied real
process, one should attach initial conditions of the form y.t0/ D y0.

In general, there is no direct rule/recipe for construction of an ODE. Let y D y.t/

be a dependence between t and y of the investigated process. We are going to
monitor the difference y.t C �t/ � y.t/ caused by the disturbance �t . Then, if
we take

Py � dy

dt
D lim

�t!0

y.t C�t/ � y.t/

�t
;

we obtain a differential equation, i.e. dependence of the process velocity in the point
t governed by the function F.y/.

There are also cases where a function y.t/ appears under an integral and the
obtained equation is called the integral equation, which in simple cases can be
transformed to a differential equation.

© Springer International Publishing Switzerland 2014
J. Awrejcewicz, Ordinary Differential Equations and Mechanical Systems,
DOI 10.1007/978-3-319-07659-1__2
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2.1 General Introduction

A differential equation of the form

f

�

t; y;
dy

dt

�

D 0 (2.2)

is called the first-order ordinary differential equation, where t is the independent
variable (here referred to time, but in general it can be taken as a space variable x),
and y.t/ is the unknown function to be determined. Observe that Eq. (2.2) is not
solved with respect to its derivative dy=dt . In many cases, however, one deals with
the following differential equation

dy

dt
D f .t; y/; (2.3)

which is called the first-order ODE solved with respect to the derivative. Alternati-
vely, one may deal often with the following form of first-order ODE

P.t; y/dt CQ.t; y/dy D 0; (2.4)

where P , Q are given functions.
We say that y D �.t/ is a solution to either (2.2) or (2.3) in an interval J , if

f

�

t; �.t/;
d�.t/

dt

�

� 0; (2.5)

or

d�.t/

dt
D f .t; �.t//; (2.6)

for all t 2 J .
One may also find a solution to Eq. (2.2) in the implicit form '.t; �.t//, where

�.t/ D y is a solution to Eq. (2.2). Solution in the form of '.t; �.t// is also referred
to as the integral of Eq. (2.2).

A graph of solution y D �.t/ of Eq. (2.2) is called the integral curve of the
studied differential equation. Projection of the solution graph onto the plane .t; y/
is called the phase curve (or trajectory) of the investigated first-order ODE.

A problem related to finding a solution y D �.t/ satisfying the initial condition
y.t0/ D y0 is called the Cauchy problem.

If we take a point .t; y/ for t 2 J , then a tangent line passing through this point
creates with the axis t an angle ˛, then tan˛ D f .t; y/. A family of all tangent
lines defines a direction field for the studied differential equation. If we draw a short
line segment possessing the slope f .t; y/ through each of representative collection
of points .t; y/, then all line segments constitute a slope field for the investigated
ODE.
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A curve constituting of points with the same slope field is called the isocline.
In other words all integral curves passing through an isocline intersect the axis t
with the same angle.

Example 2.1. Prove that the function y D �.t/ given in the parametric form t D
xex , y D e�x satisfies the following differential equation

.1C ty/
dy

dt
C y2 D 0:

We have

.1C ty/
dy

dt
C y2 D .1C xexe�x/

dy

dx

dx

dt
C e�2x

D � .1C x/e�x � 1

.1C x/ex
C e�2x D 0;

which proves that �.t/ satisfies the studied equation. ut
Example 2.2. Construct a differential equation of a family of ellipses of the
following canonical form

x2

a2
C y2

b2
D 1;

where 0 < b < a.

Acting by d=dx on both sides of this algebraic equation yields

x

a2
C y

dy

dx

b2
D 0:

Solving both equations we get

p
a2 � x2 dy

dx
C b

a
x D 0:

ut
Example 2.3. Construct a differential equation of the force lines of a dipole
constituted by two electric charges .Cq;�q/ located on the distance 2a, where the
force lines satisfy the Coulomb algebraic equation of the form

x C a

r1
� x � a

r2
D C;

where: r21 D .x C a/2 C y2; r22 D .x � a/2 C y2.
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A differentiation of the algebraic equation yields

r1 � .x C a/dr1
dx

r21
� r2 � .x � a/dr2

dx

r22
D 0;

and also

dr1

dx
D x C aC y

dy

dx

r1
;

dr2

dx
D x � a C y

dy

dx

r2
:

Finally, after a few of transformations we get

�

x � a
r32

� x � a

r31

�

dy

dx
C
�

1

r32
� 1

r31

�

y D 0:

ut
Example 2.4. How many solutions of the equation .x � 1/

dy

dx
C y D 0 defines the

relation

y.x � 1/ D C;

for each fixed C 2 R. Find the solutions associated with the initial conditions
y.0/ D 0; y.0/ D �1, y.2/ D 1. Define intervals of solution existence as well
as the corresponding integral and phase curves.

First we verify that '.x/ D C
x�1 satisfies the given differential equation. We have

'1.x/ D C
x�1 with x 2 .C;C1/ and '2.x/ D C

x�1 with x 2 .1;C1/.
The initial condition y.0/ D 0 is satisfied by the solution y D 0. Its integral

curve corresponds to the axis of abscissa, whereas its phase corresponds to a
projection of the integral curve into the axis of ordinates, i.e. the point y D 0.

In the case of y.0/ D �1 we find that C D 1. It means that the integral curve of
this solution corresponds the hyperbola branch y.x � 1/ D 1 for x 2 .�1; 1/. The
phase curve of this solution is the ray y < 0.

Finally, in the case y.2/ D 1 we obtain C D 1. Integral curve of the solution
y D 1

1�x is the hyperbola y.x � 1/ D 1 branch, where x 2 .1;C1/ phase curve is
the ray y > 0. ut

2.2 Separable Equation

The first-order differential equation of the form

dy

dx
D f .x/g.y/ (2.7)

is called a separable differential equation.
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If g.C0/ D 0 in the point y D C0, then the function y D C0 is the solution to
Eq. (2.7). If g.y/ ¤ 0, then the following relation is obtained

Z

dy

g.y/
�
Z

f .x/dx D C: (2.8)

Theorem 2.1. Let the function f .x/ and g.x/ are continuously differentiable in
the vicinity of points x D x0, y D y0 respectively, where g.y0/ ¤ 0. Therefore,
there is a unique solution y D �.x/ of Eq. (2.7) with the attached initial condition
�.x0/ D y0 in the vicinity of the point x D x0, satisfying the relationship

�.x/
Z

y0

dy

g.y/
D

x
Z

x0

f .x/dx:

If we have the equation

dy

dx
D f .ax C by C c/; (2.9)

then introducing a new variable

z D ax C by C c; (2.10)

we get

d z

dx
D bf .z/C a; (2.11)

i.e. the problem is reduced to Eq. (2.7).
One may use the following physical interpretation of the differential equation

dy

dx
D f .y/: (2.12)

Let us attach to each point y a vector of the length jf .y/j, which direction is
defined by the axis 0y providing that f .y/ > 0. Therefore, a set of all vectors
defines a vector field. The points f .y/ D 0 are called singular points of the vector
field (or its equilibrium positions in the case when we deal with time). Having drawn
the vector field of the given Eq. (2.12) one may draw schematically the integral
curves.

Example 2.5. Find a solution of the following differential equation

x.1C y2/C y.1C x2/
dy

dx
D 0:
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We transform the studied equation to the form
Z

xdx

1C x2
C
Z

ydy

1C y2
D 2 lnC

and hence after integration we get

ln.1C x2/C ln.1C y2/ D lnC;

which means that

.1C x2/.1C y2/ D C:

ut
Example 2.6. Solve the following ODE

dy

dx
C y D 2x C 1:

In order to transform the given ODE into that of separable variables we introduce
the following new variable

y � 2x � 1 D z;

and hence

d z

dx
C z C 2 D 0:

Separating variables and integrating we get
Z

d z

z C 2
C
Z

dx D 0;

which means that

ln jz C 2j C x D lnC0; jz C 2j D C0e
�x; C0 > 0:

Observe that z D �2 satisfies the studied equation directly, and therefore, all its
solutions are given by the following formula

z D �2C Ce�x; C 2 R;
and finally we get

y D 2x � 1C Ce�x:

ut
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In what follows we proceed with a few examples of real-world applications.

Example 2.7. A particle of mass m is subjected to action of a constant force, and
it moves with the constant acceleration a. The viscous damping of the surrounding
medium is c. Find the particle velocity providing that v.0/ D 0.

The second Newton law gives

dv.t/

dt
D ma � cv.t/

m
;

or equivalently

dv

dt
D � c

m
v C a:

The trivial (time independent solution) is

v.t/ D m

c
a;

and hence all solutions are given by the formula

v.t/ D m

c
a C Ce� c

m t

The initial condition allows to find C D �m
c
a, and finally

v.t/ D m

c
a
�

1� e� c
m t
�

;

which means also that

lim
t!1 v.t/ D m

c
a:

ut
Example 2.8. A meteorite of mass M starts to move from its rest position into the
Earth centre linearly from the height h (Fig. 2.1). Determine the meteorite velocity,
when it touches the Earth surface assuming the Earth radius R.

Fig. 2.1 Meteorite
movement towards Earth
centre
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We denote by y D y.t/ the meteorite distance from its movement beginning
point y.0/ D 0, and by h � y.t/ we denote the meteorite distance from the Earth
centre in time instant t . The meteorite is subjected to action of two forces: Ma and
Mg. Owing to the Newton principle we have

Ma

R2
D Mg

.h� y/2
;

and hence

a D gR2

.h� y/2
:

Therefore,

a D dv

dt
D dv

dy
� dy
dt

D dv

dy
v;

and the following governing ODE is obtained

v
dv

dy
D gR2

.h � y/2 ;

or equivalently

1

2

d.v/2

dy
D gR2

.h� y/2
:

Integration of the obtained equation yields

v2 D 2gR2

h� y
C C:

Taking into account y.0/ D 0, we get C D � 2gR2

h
, and finally

v2 D 2gR2y

h.h � y/
:

On the Earth surface y D h� R, and we get

v D
s

2gR

�

1 � R

h

�

Taking into account that h!1, the last formula yields

v D p

2gR:

ut
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Example 2.9. Two substances A and B undergo a chemical reaction yielding a
substance C. We assume amount of the C substance by y.t/ in the time instant t
after the reaction, and we denote by ˛ and ˇ the amount of substance A and B, in
the beginning of reaction, respectively. Find dy

dt
assuming that the reaction velocity

is proportional to the product of reacting masses.

The governing equation is

dy

dt
D p.˛ � y/.ˇ � y/; p > 0;

and p is the proportionality coefficient. Separation of the variables yields

dy

y � ˛
� dy

y � ˇ
D �p.ˇ � ˛/dt:

After integration one gets

y � ˛
y � ˇ

D Ce�p.ˇ�˛/t :

Taking into account the initial condition y.0/ D 0 we obtain the constant
C D ˛=ˇ, i.e.

y � ˛

y � ˇ D ˛

ˇ
e�p.ˇ�˛/t ;

or equivalently

y.t/ D ˛ˇ
1 � e�p.ˇ�˛/t

ˇ � ˛e�p.ˇ�˛/t :

Observe that for ˇ > ˛ we have

lim
t!1y.t/ D ˛;

whereas for ˇ < ˛ we obtain

lim
t!1y.t/ D lim ˛ˇ

ep.ˇ�˛/t � 1

ˇep.ˇ�˛/t � ˛
D ˇ:

In the case when ˛ D ˇ the governing equation is

dy

dt
D p.˛ � y/2:



22 2 First-Order ODEs

Separation of the variables of this equation and the integration allows to find the
following dependence

1

˛ � y
D pt C C:

Since y.0/ D 0, therefore C D 1=˛. In this case the reaction B governed by the
equation

y.t/ D ˛

�

1 � 1

1C ˛pt

�

;

which for t!1 yield

lim
t!1 y.t/ D ˛:

2.3 Homogenous Equations

A function F.x; y/ is called homogenous of order k, if for all � > 0 the following
property holds [208]

F.�x; �y/ D �kF.x; y/ (2.13)

For instance the functions

x C y

x � y
;

x2 C xy

y � x ; x2 C y2 C 2xy (2.14)

are homogenous of order k D 0; 1; 2;, respectively.
A differential equation

dy

dx
D F.x; y/ (2.15)

is called homogenous, if the function F.x; y/ is of order zero.
Equation

F1.x; y/dx C F2.x; y/dy D 0 (2.16)

is called homogeneous, if the function F1, F2 are homogeneous of the same order.
In the case of a homogeneous equation the introduction of a new variable

y D zx allows to get en equation with separable variables. One may use also polar
coordinates .%; '/ and by substitution x D % cos', y D % sin ' again an equation
with separable variables is obtained.
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It should be mentioned that the equation

dy

dx
D F

�

a1x C b1y C c1

a2x C b2y C c2

�

(2.17)

can also be transformed to a homogeneous equation through the following linear
transformation

x D x0 CX; y D y0 C Y; (2.18)

where .x0; y0/ is the point of intersection of straight lines a1x C b1y C c1 D 0 and
a2x C b2y C c2 D 0. If the lines do not intersect then a1=b1 D a2=b2, and in this
case Eq. (2.17) is transformed to that with separable variables using

a1x C b2y C c1 D X: (2.19)

The functionG.x; y/ is called quasi-homogenous of order k, if for certain ˛ and
ˇ the following relation holds

G.�˛x; �ˇy/ D �kG.x; y/; (2.20)

for all k > 0.
Exponents ˛, ˇ are called weights. We say that x.y/ has weight ˛.ˇ/, and for

instance 7x2y5 has the weight 2˛ C 5ˇ.
Differential equation (2.15) is called quasi-homogeneous if the associated func-

tion F.x; y/ is quasi-homogeneous with weights ˛ and ˇ of order ˇ � ˛, i.e.
F.�˛x; �ˇy/ D �ˇ�˛F.x; y/.

A quasi-homogeneous differential equation can be reduced to a homogeneous
one. However, in many practical cases one may use the direct variables change

y D zx
ˇ
˛ allowing to get an equation with separable variables.

Example 2.10. Find a solution of the following ODE

dy

dx
D xy C y2e

� x
y

x2
:

We introduce the new variable y D zx, and obtain

x
d z

dx
C z D z C z2e� 1

z ;

or equivalently

e
1
z

z2
d z D dx

x
:
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Integration of the last equation yields

�e 1z D ln jxj � C;
or equivalently

e
x
y C ln jxj D C:

ut
Example 2.11. Solve the following equation

dy

dx
D 2

�

y C 1

x C y � 2
�2

:

We introduce the following variables

y C 1 D Y; x � 3 D X;

and we get

dY

dX
D 2

Y 2

.X C Y /2
:

Now we introduce the following new variable

Y D uX;

and the following ODE is obtained

X
du

dX
C u D 2u2

.1C u/2
;

or equivalently

ln juj C 2arctanu C ln jX j D lnC;

which means that

uX D C exp.�2arctanu/:

In the original variable the solution is

.y C 1/ exp

�

2arctan
y C 1

x � 3
�

D C:

ut
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Example 2.12. Prove that integral curves of the equation

Œ2x.x2�axyCy2/�y2
p

x2 C y2�dxCyŒ2.x2�axyCy2/Cx
p

x2 C y2�dy D 0

are closed curves surrounding the coordinates origin for jaj < 2.

Since the studied equation is homogenous, then we introduce polar coordinates
to get

%3Œ2.1 � a sin ' cos'/ cos' � sin2 '�.cos'd%� % sin 'd'/

C%3Œ2 sin'.1 � a sin ' cos'/C cos2 '�.sin 'd%C % cos'd'/ D 0

or equivalently

2.1� a sin ' cos'/d%C % sin 'd' D 0:

Separating the variables we obtain

d%

%
C sin '

2 � a sin 2'
d' D 0;

and after integration we get

ln %C
'
Z

0

sin udu

2 � a sin 2u
D ln%0; %0 D %.0/;

or equivalently

% D %0 exp

0

@

'
Z

0

sin u

2 � a sin 2u
du

1

A :

If we prove that the function
'
R

0

sin udu
2�a sin 2u is periodic regarding ' with the period

2� , then % D %.'/ for arbitrary %0 > 0 is the 2� periodic function and its integral
curve is closed. We have

'C2�
Z

0

sin udu

2 � a sin 2u
D

2�
Z

0

sin udu

2 � a sin 2u
C

'C2�
Z

2�

sin udu

2 � a sin 2u

D
�
Z

0

sin udu

2 � a sin 2u
�

2�
Z

�

sin udu

2 � a sin 2u
C

'
Z

0

sin.2� C u/du

2 � a sin 2.2� C u/
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D
�
Z

0

sin du

2 � a sin 2u
�

�
Z

0

sin udu

2 � a sin 2u
C

'
Z

0

sin udu

2 � a sin 2u
D

'
Z

0

sin udu

2 � a sin 2u

which proves that %.'/ D %.' C 2�/. ut
Example 2.13. Solve the following differential equation

dy

dx
D 4x6 � y4

2x4y
:

Let x.y/ assign the weight ˛.ˇ/. Then

F.x; y/ D 4�6˛x6 � �4ˇy4
2�4˛Cˇx4y

D �ˇ�˛ 4x6 � y4
2x4y

:

This equation is satisfied when

6˛ � 4˛ � ˇ D 4ˇ � 4˛ � ˇ D ˇ � ˛

which means that ˇ=˛ D 3=2. Therefore, it has been proved that the studied
equation is homogeneous. In order to separate its values, the following variable is
introduced y D zx

3
2 . We obtain

d z

dx
x
3
2 C 3

2
x
1
2 z D 4x6 � z4x6

2x4zx
3
2

;

and multiplying both sides by x� 1
2 we get

x
d z

dx
C 3

2
z D 4 � z4

2z

or equivalently

2zd z

.z2 C 4/.z2 � 1/
C dx

x
D 0; z ¤ ˙1:

Direct integration yields

ln
jz2 � 1j
z2 C 4

C 5 ln jxj D lnC: (	)

In order to verify the obtained result we use the following differentiation
formulas:

.ln jyj/0 D y0

y
; y D u

v
; u D z2 � 1; v D z2 C 4:
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Since

y0 D
� u

v

�0 D vu0 � uv0

v
D 2z.z2 C 4/� 2z.z2 � 1/

.z2 C 4/
D 10z

.z2 C 4/2
;

hence

y0

y
D 10z

.z2 C 4/.z2 � 1/
:

Full differentiation of (	) yields

10zd z

.z2 C 4/.z2 � 1/ C 5

x
dx D 0:

Formula (	) yields

z2 � 1
z2 C 4

x5 D C:

Since z2 D y2=x3, therefore

y2 � x3

y2 C 4x3
x5 D C:

2.4 Linear Equations

Linear first-order ODE has the following form

dy

dx
C a.x/y D f .x/: (2.21)

There exist three different methods yielding a solution of Eq. (2.21)

(i) The Lagrange method. This method is based on a constant variation. We
consider first a homogeneous equation associated with (2.21) of the form

dy

dx
C a.x/y D 0; (2.22)

and its solution is

y D C exp

�

�
Z

a.x/dx

	

: (2.23)
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We are looking for solution to Eq. (2.21) by variation of the constant C D
C.x/, namely

y D C.x/ exp

�

�
Z

a.x/dx

	

: (2.24)

Substituting (2.24) to (2.21) we obtain

dC.x/

dx
D f .x/ exp

�Z

a.x/dx

	

; (2.25)

and hence

C.x/ D C C
Z �

f .x/ exp

�Z

a.x/dx

		

dx; (2.26)

where C is the arbitrary constant.
Finally, substitution of (2.26) into (2.24) yields

y D exp

�

�
Z

a.x/dx

	 


C C
Z �

f .x/ exp

�Z

a.x/dx

�	�

: (2.27)

Any solution passing through the point .x0; y0/ can be written in the
following form

y D exp

2

4�
x
Z

x0

a.z/d z

3

5

8

<

:

y0 C
x
Z

x0

f .u/

2

4exp

0

@

u
Z

x0

a.x/dx

1

A du

3

5

9

=

;

:

(2.28)
(ii) The Bernoulli method. We are looking for a solution of (2.21) in the following

form

y D u.x/v.x/: (2.29)

Substitution of (2.29) to (2.21) gives

du

dx
v C u

dv

dx
C a.x/uv D f .x/: (2.30)

If we take u.x/ as the solution of equation

du

dx
C a.x/u D 0; (2.31)

then

u.x/ D exp

�

�
Z

a.x/dx

	

: (2.32)
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Substituting (2.32) into (2.30) gives

exp

�

�
Z

a.x/dx

	

dv

dx
D f .x/; (2.33)

and therefore

v.x/ D C C
Z

f .x/ exp

�Z

a.x/dx

	

dx; (2.34)

where C is a constant.
(iii) The method of an integrating multiplier. We multiply both parts of Eq. (2.21)

by exp
�R

a.x/dx
�

, and we get

d

dx

�

y exp

�Z

a.x/dx

�	

D f .x/ exp

�Z

a.x/dx

�

(2.35)

or equivalently

y D exp

�

�
Z

a.x/dx

��

C C
Z

f .x/ exp

�Z

a.x/dx

�

dx

	

(2.36)

Equation of the form

A.y/C ŒB.y/x � C.y/� dy
dx

D 0 (2.37)

can be transformed to the form (2.21). We multiply both sides by 1
A
dx
dy

and we
get

dx

dy
C ˛.y/x D ˇ.y/ (2.38)

where

˛.y/ D B

A
; ˇ.y/ D C

A
: (2.39)

It should be emphasized that equations of the form

F 0.y/
dy

dx
C F.y/a.x/ D b.x/; (2.40)

where 0 denotes d
dy

can be transformed to the linear equation by introduction
of the relation u D f .y/.
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A particular role in theory of first-order differential equations play the Bernoulli and
Riccati equations. The equation

dy

dx
C a.x/y D b.x/yn; n ¤ 0; 1 (2.41)

is called the Bernoulli equation. It is transformed to the following form

y�n dy
dx

C a.x/y1�n D b.x/; y ¤ 0; (2.42)

and it is reduced to a linear equation via the variable change u D y1�n. This
approach will be illustrated through examples. One may also apply here the
Bernoulli method.

The equation

dy

dx
C a.x/y C b.x/y2 D C.x/ (2.43)

is called a Riccati equation. In general it cannot be solved in quadratures. However,
if one of its particular solutions is known, say y1.x/ then the transformation y D
y1 C u allows reduction of the problem to that of finding solution to the Bernoulli
equation.

Example 2.14. A current in the electrical network with the resistance R, induction
L and excitation voltage u.t/ D u0 sin!t is governed by the following equation

L
di

dt
CRi D u0 sin!t; i.0/ D 0:

Find i D i.t/.

We have

di

dt
C ˛i D ˇ sin!t;

where ˛ D R
L

, ˇ D u0
L

. We apply here the Bernoulli method, i.e. we assume

i.t/ D u.t/v.t/:

Substitution of i.t/ into the governing equation yields

du

dt
v C u

dv

dt
C ˛uv D ˇ sin!t: (	)

We consider a solution of the homogeneous equation

du

dt
C ˛u D 0
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of the form

u D exp.�˛t/:

We substitute it to (	) and we obtain dv
dt

D ˇe˛t sin!t , what means that

v.t/ D ˇ

�Z

e˛t sin!tdt C C

	

:

We successively compute

V.t/ D
Z

e˛t sin!tdt D �e˛t 1
!

cos!t C ˛

!

Z

e˛t cos!tdt

D � 1

!
e˛t cos!t C ˛

!2
e˛t sin!t � ˛2

!2

Z

e˛t sin!tdt

D � 1

!
e˛t cos!t C ˛

!2
e˛t sin!t � ˛2

!2
V.t/;

and therefore

V.t/ D e˛t .�! cos!t C ˛ sin!t/

!2 C ˛2
:

Finally, we find

v.t/ D ˇ

�

e˛t .�! cos!t C ˛ sin!t/

!2 C ˛2
C C

	

;

and

i.t/ D u.t/v.t/ D ˇ

��! cos!t C ˛ sin!t

!2 C ˛2
C Ce�˛t

�

:

Since i.0/ D 0, C D !
!2C˛2 , and therefore

i.t/ D ˇ

!2 C ˛2
.�! cos!t C ˛ sin!t C !e�˛t /:

Observe that

lim
t!1 i.t/ D u0

L.!2 C ˛2/
.�! cos!t C ˛ sin!t/ D u0

p

.L!/2 CR2
sin.!t � '/;

where tan' D !
˛

denotes the initial current phase. ut
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Example 2.15. Show that equation

dy

dx
C ˛y D f .x/; ˛ > 0;

possesses only one bounded solution assuming that f .x/ is bounded for all x 2 R.
Find this solution, and show that if f .x C x0/ D f .x/, then y.x/ D y.x C x0/,
where x0 is a period.

First we find a solution to the homogeneous equation

dy

dx
C ˛y D 0:

After variables separation we get

dy

y
D �˛dx;

and hence

ln jyj C ˛x D lnC;

which means that

y D Ce�˛x

assuming that y ¤ 0.
We apply here the Lagrange’s method. Namely, we have

y.x/ D C.x/e�˛x;

and substitution of y.x/ into the governing equation gives

dC

dx
D e˛xf .x/:

It means that

C.x/ D C.x0/C
x
Z

x0

e˛zf .z/d z:

The sought solution has the following form

y.x/ D C.x0/e
�˛x C

x
Z

x0

e�˛.x�z/f .z/d z: (	)
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Assuming y.x0/ D y0 we obtain

y0 D C.x0/e
�˛x0 ;

or equivalently

C.x0/ D y0e
˛x0 :

Therefore, solution (	) takes the following form

y.x/ D e�˛.x�x0/y0 C
x
Z

x0

e�˛.x�z/f .z/d z:

We multiply both sides of the last equation by e˛.x�x0/ to get

e˛.x�x0/y.x/ D y0 C
x
Z

x0

e˛.z�x0/f .z/d z:

We consider the case x! � 1 (the case of x! C 1 can be studied in the similar
way). We have

lim
x!�1 e˛.x�x0/y.x/ D y0 C

�1
Z

x0

e˛.z�x0/f .z/d z;

and hence

y0 D
x0Z

�1
e˛.z�x0/f .z/d z;

because for a bounded solution lim
x!�1 e˛.x�x0/y.x/ D 0: It means that

lim
x!�1 y.x/ D Y.x/ D

x
Z

�1
exp.�˛.x � z//f .z/d z (		)

is bounded, assuming that f .z/ is bounded.
In what follows we show that Y.x/ is the only bounded solution of the studied

equation. Let us assume that there exists one more bounded solution denoted by
Y�.x/. It means that the difference

�Y D Y.x/ � Y�.x/



34 2 First-Order ODEs

is bounded. We also have

dY

dx
C ˛Y Df .x/;

dY�
dx

C ˛Y� Df .x/;

which means that

d.�Y /

�Y
C ˛.�Y / D 0;

and hence

�Y.x/ D Ce˛x:

Owing to our introduced assumption�Y.x/ is bounded for all x 2 R, which means
thatCe˛x must be bounded. This is true only if C D 0, which yields Y.x/ D Y�.x/.

Let us now show that if f .x C x0/ D f .x/ than Y.x/ D Y.x C x0/. It follows
from (		) that

Y.x C x0/ D
xCx0Z

�1
e�˛.xCx0�z/f .z/d z D

x
Z

�1
e�˛.x�	/f .	 C x0/d	

D
x
Z

�1
e�˛.x�	/f .	/d	 D Y.x/:

ut
Example 2.16. Solve the following Bernoulli equation

x
dy

dx
C y D y2 lnx:

We use the Bernoulli method, and we look for a solution of the form

y D u.x/v.x/:

Substitution of y.x/ into the studied equation yields

xu
dv

dx
C xv

du

dx
C uv D u2v2 ln x (	)

We take

x
du

dx
C u D 0;
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and hence

u D 1

x
:

Substituting this result into (	) we get

x2
dv

dx
D v2 ln x;

and hence

1

v2
dv D 1

x2
lnxdx:

Integration of the last obtained equation gives

�1
v

D
Z

lnx

x2
dx D � lnx

x
� 1

x
� C;

which means that

v.x/ D x

1C Cx C lnx
;

and finally

y.x/ D u.x/v.x/ D 1

1C Cx C lnx
:

ut
Example 2.17. Solve the following Bernoulli equation

.1C x2/
dy

dx
� 2xy D 4

p

y.1C x2/arctanx:

Assuming

y.x/ D u.x/v.x/

we get

.1C x2/

�

du

dx
v C u

dv

dx

�

� 2xuv D 4
p

uv.1C x2/arctanx

or equivalently

.1C x2/
du

dx
v C .1C x2/

�

dv

dx
� 2x

1C x2
v

�

u D 4
p

uv.1C x2/arctanx:
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We take an arbitrary solution to the equation

dv

dx
� 2x

1C x2
v D 0;

i.e. for example the following one

v.x/ D 1C x2:

Therefore, we get

.1C x2/2
du

dx
D 4.1C x2/

p
uarctanx:

One of the solution is u D 0, and the other solutions are found through the
successive transformations

du

dx
D 4arctanx

1C x2

p
u;

du

2
p

u
D 2arctanx

1C x2
dx;

p
u D arctan2x C C:

Finally, the solutions are

y D 0;

y D .1C x2/.arctan2x C C/2:

ut
Example 2.18. Solve the following Riccati equation

dy

dx
C y2 D 2

x2
:

Let us look for a particular solution of the form

y1 D A

x
:

Substituting y1 into the studied equation yields

� A

x2
C A2

x2
D 2

x2
:
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The second-order algebraic equation yields two roots A1 D �1, A2 D 2. Let us
introduce a new variable z of the form

y D z � 1

x
;

and therefore

d z

dx
C 1

x2
C z2 � 2z

x
C 1

x2
D 2

x2
;

or equivalently

d z

dx
� 2

x
z D �z2:

We multiply both sides of the obtained equation by x2 to get

x
d

dx
.zx/ D 3zx � .zx/2:

We take

zx D u;

and integrate the following equation

x
du

dx
D u.3� u/:

Separation of the variables yields

du

u.3 � u/
D dx

x
:

Since

1

u.3 � u/
D 1

3u
C 1

3.3 � u/
;

therefore

1

3

Z

du

u
C 1

3

Z

du

3 � u
D
Z

dx

x
;

and consequently

1

3
Œln juj � ln j3 � uj� D ln jxj C lnC1; C1 > 0:
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Finally, we find

ln
ˇ

ˇ

ˇ

u

3 � u

ˇ

ˇ

ˇ D 3 ln jC1xj;

or

ln
ˇ

ˇ

ˇ

u

3 � u

ˇ

ˇ

ˇ D ln j.C1x/3j:

We consider two cases:

(i)

u

3 � u
� 0:

In this case we have

u

3 � u
D Cx3;

which means that

zx

3 � zx
D Cx3;

and hence

z D 3Cx2

Cx3 C 1
:

We finally get

y D z � 1

x
D 2

x

and

y D 3Cx2

Cx3 C 1
� 1

x
D 2Cx3 � 1

x.1C Cx3/
:

(ii)

u

3 � u
< 0:

In this case we have

u

u � 3 D Cx3;



2.5 Exact Differential Equations 39

which means that

zx D C.zx � 3/x3;

and hence

z D 3Cx2

Cx3 � 1
:

We finally obtain

y D 2

x

and

y D 2Cx3 C 1

x.Cx3 � 1/ ut

2.5 Exact Differential Equations

The differential equation

M.x; y/dx CN.x; y/dy D 0 (2.44)

is called an exact differential equation if its left-hand side is the full differential of a
certain function V.x; y/ such that

dV.x; y/ � @V

@x
dx C @V

@y
dy D M.x; y/dx CN.x; y/dy D 0: (2.45)

A necessary condition that Eq. (2.44) is exact one follows

@M.x; y/

@y
D @N.x; y/

@x
: (2.46)

If V.x; y/ is known than all solutions of (2.44) satisfy the condition

V.x; y/ D C; (2.47)

where C is an arbitrary constant.
We show how we can find the function V.x; y/. Since

@V

@x
D M.x; y/;

@V

@y
D N.x; y/; (2.48)
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then

V.x; y/ D
Z

M.x; y/dx D ψ.x; y/C ψ.y/: (2.49)

We differentiate (2.49) to get

@ψ.x; y/

@y
C @ψ.y/

@y
D N.x; y/: (2.50)

In some cases the general form given by (2.44) can be transformed to an exact
differential equation by introduction of a so-called integrating multiplier m.x; y/
[208]. In Eq. (2.46) we introduce m.x; y/, and we obtain the following exact
differential equation

@

@y
.mM/ D @

@x
.mN/; (2.51)

which means that m should satisfy the following equation

m

�

@M

@y
� @N

@x

�

D N
@m

@x
�M

@m

@y
: (2.52)

The obtained general form (2.52) can be simplified in the following cases

(i) If m.x; y/ D m.x/ then

1

m

dm

dx
D

@M
@y

� @N
@x

N
: (2.53)

(ii) If m.x; y/ D m.y/ then

� 1

m

dm

dx
D

@M
@y

� @N
@x

M
: (2.54)

(iii) If m.x; y/ D m.r.x; y//, where r.x; y/ is a known function then

1

m

dm

dr
D

@M
@y

� @N
@x

N @r
@x

�M @r
@y

: (2.55)

Example 2.19. Solve the differential equation

.2xy C 3y2/dx C .x2 C 6xy � 3y2/dy D 0:

We have

M.x; y/ D 2xy C 3y2; N.x; y/ D x2 C 6xy � 3y2;
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and hence

@M

@y
D @N

@x
D 2x C 6y:

It means that the left-hand side of the differential equation is a full differential of
a certain function V.x; y/.

We have

@V

@x
D 2xy C 3y2;

@V

@y
D x2 C 6xy � 3y2:

First equation of the above yields

V.x; y/ D x2y C 3xy2 C ψ.y/:

We differentiate the last equation with respect to y and thus

@V

@y
D x2 C 6xy C @ψ.y/

@y
D x2 C 6xy � 3y2:

It means that

ψ.y/ D �y3 C C:

Hence

V.x; y/ D x2y C 3xy2 � y3 C C;

and a general solution to the studied ODE is defined implicitly by the equation

x2y C 3xy2 � y3 D C:

ut
Example 2.20. Solve the differential equation

2x
�

1C
p

x2 � y
�

dx �
p

x2 � ydy D 0:

Observe that

@

@y
Œ2x.1C

p

x2 � y/� D @

@x
.�
p

x2 � y/ D � x
p

x2 � y
;

and hence we deal with the exact differential equation. We have

@V

@x
D 2x.1C

p

x2 � y/;
@V

@y
D �

p

x2 � y; (	)
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and integration of the first equation yields

V.x; y/ D
Z

.2x C 2x
p

x2 � y/dx D x2 C 2

3
.x2 � y/ 32 C ψ.y/:

Substitution of V.x; y/ into the second equation of (	) gives

@

@y
Œx2 C 2

3
.x2 � y/ 32 C ψ.y/� D �

p

x2 � y;

or equivalently

�
p

x2 � y C dψ

dy
D �

p

x2 � y;

which means that

ψ.y/ D C:

Finally, we have

V.x; y/ D x2 C 2

3
.x2 � y/

3
2 ;

and a general solution to the studied differential equation is

x2 C 2

3
.x2 � y/

3
2 D C

or

y D x2 � Œ
3

2
.C � x2/� 23 :

ut
Example 2.21. A mirror reflects solar radiation in a way that a light ray coming
from a source 0 after the reflection is parallel to a given direction 0X , which is the
rotation axis. Figure 2.2 shows a scheme of the light ray 0A coming from the light
source 0, and the rectangular coordinates 0XY . Derive the mirror shape analytically.

Since A belongs to the mirror surface, the marked angles ' before and after
reflection are equal, and n.t/ denotes a normal (tangent) to the curve being
intersection of the mirror and surface 0XY .

Owing to the reflection principle (the angle of incidence is equal to the reflection
angle) 0A D 0B , and hence

tan' D AA0

B0C 0A0 D AA0
p

.0A0/2 C .A0A/2 C 0A0 ;
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Fig. 2.2 The mirror shape y.x/ and light rays

or equivalently

dy

dx
D y

x C p

x2 C y2
:

We may rewrite the latter equation in the following way

xdx C ydy D
p

x2 C y2dx;

because

dy D y.x � p

x2 C y2/

.x C p

x2 C y2/.x � p

x2 C y2/
dx D x � p

x2 C y2

�y dx:

Applying the integrating multiplier

m.x; y/ D 1
p

x2 C y2
;

we get

xdx C ydy
p

x2 C y2
� dx D 0

or equivalently

d.x2 C y2/

2
p

x2 C y2
� dx D 0:
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It means that

p

x2 C y2 D x C C;

which allows to find the mirror surface as a paraboloid that intersects with the
surface 0XY yielding a parabola governed by the equation

y2 D 2Cx C C2:

ut
Example 2.22. Solve the differential equation

ydx � .x C x2 C y2/dy D 0

assuming the integrating multiplierm D m.r.x; y//, where r.x; y/ D x2 C y2.

We apply formula (2.55) directly, and we get

1

m

dm

dr
D 1C 1C 2x

�2.x C x2 C y2/x � 2y2
D 2.1C x/

�2.1C x/.x2 C y2/
D �1

r
:

Therefore, the following differential equation is obtained

dm

m
C dr

r
D 0;

which yields

m.x; y/ D 1

r.x; y/
D 1

x2 C y2
:

Now, we multiply bym the studied differential equation to get

ydx

x2 C y2
�
�

x

x2 C y2
C 1

�

dy D 0;

which is an exact differential equation, i.e.

@V

@x
D y

x2 C y2
;

@V

@y
D �

�

x

x2 C y2
C 1

�

:

Integration of the first equation in the above gives

V.x; y/ D
Z

y

x2 C y2
dx D arctan

x

y
C ψ.y/;
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and hence

@V

@y
D @

@y

�

arctan
x

y
C ψ.y/

�

D � x

x2 C y2
� 1:

It means that

� 1

1C x2

y2

x

y2
C dψ

dy
D � x

x2 C y2
� 1;

and finally

dψ

dy
D �1; ψ.y/ D �y C C1;

and

V.x; y/ D arctan
x

y
� y C C1:

We have the following solutions: one given explicitly y D 0, and other given
implicitly

arctan
x

y
� y D C:

2.6 Implicit Differential Equations Not Solved
with Respect to a Derivative

We consider here the differential equation (2.2), which cannot be solved with respect
to dy

dt
, i.e. we cannot reduce the problem to that of Eq. (2.3). It may happen, however,

that Eq. (2.2) can be solved with respect to either x or y. In what follows we describe
briefly the method of the parameter introduction yielding a solution in the latter case.
Let

y D f .x; y0/; y0 � dy

dx
D p; (2.56)

where p is the introduced parameter. The full differential of y D f .x; y0/ follows

pdx D @f

@x
dx C @.x; p/

@p
dp: (2.57)

It means that we have got the exact differential equation form (2.44), where

M.x; y/ D @f

@x
; N.x; y/ D @.x; p/

@p
: (2.58)
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In the previous section supplemented by many examples we have described
various methods yielding solutions to Eq. (2.56). Namely, we can take

x D ψ.p; c/; y D f .x; p/; (2.59)

where x D ψ.p; c/ is the implicit form of solution governed by Eq. (2.56).

Theorem 2.2. Suppose that the function f .x; y; y0/ in a neighbourhood of the
point .x0; y0; y0

0/, where y0
0 is one of the roots of the equation f .x0; y0; y0

0/ D 0,
is continuous regarding x and it is continuously differentiable with respect to y,
y0, and @f

@y0
.x0; y0; y

0
0/ ¤ 0. Then there exists a unique solution y D  0.x/ of

the Cauchy problem f .x; y; y0/ D 0, y.x0/ D y0 defined in a satisfactorily close
neighbourhood of the point x0, where  0.x0/ D y0

0.

Recall that the uniqueness of problem of Eq. (2.2) means that the point .x0; y0/
is a point of the solution uniqueness, i.e. there are no other integral curves of (2.2)
which pass through the point .x0; y0/ and have the same slope in this point.
Otherwise, the solution uniqueness is violated.

Theorem 2.2 yields sufficient conditions of a solution existence and uniqueness
for Eq. (2.2).

Assuming that the function f .x; y; y0/ is continuous with respect to x and
continuously differentiable with respect to y and y0, then a possible set of singular
points is defined via the following system of algebraic equations

f .x; y; y0/ D 0;

@f

@y0 .x; y; y
0/ D 0: (2.60)

It is required, while solving Eq. (2.2) to find singular solution, i.e. we remove
y0 from Eq. (2.60) and we get a so-called discriminant-type curve. Each branch of
this curve should be verified if it is a solution to Eq. (2.2). Assuming a positive
reply, our next step consists of checking if its points correspond to the solution non-
uniqueness.

The method of parameter introduction can be directly applied either to the
so-called Claurait equation

y D xy0 C ψ.y0/; (2.61)

or to the so-called Lagrange equation

y D x'.y0/C ψ.y0/: (2.62)

Example 2.23. Solve the following Claurait equation

p

.y0/2 C 1C xy0 � y D 0:
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We introduce p D y0 to get

y D xp C
p

1C p2:

Differentiation of the last equation with respect to x yields

dy

dx
D p C x

dp

dx
C p

dp

dx
p

1C p2
;

and hence
 

x C p
p

1C p2

!

dp

dx
D 0:

It means that either

x D � p
p

1C p2
:

or

p D C:

A solution to the problem is as follows:

y D Cx C
p

1C C2

or equivalently

x D � p
p

1C p2
;

y Dpx C
p

1C p2:

ut
Example 2.24. Solve the following Lagrange equation

y0 C y D x.y0/2:

It is easily solved with respect to y, i.e.

y D x.y0/2 � y0

or equivalently

y D xp2 � p;
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where p D y0. Differentiation of this algebraic equation yields

p � dy

dx
D p2 C 2px

dp

dx
� dp

dx
;

or equivalently

p.p � 1/dx
dp

D .1 � 2px/;

dx

dp
C 2x

p � 1 D 1

p.p � 1/
:

In other words, the problem has been reduced to a linear differential equation
with the following solution

x D p � lnp C C

.p � 1/2
:

ut
Example 2.25. Derive an equation governing a family of equipotential curves of
the electric field generated by a dipole. Recall that the equipotential curves are
orthogonal to force curves of the electric field (see Example 2.3).

As it has been shown previously in Example 2.3, we have

�

x � a
r32

� x C a

r31

�

dy

dx
�
�

1

r32
� 1

r31

�

D 0;

where

r21 D .x C a/2 C y2; r22 D .x � a/2 C y2: (	)

We may generalize the studied case in Example 2.3. Namely, we began with the
algebraic problem governed by the following equation

F.x; y; a/ D 0;

where

F.x; y; a/ D x C a
p

.x C a/2 C y2
� x � a
p

.x � a/2 C y2
� C:

For a given C , we have a family of one parameter curves. In what follows we
define another family of the isogonal curves, which interset the first family curves
with the same angle ', for ' D �=2 we say that both trajectories (curves) are
orthogonal.
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Fig. 2.3 Two curves 1 and 2
intersecting in point A

We differentiate the algebraic equation to get

dF

dx
� @F.x; y; a/

@x
C @F.x; y; a/

@y

dy

dx
D 0:

We may also exclude the parameter a using the equation F D 0. In our case we
have

@F

@x
D
�

1

r32
� 1

r31

�

y;
@F

@y
D x � a

r32
� x � a

r31
:

In Fig. 2.3 two curves belonging to both families are shown intersecting in the
point A D A.x; y/.

The angle between two curves at point A is ' (known), which is given by the
formula

� D ˛ C ' C � � ˇ:

Therefore, we get

tanˇ D tan.˛ C '/ D tan˛ C tan'

1 � tan˛tan'
:

We apply the following notation tan˛ D y0, tanˇ D y0�, tan' D m, and hence

y0� D y0 Cm

1 �my0 :

In a case of orthogonal trajectories we have ' D �=2, and therefore

tanˇ D tan˛ C tan�
2

1 � tan˛tan �
2
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D lim
'! �

2

1C tan˛
tan'

1
tan' � tan˛

D � 1

tan˛

or equivalently

y0� D � 1

y0 :

The so far consideration implies a simple recipe. In order to find a differential
equations of the family of isogonal trajectories to the trajectories (curves) governed
by equation F.x; y; a/ D 0, we need to substitute the term y0 D dy

dx
standing in

equation @F=@x C @F=@yy0 D 0, by the term y0�. In a case for ' D �
2

(orthogonal
trajectories) we substitute y0 by � 1

y0
D � dx

dy
.

In the studied case, using the so far described orthogonality property we obtain
the following differential equation

�

x � a
r32

� x C a

r31

�
 

� 1
dy

dx

!

�
�

1

r32
� 1

r31

�

y D 0;

or equivalently

.x � a/r31 � .x C a/r32 C y.r31 � r32 /
dy

dx
D 0:

From (	) we get

r1dr1 D .x C a/dx C ydy;

r2dr2 D .x � a/dx C ydy;

therefore the problem is reduced to the following differential equation

r31 r2dr2 D r32 r1dr1;

which yields the following solution

1

r2
� 1

r1
D C;

and hence

1
p

.x � a/2 C y2
� 1
p

.x C a/2 C y2
D C:

ut



Chapter 3
Second-Order ODEs

3.1 Introduction

One may wonder why we introduce this chapter, since second-order systems of
differential equations are reducible to the earlier discussed first-order systems of
differential equations. The reason has at least two main sources. First of all, they
appear in a natural traditional way beginning with the works of D’Alembert, Fermat,
Maupertuis, Jean Bernoulli, Hamilton and Lagrange in that period, when mathema-
tics and mechanics have inspired each other very strongly. The second reason is that
the second-order differential equations are obtained from Newton’s second law or
from Lagrange’s equations and they have a direct physical meaning. In addition,
there exist some direct methods to deal with the second-order differential equations
without their reduction to a set of first-order equations [59, 130, 160, 242].

3.2 Linear ODEs

3.2.1 General Approaches

We show that the general form of a second-order linear homogeneous ODE

a.t/
d 2y

dt2
C b.t/

dy

dt
C c.t/y D 0; (3.1)

where a.t/, b.t/, c.t/ are continuous function on a certain internal Œt0I t1�, can be
transformed to so-called self-conjugated equation of the form

d

dt

�

p.t/
dy

dt

�

C q.t/y D p.t/
d 2y

dt2
C dp

dt

dy

dt
C q.t/y D 0: (3.2)

© Springer International Publishing Switzerland 2014
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We multiply both sides of (3.1) by a�1.t/e
R

b.t/a�1.t/dt to get

d2y

dt2
exp

�Z �

b

a

�

dt

�

C b

a

dy

dt
exp

�Z �

b

a

�

dt

�

C c

a
y exp

�Z �

b

a

�

dt

�

D 0:

(3.3)

Observe that (3.3) can be presented in the form of (3.2), where

p.t/ D exp

�Z

b.t/

a.t/
dt

�

; q.t/ D c.t/

a.t/
exp

�Z

b.t/

a.t/
dt

�

(3.4)

Example 3.1. Solve the equation 2t d
2y

dt2
C dy

dt
� 2y D 0.

We multiply both sides of this equation by 1

2
p
t
, t > 0, to get

p
t
d 2y

dt2
C 1

2
p
t

dy

dt
� 1p

t
y D d

dt

�p
t
dy

dt

�

� 1p
t
y D 0:

Introducing 	 D 2
p
t (

p
td	 D dt) we obtain

d2y

d	2
� y D 0;

and finally

y D C1e
	 C C2e

�	 :

�

In what follows we show that if functions φ.t/ and ψ.t/ are solutions of the
self-conjugated equation (3.2), then there exists a constantC such that this equation
possesses the following first integral

φ.t/
dψ.t/

dt
� dφ

dt
ψ.t/ D C

p.t/
: (3.5)

Note that the Wronskian

W.t/ D
ˇ

ˇ

ˇ

ˇ

ˇ

φ.t/ ψ.t/
dφ
dt

dψ
dt

ˇ

ˇ

ˇ

ˇ

ˇ

D φ.t/
dψ

dt
�  

dφ

dt
D C

exp
�
R
b.t/

a.t/
dt
�

D C exp

 

�
Z dp

dt
.t/

p.t/
dt

!

D C exp .� lnp.t// D C

p.t/
:

(3.6)
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On the other hand we have

W.t/ D W.t0/ exp

0

@�
t
Z

t0

dp

ds
.s/

p.s/
ds

1

A D W.t0/p.t0/

p.t/
: (3.7)

Comparison of (3.6) and (3.7) yields

C D W.t0/p.t0/: (3.8)

Because W.t0/ depends on φ.t/ and ψ.t/, than the constant C depends also on
φ.t/ and ψ.t/.

We consider now a non-homogeneous equation corresponding to (3.2) of the
form

d

dt

�

p.t/
dy

dt

�

C q.t/y D F.t/: (3.9)

Assuming that p.t/ ¤ 0 we introduce the new variable

	 D 	.t/ D
t
Z

t0

dr

p.r/
; (3.10)

and let the function t D 
.	/, where 
 D 	�1. Equation (3.9) takes the form

d

dt

�

p.t/
dy

dt

�

D d

p.t/d	

�

p.t/
dy

p.t/d	

�

D 1

p.t/

d 2y

d	2
; (3.11)

where p.t/d	 D dt . Therefore, Eq. (3.9), taking into account (3.11), can be cast to
the following form

d2y

d	2
C p.t/q.t/y D p.t/F.t/ (3.12)

or equivalently

d2y

d	2
CQ.	/y D R.	/; (3.13)

where

Q.	/ Dp.
.	//q.
.	//;

R.	/ Dp.
.	//F.
.	//: (3.14)
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Assuming a.t/ ¤ 0 and adding the non-homogeneous term, Eq. (3.1) can be
presented in the following form

d2y

dt2
C b.t/

dy

dt
C c.t/y D f .t/: (3.15)

Alternatively, in what follows we show that Eq. (3.15) can be reduced to
Eq. (3.13). Namely, introduction of a new variable of the form

y D x exp

0

@�1
2

t
Z

t0

b.	/d	

1

A (3.16)

to Eq. (3.15) yields

d2x

dt2
CQ.t/x D R.t/ (3.17)

where we have

Q.t/ D c.t/ � 1

4
b2.t/ � 1

2

db.t/

dt
;

R.t/ Df .t/ exp

0

@

1

2

t
Z

t0

b.	/d	

1

A : (3.18)

It should be emphasized that second-order ODEs with time-dependent coeffi-
cients only in rare cases can be solved in elementary functions. Let us find solution
to the equation

d2y

dt2
C b.t/

dy

dt
C c.t/y D 0; (3.19)

where b.t/ D
1
P

iD0
bi t

i , c.t/ D
1
P

iD0
ci t

i .

Theorem 3.1. If functions b.t/ and c.t/ are analytical for jt � t0j < T (here t0 D
0), then any solution y D y.t/ of Eq. (3.19) can be presented by the series

y.t/ D
1
X

iD0
ai t

i ; (3.20)

having a limit for jt � t0j < T .

We substitute (3.20) into (3.19) to get

1
X

iD2
i.i � 1/ai t

i�2 C
1
X

iD0
bi t

i

1
X

iD1
iai t

i�1 C
1
X

iD0
ci t

i

1
X

iD0
ai t

i D 0: (3.21)
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We compare next terms standing by powers t0, t1, t2, t3, : : :, and we obtain the
following recurrent set of unknown coefficients a0, a1, a2, : : :

c0a0 C b0a1 C 1 � 2a2 D 0 W t0
c1a0 C .c0 C b1/a1 C 2b0a2 C 2 � 3a3 D 0 W t1

: : :

(3.22)

Although a0 and a1 can be arbitrarily taken, but at least one of them should not
be equal to zero. They serve as the initial conditions: y.0/ D a0,

dy

dt
.0/ D a1. Then

we successively compute a2, a3, : : :

Example 3.2. Find a solution of the equation

d2y

dt2
C ty D 0:

We differentiate two times the solution

y D
1
X

iD0
ai t

i

to get

1
X

iD2
i.i � 1/ai t i�2 C t

1
X

iD0
ai t

i D 0:

Comparison of terms standing by the same powers of t yields the following
algebraic equations

2 � 1 � a2 D 0;

3 � 2 � a3 C a0 D 0;

4 � 3 � a4 C a1 D 0;

i.i � 1/ai C ai�3 D 0;

: : : : : : : : : : : : : : : :

Linear algebraic equations have the following solutions

a2 D 0; aiC3 D � ai

.i C 2/.i C 3/
; i D 0; 1; 2; : : :
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If we take a0 D 1, a1 D 0, then we obtain

a3.mC1/ D � a3m

.3mC 2/.3mC 3/
; m D 0; 1; 2; : : :

a3m D .�1/m
2 � 3 � 5 � 6 : : : .3m � 1/ � 3m; m D 1; 2; : : :

First solution has the form

y1 D 1C
1
X

mD1

.�1/mt3m
2 � 3 � 5 � 6 : : : .3m� 1/3m

:

Taking a0 D 0, a1 D 1 yields

a3mC4 D � a3mC1
.3mC 3/.3mC 4/

; m D 0; 1; 2; : : :

It means that a second solution is

y2.t/ D t C
1
X

mD1

.�1/mt3mC1

3 � 4 � 6 � 7 : : : 3m � .3mC 1/
:

All solutions of the investigated equation are governed by the following formula

y.t/ D C1y1.t/C C2y2.t/;

where C1, C2 are arbitrary constants. ut

Example 3.3. Find all solutions to the equation

d2y

dt2
C t

dy

dt
C y D 0:

We are looking for solutions in the following form

y D
1
X

iD0
ai t

i ;

and substitution of this series to the studied equation yields:

1
X

iD2
ai i.i � 1/t i�2 C t

1
X

iD1
ai i t

i�1 C
1
X

iD0
ai t

i D 0:
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Comparison of terms standing by some powers of t gives

.i C 1/.i C 2/aiC2 C .i C 1/ai D 0; i D 0; 1; 2; : : :

We take a0 D 1, a1 D 0 and we obtain

a2m D .�1/m
2 � 4 � 6 : : : .2m/; m D 1; 2; : : : ; a2mC1 D 0;

and hence

y1.t/ D 1 � t2

2
C t4

2 � 4 � t6

2 � 4 � 6 C � � � C .�1/mt2m
2 � 4 � 6 � : : : � .2m/ D e� t2

2

On the other hand, by taking a0 D 0, a1 D 1, we get

a2m D 0; a2mC1 D .�1/m
1 � 3 � 5 : : : .2mC 1/

; m D 0; 1; 2; : : : ;

and therefore

y2.t/ D
1
X

mD0

.�1/mt2m�1

1 � 3 � 5 : : : .2mC 1/
:

Finally, all solutions are given by

y.t/ D C1y1.t/C C2y2.t/:

�
One may deal with the equation

t2
d 2y

dt2
C tb.t/

dy

dt
C c.t/y D 0; (3.23)

and for analytical b.t/, c.t/ in the interval jt j < T , then for b.0/ ¤ 0, c.0/ ¤ 0 the
point t D 0 is called the regular singular point. If b.t/ D b1.t/

b0.t/
, and c.t/ D c1.t/

c0.t/
,

then the point t , where either b0.t/ D 0 or c0.t/ D 0, is called a singular point.
In what follows we show how to find a solution in the neighbourhood of singular
point t D t0 in the form of a power series. We take the following series

y D .t � t0/
�

1
X

iD0
ai .t � t0/i ; (3.24)
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where � and a0; a1; a2; a3 are going to be determined. Substitution of (3.24)
into (3.23) yields

Œ�.� � 1/C b0� C c0�a0 C fŒ�.� C 1/C b0.� C 1/C c0�a1 C .�b0 C c0/a0gt
C � � � C fŒ.� C i/.� C i � 1/C � � � C b0.� C i/C c0�ai C � � �

C.�b0 C c0/a0gt i C � � � D 0: (3.25)

Comparison of terms standing by the same powers of t allows to get the following
recurrent set of nonlinear algebraic equations

F0.�/a0 D 0;

F0.� C 1/a1 C F1.�/a0 D 0;

: : :

F0.� C i/ai C F1.� C i � 1/ai�1 C F2.� C i � 2/ai�2 C � � � C Fi .�/a0 D 0;
(3.26)

where

F0.�/ D �.� � 1/C b0� C c0;

Fm.�/ D �bm C cm; m D 1; 2; : : : (3.27)

Assuming a0 ¤ 0 one gets the following characteristic equation

�.� � 1/C b0� C c0 D 0: (3.28)

The following two possibilities exist depending on the difference of roots
�1 � �2:
(i) If �1 � �2 ¤ i (integer), then f0.�1 C i/ ¤ 0, f0.�2 C i/ ¤ 0. In this case two

non-dependent solutions have the following forms

y1.t/ D t�1
1
X

iD0
a1i t

i ;

y2.t/ D t�2
1
X

iD0
a2i t

i I (3.29)

(ii) If �1��2 D i (integer), then only one solution y1.t/ can be constructed. Second
solution has the following form

y2.t/ D y1.t/

Z

e� R

b.t/dt

y21.t/
dt: (3.30)

It means that the second solution is

y2.t/ D Cy1.t/ ln .t/C t�1
1
X

iD0
ai t

i ; (3.31)

where C is a constant, which can be equal to zero.
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Example 3.4. Solve the following ODE

2t2
d 2y

dt2
C .3t � 2t2/dy

dt
� .t C 1/y D 0:

Point t D 0 is a regular singular point. The corresponding characteristic
equation is

2�.� � 1/C 3� � 1 D 0;

having roots � D 1
2

and �2 D �1. Let us construct a solution associated with the
root �1:

y1 D t
1
2

1
P

iD0
ai t

i ; a0 ¤ 0; t > 0:

A successive differentiation gives

dy1

dt
D

1
X

iD0

�

i C 1

2

�

ai t
i� 1

2 ;

d 2y1

dt2
D

1
X

iD0

�

i C 1

2

��

i � 1

2

�

ai t
i� 3

2 :

Substitution of y1,
dy1
dt

, d
2y1
dt2

to the studied equation yields

2t2
1
X

iD0

�

i 2 � 1

4

�

ai t
i� 3

2 C t.3�2t/
1
X

iD0

�

i C 1

2

�

ai t
i� 1

2 � .tC1/

1
X

iD0
ai t

iC 1
2 D 0;

or equivalently

1
X

iD0
i.2i C 3/ai t

i �
1
X

iD0
2.i C 1/ai t

iC1 D 0:

Comparison of terms standing by the same powers of t gives the following
recurrent set of linear algebraic equations

i.2i C 3/ai D 2iai�1; i D 1; 2; : : :

Taking a0 D 1 we get

ai D 2i

5 � 7 � 9 � : : : � .2i C 3/
; i D 1; 2; : : :
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and hence

y1.t/ D p
t

 

1C
1
X

iD1

.2t/i

5 � 7 � 9 � : : : � .2i C 3/

!

:

A solution corresponding to the root �2 has the form

y2.t/ D 1

t

1
X

iD0
ai t

i :

Substitution of y2,
dy2
dt

, d
2y2
dt2

to the studied ODE gives

2.i � 1/.i � 2/ai C 3.i � 1/ai � 2.i � 2/ai�1 � ai�1 � ai D 0;

or equivalently

i.2i � 3/ai D .2i � 3/ai�1; i D 1; 2; 3; : : :

Taking a0 D 1, we get

a1 D 1; a2 D 1

2Š
; a3 D 1

3Š
; : : : ; ai D 1

iŠ
; : : : ;

and therefore

y2.t/ D 1

t

�

1C t C t2

2Š
C � � � C t i

i Š
C � � �

�

D et

t
:

Finally, the being sought general solution has the following form

y D C1y1.t/C C2y2.t/;

where C1, C2 are constants.

�

3.2.2 Hypergeometric (Gauss) Equation

A hypergeometric (or a Gauss) equation has the following form

t.t � 1/d
2y

dt2
C Œ�
 C .˛ C ˇ C 1/t�

dy

dt
C ˛ˇy D 0: (3.32)
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Observe that points t D 0 and t D 1 are singular. In the vicinity of t D 0

Eq. (3.32) can be presented in the following form

d2y

dt2
C
Œ
 � .˛ C ˇ C 1/t�

1
P

iD0
t i

t

dy

dt
�
˛ˇ

1
P

iD0
t iC1

t2
y D 0: (3.33)

The characteristic equation associated with (3.33) has the form

�.� � 1/C 
� D 0; (3.34)

and its roots are: �1 D 0, �2 D 1 � 
 . For 
 2 N , N > 0 one may construct
two linearly independent solutions of (3.33) in the series form being convergent for
jt j < 1.

We show how to solve Eq. (3.32) when 
 is not a non-positive integer number.
A solution corresponding to �1 D 0 has the following form

y1.t/ D
1
X

iD0
ai t

i : (3.35)

Substituting y1,
dy1
dt

, d2y1
dt2

to (3.32), and comparing the terms standing by the
same powers of t we obtain

i.i � 1/ai�.i C 1/iaiC1 � 
.i C 1/aiC1 C .˛ C ˇ C 1/iai C ˛ˇai D 0;

aiC1 D i.i � 1/C i.˛ C ˇ C 1/C ˛ˇ

.i C 1/.i C 
/
ai

D .˛ C i/.ˇ C i/

.i C 1/.
 C i/
ai ; i D 0; 1; 2; : : : (3.36)

Taking a0 D 1 we get

a1D˛ˇ



; a2D˛.˛ C 1/ˇ.ˇ C 1/

2Š
.
 C 1/
; a3D˛.˛ C 1/.˛ C 2/ˇ.ˇ C 1/.ˇ C 2/

3Š
.
 C 1/.
 C 2/
;

: : : ; aiD˛.˛ C 1/ : : : .˛ C i � 1/ˇ.ˇ C 1/.ˇ C 2/ : : : .ˇ C i � 1/

i Š
.
 C 1/.
 C 2/ : : : .
 C i � 1/ :

(3.37)
Therefore

y1.t/ D 1C
1
X

iD1

˛.˛C1/.˛C2/ : : : .˛Ci�1/ˇ.ˇ C 1/.ˇ C 2/ : : : .ˇ C i � 1/
i Š
.
 C 1/.
 C 2/ : : : .
 C i � 1/

t i

D F.˛; ˇ; 
; t/:
(3.38)
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The function F.˛; ˇ; 
; t/ is called the hyper-geometric function. The correspon-
ding series on the right-hand side of (3.38) is called the hyper-geometric series and
it is convergent for jt j < 1.

A second solution is sought in the form

y2.t/ D t1�

1
X

iD0
ai t

i : (3.39)

We introduce a new variable

y D t1�
x; (3.40)

and hence

dy

dt
D t1�


dx

dt
C .1 � 
/t�
x;

d 2y

dt2
D t1�


d 2x

dt2
C 2.1 � 
/t�
 dx

dt
� 
.1 � 
/t�
�1x:

(3.41)

Substituting (3.40), (3.41) to (3.32) one gets

t.t � 1/d
2x

dt2
C f�.2 � 
/C Œ1C .˛ C 1 � 
/C .ˇ C 1 � 
/�tg dx

dt

C.˛ C 1 � 
/.ˇ C 1 � 
/x D 0:

(3.42)

Observe that Eq. (3.42) is also a hypergeometric equation with the parameters
˛ C 1 � 
 , ˇ C 1 � 
 , 2 � 
 .

Finally, the general solution of Eq. (3.32) has the following form

y.t/ D C1F.˛; ˇ; 
; t/C C2t
1�
F.˛ C 1 � 
; ˇ C 1 � 
; 2 � 
; t/: (3.43)

We show also how to solve the hypergeometric equation in the neighbourhood of
the singular point t D 1. We transform Eq. (3.32) to its equivalent form

	.	 � 1/d
2y

d	2
C Œ�.˛ C ˇ C 1 � 
/C .˛ C ˇ C 1/	�

dy

d	
C ˛ˇy D 0 (3.44)

by introduction of the independent variable t D 1 � 	 , which has the singularity in
the point 	 D 0 (the case previously studied).

Two linearly independent solutions have the form

y1.	/ D F.˛; ˇ; ˛ C ˇ C 1 � 
; 	/;
y2.	/ D 	
�˛�ˇF.
 � ˇ; 
 � ˛; 
 C 1 � ˛ � ˇ; 	/:

(3.45)

It should be emphasized that in many cases hypergeometric functions can be
expressed by elementary functions for certain particular values of ˛, ˇ and 
 .
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For instance, the following observation holds for jt j < 1:

(i) F.1; ˇ; ˇ; t/ D 1
1�t ,

(ii) ln .1C t/ D tF .1; 1; 2;�t/,
(iii) F.˛; ˇ; ˛; t/ D .1� t/�ˇ ,
(iv) ln 1Ct

1�t D 2tF
�

1
2
; 1; 3

2
; t2
�

.

3.2.3 The Legendre Equation and Legendre Polynomials

The Legendre equation has the following form

.1 � t2/ d
2y

dt2
� 2t dy

dt
C n.nC 1/y D 0; n 2 N; (3.46)

and its solutions are expressed by the so-called Legendre polynomials of the form

Pn.t/ D 1

2nnŠ

dn.t2 � 1/n

dtn
; (3.47)

being known as the Rodrigues representation, and n stands for the equation order.
We show that Legendre polynomials Pn.t/, Pm.t/ are orthogonal in the interval

.�1; 1/, i.e. the following relation is satisfied

1
R

�1
Pm.t/Pn.t/dt D 0; for m ¤ n: (3.48)

Substitution of the Legendre polynomials to the Legendre equation (3.46) yields

d

dt

�

.1 � t2/
dPm.t/

dt

	

Cm.mC 1/Pm.t/ D 0;

d

dt

�

.1 � t2/
dPn.t/

dt

	

C n.nC 1/Pn.t/ D 0: (3.49)

We multiply first (second) equation by Pn.t/ (Pm.t/) in the interval .�1; 1/, and
we obtain

Œm.mC 1/� n.nC 1/�

1
Z

�1
Pm.t/Pn.t/dt D I1 � I2; (3.50)

where

I1 D
1
R

�1

n

Pm.t/
d
dt

h

.1 � t2/ dPn.t/
dt

io

dt;

I2 D
1
R

�1

n

Pn.t/
d
dt

h

.1� t2/
dPm.t/

dt

io

dt:

(3.51)
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Applying an integration by parts we get

I1 D .1� t 2/Pm.t/
dPn.t/

dt

ˇ

ˇ

ˇ

tD1

tD�1
�

1
R

�1

.1� t 2/
dPm.t/

dt

dPn.t/

dt
dt D �

1
R

�1

.1� t 2/
dPm.t/

dt

dPn.t/

dt
dt;

I2 D .1� t 2/Pn.t/
dPm.t/

dt

ˇ

ˇ

ˇ

tD1

tD�1
�

1
R

�1

.1� t 2/
dPn.t/

dt

dPm.t/

dt
dt D �

1
R

�1

.1� t 2/
dPn.t/

dt

dPm.t/

dt
dt:

(3.52)

Taking into account (3.52) in (3.50) we obtain

Œm.mC 1/� n.nC 1/�

1
Z

�1
Pm.t/Pn.t/dt D 0; (3.53)

and because m ¤ n we finally get

1
Z

�1
Pm.t/Pn.t/dt D 0: (3.54)

One may prove additionally that

Pn.�t/ D .�1/nPn.t/: (3.55)

Now we are going to show that (3.47) satisfies (3.46). We introduce the following
new variable

	 D 1 � t

2
; (3.56)

and hence

dy

dt
D �1

2

dy

d	
;

d 2y

dt2
D 1

4

d2y

d	2
: (3.57)

Substituting (3.56), (3.57) into (3.46) we get

1

4
Œ1 � .1 � 2	/2�d

2y

d	2
C .1 � 2	/ dy

d	
C n.nC 1/y D 0; (3.58)

or equivalently

	.	 � 1/
d2y

d	2
C .�1C 2	/

dy

d	
� n.nC 1/y D 0: (3.59)

Consider a polynomial

Pn.t/ D a0 C a1t C a2t
2 C � � � C ant

n: (3.60)
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We say that Pn.t/ satisfies (3.46) whenever Pn.t/ D 1, and then Pn.t/ is called
a Legendre polynomial. If we make the following choice

an D .2n/Š

2n.nŠ/2
D 1 � 3 � 5 � � � � � .2n � 1/

nŠ
; (3.61)

then Pn.t/ D 1 is satisfied.
It can be shown (see Example 3.5) that

akC2 D � .n � k/.nC k C 1/

.k C 1/.k C 2/
; k D 0; 1; 2; : : : : (3.62)

Taking k D n � 4, and then n ! nC 2, we obtain

an�2 D � .n � 1/n

22.2n � 1/
an D � .2n� 2/Š

2n.n � 1/Š.n� 2/Š
; (3.63)

which can be generalized for n � 2m � 0 to the following formula

an�2m D .�1/m .2n � 2m/Š

2nmŠ.n�m/Š.n� 2m/Š
; (3.64)

and the series takes the form

M
X

mD0
.�1/m .2n � 2m/Š

2nmŠ.n �m/Š.n � 2m/Š ; (3.65)

whereM D n
2

(n is even), M D n�1
2

(n is odd).
It can be proved that for n even (odd), any polynomial solution y.t/ of (3.46)

which has only even (odd) powers of t is a multiple of Pn.t/.
In what follows we prove that (3.60) is the solution to the Legendre

equations (3.46).
We take

R.t/ D .t2 � 1/n; (3.66)

and hence

d

dt
R D 2nt.t2 � 1/n�1: (3.67)

Multiply both sides of by t2 � 1 we obtain

.t2 � 1/
dR

dt
D 2nt.t2 � 1/ D 2ntR; (3.68)
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and hence

.t2 � 1/dR
dt

� 2ntR D 0: (3.69)

We apply the Leibniz rule for differentiation

.f � g/n D
�

n

k

�

f .k/g.n�k/; (3.70)

and we obtain

.t2 � 1/
dnC2R
dtnC2 C 2.nC 1/t

dnC1R
dtnC1 C 2n.nC 1/

1 � 2
dnR

dtn

C � 2nt
dnC1R
dtnC1 � 2n.nC 1/

dnR

dtn
D 0:

(3.71)

Substituting V D dnR
dtn

to (3.71) yields

.1 � t2/d
2V

dt2
� 2t dV

dt
C n.nC 1/V D 0: (3.72)

It means that V D dnR
dtn

is the solution to the Legendre equation.
We may take

Pn.t/ D ˛V.t/ D ˛
dn

dtn
.t2 � 1/n; ˛ 2 R: (3.73)

Observe that

dn

dtn
.t2�1/n D dn

dtn
Œ.t �1/.tC1/�n D nŠ.tC1/C terms with .t �1/: (3.74)

We take, however, t D 1 and hence

dn

dtn
.t2 � 1/n

ˇ

ˇ

ˇ

ˇ

tD1
D 2nnŠ: (3.75)

Therefore, since Pn.t/ D 1, we obtain

Pn.t/ D 1

2nnŠ

dn

dtn
.t2 � 1/n: (3.76)

Equation (3.59) is a hyper-geometric equation with parameters ˛ D n C 1,
ˇ D �n, 
 D 1. Therefore, its solution is

y1.t/ D F

�

nC 1;�n; 1; 1 � t
2

�

D Pn.t/: (3.77)
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For instance, for n D 1; 2; 3; 4 we obtain

P1.t/ D F

�

2;�1; 1; 1 � t

2

�

D t;

P2.t/ D F

�

3;�2; 1; 1 � t
2

�

D 1

2
.3t2 � 1/;

P3.t/ D F

�

4;�3; 1; 1 � t
2

�

D 1

2
.5t3 � 3t/;

P4.t/ D F

�

5;�4; 1; 1 � t
2

�

D 1

8
.35t4 � 30t2 C 3/;

: : :

(3.78)

Example 3.5. Find a general solution to the Legendre equation (3.46) using the
following series

y D
1
X

kD0
akt

k:

We have

dy

dt
D kakt

k�1;
d 2y

dt2
D k.k � 1/akt

k�2;

and substituting the formulas given in the above to Eq. (3.46) we get

1
X

kD0

�

.1 � t2/k.k � 1/akt
k�2 � 2tkakt

k�1 C n.nC 1/akt
k

 D 0;

X�

k.k � 1/akt
k�2 � k.k � 1/aktk � 2kakt

k C n.nC 1/akt
k

 D 0;

X�

.k C 2/.k C 1/akC2 C Œ�k2 C k � 2k C n.nC 1/�ak



tk

D
1
X

kD0
Œ.k C 2/.k C 1/akC2 C .n � k/.nC k C 1/ak� t

k :

Therefore, we find

akC2 D � .n � k/.nC k C 1/

.k C 1/.k C 2/
; k D 0; 1; 2; : : : :
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Observe that

a2 D � n.nC 1/

2Š
a0; a3 D � .n � 1/.nC 2/

3Š
a1;

a4 D � .n � 2/.nC 3/

3 � 4 a2 D .�1/2 n.n � 2/.nC 1/.nC 3/

4Š
a0;

a5 D .�1/2 .n � 1/.n � 3/.nC 2/.nC 4/

5Š
a1; : : : :

By deduction we have

a2m D .�1/m n.n � 2/ : : : .n � 2mC 2/.nC 1/.nC 3/ : : : .nC 2mC 1/

.2m/Š
a0;

a2mC1 D .�1/m .n � 1/.n� 3/ : : : .n � 2mC 1/.nC 2/.nC 4/ : : : .nC 2m/

.2mC 1/Š
a1:

We may choose a0 and a1 in an arbitrary manner. Taking a0 D 1, a1 D 0 we
obtain

y1 D 1 � n.nC 1/

2Š
t2 C � � � C .�1/m .n � 2mC 2/ : : : .nC 2m � 1/

.2m/Š
t2m C : : : ;

whereas taking a0 D 0, a1 D 0 we get

y2 D t � .n � 1/.nC 2/

3Š
t3 C � � � C .�1/m .n � 2mC 1/ : : : .nC 2m/

.2mC 1/Š
t2mC1 C � � � :

The general solution is

y D C1y1 C C2y2;

where C1, C2 are arbitrary constants.

Example 3.6. Solve the Cauchy problem of the following Legendre equation

.1 � t2/
d 2y

dt2
� 2t

dy

dt
C 6y D 0;

for y.0/ D 0, dy
dt
.0/ D �2.

Owing to the earlier considerations we have n D 2, and therefore we have the
following solution

y1 D Cp2.t/ D C

2
.3t2 � 1/;
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but this solution does not satisfy the initial conditions. Taking into account the initial
conditions and observing that t D 0 is a regular (non-singular) point we are looking
for a solution in the following form

y.t/ D �2t C
1
X

iD2
ai t

i :

Substituting y, dy
dt

and d2y

dt2
into the investigated equation we get

.1 � t2/

1
X

iD2
i.i � 1/ai t

i�2 � 2t
 

�2C
1
X

iD2
iai t

i�1
!

C 6

 

�2t C
1
X

iD2
ai t

i

!

D 0;

and this equation yields relations

a1 D �2; a2 D 0; .i C 2/.i C 1/aiC2 D .i C 3/.i � 2/ai ; i D 1; 2; : : :

allowing to find

a2iC1 D 1
2

�

3
2i�1 � 1

2iC1
�

; i D 1; 2; : : :

Finally, the solution is

y D
1
X

iD0

1

2

�

3

2i � 1 � 1

2i C 1

�

t2iC1 D �3
2
t C 1

2
.3t2 � 1/

1
X

iD1

t2i�1

i

D 1

4
.3t2 � 1/ ln

1C t

1 � t
� 3

2
t:

�

3.2.4 The Bessel Equation

The Bessel equation has the following form

t2
d 2y

dt2
C t

dy

dt
C .t2 �m2/y D 0: (3.79)

One may observe that Eq. (3.79) is not changed during transformation t ! �t ,
therefore we consider only the case t > 0. This equation possesses one singular
point t D 0 and its characteristic equation corresponding to t D 0 has the following
form

�.� � 1/C � �m2 D 0; (3.80)
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or equivalently

�2 �m2 D 0: (3.81)

It means that �1;2 D ˙m assuming m ¤ 0. A solution to (3.79) is sought in the
following series form

y D
1
P

iD0
ai t

iC� ; a0 ¤ 0: (3.82)

We obtain

dy

dt
D

1
X

iD0
.i C �/ai t

iC��1;
d 2y

dt2
D

1
X

iD0
.i C �/.� C i � 1/ai t iC��2; (3.83)

and substituting (3.82), (3.83) into (3.79) we get

t�
1
X

iD0
.iC�/.�Ci�1/ai t i Ct�

1
X

iD0
.iC�/ai t i Ct�

1
X

iD0
ai t

iC2�t�
1
X

iD0
m2ai t

i D 0;

(3.84)

or equivalently

1
X

iD0
Œ.� C i/2 �m2�ai t

i C
1
X

iD0
ai t

iC2 D 0: (3.85)

Comparing terms standing by the same powers of t we obtain

.�2 �m2/a0 D 0; Œ.� C 1/2 �m2�a1 D 0;
�

.� C i/2 �m2



ai C ai�2 D 0; i D 2; 3; : : : (3.86)

Firstly, let us construct a solution corresponding to � D m. We take a0 ¤ 0,
a1 D 0, and we get

ai D � ai�2
i.2mC i/

; i D 2; 3; : : : (3.87)

Therefore, we obtain

a2kC1 D 0; k D 0; 1; 2; : : : ;

a2 D � a0

22 � 1 � .mC 1/
; a4 D a0

24 � 2Š.mC 1/.mC 2/
; : : : ;

a2i D .�1/i a0

22i � i Š.mC 1/.mC 2/ : : : .mC i/
; (3.88)
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and the solution has the form

y1.t/ D
1
X

iD0
.�1/i a0

22i � i Š.mC 1/.mC 2/ : : : .mC i/
t2iCm: (3.89)

One may verify using, for instance, the D’Alembert’s principle, that series (3.89)
is uniformly convergent on a finite arbitrary taken interval t 2 .0; T /.

In what follows we take

a0 D 1

2m�.mC 1/
; (3.90)

where �.˛/ is well-known Gamma-function

�.˛/ D
1
Z

0

t˛�1e�t dt; ˛ > 0: (3.91)

Using the property

�.mC 1/ D m�.m/; (3.92)

we get

y1.t/ D
1
X

iD0
.�1/i 2ma0

i Š.mC 1/.mC 2/ : : : .mC i/

�

t

2

�2iCm

D
1
X

iD0
.�1/i 2m

2miŠ�.mC 1/.mC 1/.mC 2/ : : : .mC i/

�

t

2

�2iCm
(3.93)

D
1
X

iD0
.�1/i 1

i Š�.mC i C 1/

�

t

2

�2iCm
� Jm.t/;

where Jm.t/ is called the mth order Bessel function.
A second solution y2.t/ being linearly independent on y1.t/ is assumed in the

following form

y2.t/ D
1
X

iD0
ai t

i�m: (3.94)

The following algebraic equation serve for determination of ai coefficients for
� D �m:

.m2 �m2/a0 D 0; .1 � 2m/a1 D 0; : : : ; Œ.�mC i/2 �m2�ai C ai�2 D 0:

(3.95)



72 3 Second-Order ODEs

Taking a0 ¤ 0, a1 D 0 we get

a2iC1 D 0; a2i D � a2i�2
22i.�mC i/

: (3.96)

For m ¤ C , where C is integer, we obtain

a2i D .�1/i a0

22i i Š.�mC 1/.�mC 2/ : : : .�mC i/
; (3.97)

and hence

y2.t/ D
1
X

iD0
.�1/i a0

22i i Š.�mC 1/.�mC 2/ : : : .�mC i/
t2i�m: (3.98)

Assuming

a0 D 1

2�m�.�mC 1/
; (3.99)

we get

y2.t/ D
1
X

iD0
.�1/i 1

i Š�.�mC i C 1/

�

t

2

�2i�m
� J�m.t/; (3.100)

where J�m.t/ is called the mth order Bessel function with the negative index.
Finally, a general solution of the Bessel equation (3.79) has the following form

y.t/ D C1Jm.t/C C2J�m.t/: (3.101)

Although the majority of the studied through special functions cases refer to
real-world applications modelling of mechanical continuous objects and governed
by partial differential equations, there are also direct problems yielding the Bessel
equation.

Example 3.7 ([108]). Consider a vertical beam of mass m and length L which is
deflected due to its own weight.

It is known from the theory of materials strength that, assuming the beam stiffness
EI , whereE is the Young modulus and I is the moment of inertia of the beam cross
section regarding its neutral axis, the beam curvature is governed by the following
differential equation

Ry
.1C Py2/ 32

D ˙M.x/

EI
;
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Fig. 3.1 The beam deflection
caused by its own weight

where dot denotes dy

dx
, and M.x/ is the bending moment. Assuming small beam

deflection the second-order differential equation is simplified to the form

d2y

dx2
D ˙M.x/

EI
; (	)

and this equation is called the differential equation of the deflected beam axis. If we
take the beam element d� located in the distance � from the introduced rectangular
coordinates origin (see Fig. 3.1), then

dM.x/ D �.qd
/.� � y/

or equivalently

M.x/ D �
L
Z

x

q.� � y/d
;

where q D mg

L
. For a small deflection we have � D 


dy

dx
. We substitute M.x/ to

Eq. (	), and then we differentiate both sides of the obtained equation with respect to
d
dx

to get

EI
d3y

dx3
D �q

ˇ

ˇ

ˇ

ˇ


dy

dx
� y

ˇ

ˇ

ˇ

ˇ

L

x

D �q
�

L
dy

dx
� y � x

dy

dx
C y

	

D �q.L � x/
dy

dx
:

(		)
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We introduce the new variable

z D 2

3

r

q

EI
.L � x/

3
2 ;

d z

dx
D �

r

q

EI
.L � x/

1
2 :

We successively proceed with the differentiation process of the form

dy

dx
D dy

d z

d z

dx
D �

r

q

EI
.L � x/ 12 Py D � Pyz

1
3

3

r

3

2

q

EI
;

d2y

dx2
D d2y

d z2

�

d z

dx

�

C dy

d z

d2z

dx2
D
�

3

2

q

EI

� 2
3
�

Ryz
2
3 C 1

3
Pyz� 1

3

�

;

d 3y

dx3
D d3y

d z3

�

dy

dx

�3

C 3
d2y

d z2
d z

dx

d2z

dx2
C dy

d z

d3z

dx3
D 3

2

q

EI

�

�«yz � Ry C 1

9
Pyz�1

�

:

Substituting the derived formulas to (		) we get

«y C 1

z
C
�

1 � 1

9z2

�

Py D 0;

and by introducing Py D u we finally obtain

d2u

d z2
C 1

z

du

d z
C
�

1 � 1

9z2

�

u D 0:

We have got the Bessel equation of m D 1
3

order. Its solution has the following
form

u.z/ D C1J1=3.z/C C2J�1=3.z/:

�

The so far studied examples show that the problem of finding solutions to the
Bessel equation is reduced to that of finding Bessel functions. In what follows we
show that if m 2 C then

J�n.t/ D .�1/nJn.t/: (3.102)

Note that �.�nC i C 2/ D 1 for i D 0; 1; : : : ; n � 1; and hence

J�n.t/ D
1
X

iD0

.�1/n � t
2

��nC2i

i Š�.�nC i C 1/
D

1
X

iDn

.�1/i � t
2

��nC2i

�.i C 1/�.�nC i C 1/
:
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Introducing i D nCm we obtain

J�n.t/ D
1
X

kD0

.�1/kCn

�.k C 1/�.k C nC 1/

�

t

2

�2kCn
D .�1n/Jn.t/: (3.103)

One may prove also the following relations

d

dt
ŒtmJm.t/� D tmJm�1.t/;

d

dt
Œt�mJm.t/� D � t�mJmC1.t/; (3.104)

for arbitrarym.
There is also the following formula allowing to find the m C 1 order Bessel

function assuming that the Bessel functions of orderm andm � 1 are known:

Jm�1.t/C JmC1.t/ D 2m

t
Jm.t/: (3.105)

Example 3.8. Find the following Bessel functions: J1=2.t/; J�1=2.t/; J3=2.t/:

J1=2.t/ D
p
tp

2�
�

3
2

�

�

1 � t2

2 � 3 C t4

2 � 4 � 3 � 5 � t6

2 � 4 � 6 � 3 � 5 � 7 C � � �
	

D 1p
2t�

�

3
2

�

�

t � t3

3Š
C t5

5Š
� t7

7Š
C � � �

	

D 1p
2t�

�

3
2

� sin .t/:

Since

�

�

3

2

�

D 1

2
�

�

1

2

�

D 1

2

1
Z

0

e�t dtp
t

D
1
Z

0

e�s2ds D
p
�

2
;

therefore

J1=2.t/ D
r

2

�t
sin .t/;

J�1=2.t/ D
p
2p

t�
�

1
2

�

�

1 � t2

2Š
C t4

4Š
� t6

6Š
C � � �

�

D
r

2

�t
cos .t/:

Owing to formula (3.105) for m D 1
2

we obtain
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J3=2.t/ D2 � 1
2

t
J1=2.t/ � J�1=2.t/

D1

t

r

2

�t
sin .t/ �

r

2

�t
cos .t/ D

r

2

�t

�

sin .t/

t
� cos .t/

�

:

�

3.2.5 ODEs with Periodic Coefficients

In order to familiarize with the problems of systems governed by linear ODE with
periodic coefficients we consider one degree-of-freedom mechanical system small
vibrations (see Fig. 3.2). There is a body of mass m at distance l from the axis of
rotation. The body is put in a massless box by means of two springs (each one of
stiffness k).

During the motion a body of mass m moves along the slideways and its moment
of inertia B with respect to the point 0 varies. In order to derive the equations
of motion we make use of a theorem, which states that derivative of the angular
momentum with respect to time equals the sum of all torques acting on the system

d .B P'/
dt

D
X

i

Mi : (3.106)

Fig. 3.2 Parametric
vibrations under
excitation M.t/
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Let the motion of the mass in the sideways be described by a function a sin!t ,
then a moment of inertia reads

B D m.l C a sin!t/2: (3.107)

Left-hand side of Eq. (3.107) is described by the formula

d

dt
.B P'/ D B R' C dB

dt
P' D m.l C a sin!t/2 R' C 2m.l C a sin!t/a! P' cos!t;

(3.108)

where: !2 D 2km�1. Since, the torque comes from earthpull and from external
torqueM.t/, we have

X

Mi D �mg.l C a sin!t/ sin ' CM.t/: (3.109)

Assuming sin ' 
 ' by Eq. (3.106) we find

R' C P.t/ P' CQ.t/' D R.t/; (3.110)

where

P.t/ D 2a! cos!t

l C a sin!t
; Q.t/ D g

l C a sin!t
; R.t/ D M.t/

m.l C a sin!t/2
: (3.111)

Next, we will consider Eq. (3.110). Let us introduce a new variable y.t/ defined
as follows

'.t/ D y.t/ exp

2

4�1
2

t
Z

t0

P.	/d	

3

5 : (3.112)

By Eq. (3.112) we obtain

P'.t/ D
�

Py � 1

2
Py

�

exp

2

4�1
2

t
Z

t0

P.	/d	

3

5 ;

R' D
�

Ry � P Py � 1

2
PPy C 1

4
P 2y

�

exp

2

4�1
2

t
Z

t0

P.	/d	

3

5 : (3.113)

Substituting (3.113) into Eq. (3.110), the term with the first-order derivative P' is
cancelled. We obtain

Ry C p.t/y D r.t/; (3.114)
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where

p.t/ D Q C 1

4
P 2 � 1

2
PP ; r.t/ D R exp

2

4

1

2

t
Z

t0

P.	/d	

3

5 : (3.115)

If p .t/ D p .t C T / ; where T is a period of changes of the coefficient p, then
Eq. (3.114) will be called Hill’s equation [162]. Consider the case r .t/ D 0. Let
y1 .t/ and y2 .t/ be solutions of Eq. (3.114). We choose the solution so that it
satisfies the following initial conditions

y1.0/ D 1; Py1.0/ D 0;

y2.0/ D 0; Py2.0/ D 1: (3.116)

If y1.t/ and y2.t/ are the independent solutions, then y1 .t C T / and y2 .t C T /

are the independent solutions as well. The latter can be expressed as linear
combinations

y1.t C T / D'11y1.t/C '12y2.t/;

y2.t C T / D'21y1.t/C '22y2.t/: (3.117)

Then, taking into account (3.116) we get

y1.T / D '11; Py1.T / D '12;

y2.T / D '21; Py2.T / D '22: (3.118)

By Eq. (3.114) we get

Ry1 C p.t/y1 D 0; Ry2 C p.t/y2 D 0: (3.119)

Next multiplying the first equation (3.119) by .�y2/, the second one by y1 and
adding them, we find

Ry2y1 � Ry1y2 D 0: (3.120)

Integration of the above equation yields

Py2y1 � Py1y2 D C; (3.121)

where C is a constant.
Substituting 0 and T into (3.121) for periodic solutions we obtain

Py2 .T / y1 .T /� Py1 .T / y2 .T / D Py2 .0/ y1 .0/� Py1 .0/ y2 .0/ ; (3.122)
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and taking into account (3.116) and (3.118) we get

'22'11 � '12'21 D 1: (3.123)

Let us introduce the following multiplier �:

y1.t C T / D �y1.t/; y2.t C T / D �y2.t/: (3.124)

After taking into account the above equations in (3.117) we get a characteristic
equation

ˇ

ˇ

ˇ

ˇ

'11 � � '12
'21 '22 � �

ˇ

ˇ

ˇ

ˇ
D 0 (3.125)

or in the expanded form

�2 � �.'22 C '11/C 1 D 0; (3.126)

because '22'11 � '12'21 D 1.
Roots of Eq. (3.126) are called multipliers and take the values

�1;2 D ˛ ˙
p
˛2 � 1; (3.127)

where

˛ D 1

2
.'11 C '22/ : (3.128)

Both multipliers are either real or complex. Their dependence on the parameter
˛ is presented in Fig. 3.3

Fig. 3.3 Graph of
dependence of the multipliers
on the parameter ˛



80 3 Second-Order ODEs

It follows from Eq. (3.127) that for any value of ˛ we have

�1�2 D 1: (3.129)

In the interval j˛j < 1 multiplier � is complex of a unit absolute value and we
will write it in the form

�1;2 D exp.˙i�IT /; (3.130)

where

e˙i�I T D cos�IT ˙ i sin�IT D ˛ ˙ i
p
1 � ˛2;

0 < j�IT j < T;

hence 0 < j�I j < 1. According to Vieta’s formulas (3.129) and �1 C �2 D 2˛, the
sign of ˛ decides whether both real roots are negative or positive.

In the interval j˛j > 1 multipliers � are real and can be presented as follows

�1;2 D ˙ exp .˙�RT / ; (3.131)

where �R takes on values 0 < �R < 1. For ˛ D 1 we have �1 D �2 D 1, and for
˛ D �1 we have�1 D �2 D �1. For � D 1 or � D �1 the solution is periodic and
in the first case has the form

y .t C T / D y .t/ (3.132)

while in the second case

y .t C 2T / D �y .t C T / D y .t/ ; (3.133)

and this means a solution of period T and 2T , respectively. If � > 1 .j˛j > 1/, then
the solution y.t/ grows unbounded as time increases and it is unstable. A stable
solution occurs for � � 1 (� < 1 occurs for a system with damping). On the
boundary between stable and unstable solution a periodic one appears (for j�j D 1,
j˛j D 1).

Introducing a new function ˆ.t/ such that

y .t/ D ˆ.t/ exp .�t/ D ˆ.t/ exp .�R C i�I / t (3.134)

we obtain

y.t C T / D ˆ.t C T / exp.�.t C T // D y.t/ exp.�T / D ˆ.t/ exp.�t/ exp.�T /:
(3.135)
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Equating the second and last part of the equality (3.135) we obtain
ˆ.t C T / D ˆ.t/, so the functionˆ.t/ is periodic of period T .

Since the function y.�t/ is also a solution, the complete solutions of Hill’s
equation has the form

y .t/ D C1 exp .�t/ˆ .t/C C2 exp .��t/ˆ .�t/ (3.136)

where C1 and C2 are constant determined by initial conditions. As one can see, the
solution is always unstable unless � is imaginary.

For �1;2 D 1 (�1;2 D e�T , 1 D e�T , hence � D 0) a solution of Hill’s equation
has the form

y.t/ D C1ˆ1.t/C C2tˆ2.t/; (3.137)

while for �1;2 D �1 (�1 C i0 D e�T , cosT ˙ i sin T D e˙iT , hence � D ˙i ) a
solution is

y.t/ D C1 exp.i t/ˆ1.t/C C2t exp.i t/ˆ2.t/; (3.138)

provided that ˆ1 D ˆ1 .t C 2T / and ˆ2 D ˆ2 .t C 2T /. Both solutions described
by the formulas (3.137) and (3.138) are unstable because of the occurrence of t in
the second terms of both formulas.

To sum up, one needs to emphasize that a periodic solution appears on the
boundary of stability loss. Finding of periodic solutions of periods T and 2T

determine the boundary of stability loss (points � D ˛ D 1 and � D ˛ D �1
from Fig. 3.3 determine the boundary of stability).

Now, we consider two particular cases of Hill’s equation. First, we discuss a
so-called Meissner’s equation (see [167]):

Ry C p .t/ y D 0; (3.139)

where a graph of p .t/ is depicted in Fig. 3.4.
The equation of motion has the form

Rya C a2ya D 0 for 0 < t �mT � T1

Ryb C b2yb D 0 for T1 < t �mT � T
(3.140)

where m D 0; 1; 2; : : :. A general solution of the first equation of (3.140) can be
written as

ya D C .1/
a cosat C C .2/

a sin at : (3.141)

Hence, we have

fXag D
�

ya
Pya
�

D
�

cos at sin at
�a sin at a cos at

	�

C .1/
a

C .2/
a

�

(3.142)
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Fig. 3.4 Periodic changes
of the coefficient p.t/
(Meissner’s equation)

Similarly, we get for the second equation of (3.141)

fXbg D
�

yb
Pyb
�

D
�

cos bt sin bt
�b sin bt b cos bt

	
 

C
.1/

b

C
.2/

b

!

: (3.143)

For t D T1 we have the condition

fXa .T1/g D fXb .T1/g : (3.144)

Let f'1 .t/g designate the first general solution of the initial conditions
f'1.0/g D Œ1 0�T . By Eq. (3.142) we get

�

1

0

�

D
�

1 0

0 a

	�

C .1/
a

C .2/
a

�

; (3.145)

and hence
�

C .1/
a

C .2/
a

�

D
�

1

0

�

: (3.146)

Substituting (3.146) into (3.142) we obtain

f'1a .t/g D
�

cosat
�a sin at

�

: (3.147)

Bearing in mind that we have

A D ŒAjk� D
�

b cos bT1 b sin bT1
� sin bT1 cos bT1

	

; ŒAjk�
T D

�

b cos bT1 � sin bT1
b sin bT1 cos bT1

	

;

and hence A�1 D
h

Ajk
det A

iT

.
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The condition (3.144) has the form

f'1a .T1/g D f'1b .T1/g : (3.148)

Thus, Eqs. (3.147) and (3.143) yield

�

cos aT 1
�a sin aT 1

�

D
�

cos bT 1 sin bT 1
�b sin bT 1 b cos bT 1

	
 

C
.1/

b

C
.2/

b

!

: (3.149)

Solving Eq. (3.149) we get
 

C
.1/

b

C
.2/

b

!

D 1

b

�

b cos bT1 � sin bT1
b sin bT1 cos bT1

	�

cosaT1
�a sin aT1

�

: (3.150)

Taking into account the Eqs. (3.143) and (3.150) we find

f'1b .t/g D
�

cos aT 1 cos b .t � T1/ � a
b

sin aT 1 sin b .t � T1/

�b cos aT 1 sin b .t � T1/ � a sin aT 1cosb .t � T1/

�

: (3.151)

Let us verify the formula (3.151). We have

C
.1/

b D 1

b
Œb cos bT1 cosaT1 C a sin bT1 sin aT1�;

C
.2/

b D 1

b
Œb sin bT1 cosaT1 � a cos bT1 sin aT1�;

and

f'1b .t/g D
�

cos bt sin bt
�b sin bt b cos bt

	
 

C
.1/

b

C
.2/

b

!

:

After transformation we obtain

f'.1/1b .t/g D 1

b
Œb cos bT1 cosaT1 C a sin bT1 sin aT1� cos bt

C1

b
Œb sin bT1 cosaT1 � a sin aT1 cos bT1� sin bt;

and next

f'.1/1b .t/g D 1

b
cosaT1Œb cos bT1 cos bt C b sin bT1 sin bt�

C1

b
sin aT1Œa sin bT1 cos bt � a cos bT1 sin bt�

D cos aT1 cos b.t � T1/� a

b
sin aT1 sin b.t � T1/:
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Similarly, we can perform the procedure for the second independent solution
f'2 .t/g with the initial condition f'2 .0/g D Œ0 1�T : We find

f'2a .t/g D
�
1
a

sin at
cos at

�

;

f'2b .t/g D
�

1
a

sin aT1 cos b.t � T1/C 1
b

cos aT1 sin b.t � T1/
�b
a

sin aT1 sin b.t � T1/C cosaT1 cos b.t � T1/

�

:

(3.152)

The solution in the end of period T can be expressed by means of a matrix

Œˆ�� D Œf'1b.T /g; f'2b.T /g�: (3.153)

By Eqs. (3.151), (3.152) and (3.128) we obtain

˛ D 1

2

�

2 cosaT 1 cos b .T � T1/ �
�

a

b
C b

a

�

sin aT 1 sin b .T � T1/

	

: (3.154)

As we know by the earlier considerations, on the boundary of stability we have
˛ D ˙1; so

2 cosaT1 cos b.T � T1/�
�

a

b
C b

a

�

sin aT1 sin b.T � T1/ D ˙2: (3.155)

The above equation contains the following control parameters: a, b, T1, T .
Equation (3.155) can be also treated as an equation of surface in three-dimensional
parameter space, which separates the parameter spaces corresponding to stable and
unstable solutions.

For the sake of simplicity we assume that b D 0. By Eq. (3.155) we get

2 cosaT1 � a.T � T1/ sin aT1 D ˙2 (3.156)

since

lim
b!0

sin b.T � T1/
b

D T � T1: (3.157)

By (3.156) we get a curve, which is a boundary of stability loss in the plane aT 1,
aT of the form

aT D aT1 � 2.cosaT1 � 1/

sin aT1
: (3.158)

Equation (3.156) is satisfied for

aT 1 D n�; n D 1; 2; 3; : : : (3.159)
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Fig. 3.5 Stability boundaries for Meissner’s equation in the case b D 0 (stable regions are cross-
hatched)

and Eq. (3.159) defines boundaries of stability loss. The results of the above analysis
along with the marked regions of stability are depicted in Fig. 3.5.

In order to determine which of the regions in Fig. 3.5 are stable, we choose any
point from a given region and evaluate the value of ˛.

Let us finally emphasize that recently a particular aspect of the Meissner’s
equation [167] stability regarding the invariance of the trace of a product of matrices
has been addressed in [4].

The second particular case of Hill’s equation is Mathieu’s equation of the form

Ry C �

�� C 
� cos�t
�

y D 0; (3.160)

or introducing 	 D �t we have

Ry C .�C 
 cos 	/ y D 0; (3.161)

where

� D ��

�2
; 
 D 
�

�2
:

Regions of instability in the plane � and 
 were determined for Mathieu equation
for the first time by Ince and Strutt (Fig. 3.6).
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Fig. 3.6 Ince–Strutt diagram—stable regions are cross-hatched

The boundary curves nearby the axis � can be determined with the help of
perturbative method. A particular case of the Mathieu equation (for 
 D 0) is an
equation

Ry C �y D 0: (3.162)

It is easy to see that for � � 0 solutions of Eq. (3.162) are unstable. It is
interesting that occurrence of 
 (parametric excitation) makes a region of stability
appear. One can conclude that one can stabilize the motion by means of parametric
excitation. In technics, the case � > 0 plays a very important role. The most
dangerous case is the one with � D 1

4
.

Now, consider an influence of linear damping on regions of stability loss. On this
purpose, let us analyse the equation

Rw C P0 Pw CQ.t/w D 0: (3.163)
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This equation can be obtained from Eq. (3.110) by assuming w D ', P .t/ D
P0 D const, andR.t/ D 0. Next, we can make a substitution analogously to (3.112)
and cancel a term with the first derivative. However, we proceed in a different way,
namely we will write Eq. (3.163) in the form

�

w
Pw
��

D ŒA.t/�

�

w
Pw
�

; (3.164)

where

ŒA .t/� D
�

0 1

�Q.t/ �P0
	

: (3.165)

Trace of the matrix SpŒA.t/� D �P0 D const and after Liouville we get

detŒˆ.t; t0/� D detŒˆ.t0; t0/� exp

2

4

t
Z

t0

SpŒA.	/�d	

3

5 ; (3.166)

whereˆ.t/ was introduced in the formula (3.134).
If we assume

det Œˆ .t0 C T; t0/� D det Œˆ�� ; (3.167)

then according to (3.166) we get

det Œˆ�� D det

�

'11 '12
'21 '22

	

D e�P0T ; (3.168)

hence

'11'22 � '12'21 D e�P0T : (3.169)

The characteristic equation has the form

det.Œˆ�� � �ŒI �/ D 0; (3.170)

by which we obtain

�1;2 D ˛ ˙
p

˛2 � .'11'22 � '12'21/; (3.171)

where

˛ D 1

2
.'11 C '22/: (3.172)
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Fig. 3.7 Position of
characteristic multipliers in
the parametric system with
and without damping

Taking into account Eq. (3.169) in (3.171) we find

�1;2 D ˛ ˙
p

˛2 � exp .�P0T /: (3.173)

It follows from Eq. (3.173) that if j˛j � exp
��P0T

2

�

; then roots �1 and �2 are
complex conjugate. Furthermore, (3.173) implies

j�1j D j�2j D exp

��P0T
2

�

< 1: (3.174)

It follows from the above considerations that characteristic multipliers lie within
a unit circle of the complex plane Im�, Re�. Figure 3.7 illustrates this situation.

The solutions corresponding to �1 and �2 are asymptotically stable. The second
case to consider is ˛ belonging to the interval

e
�P0T
2 < j˛j < 1

2
Œ1C e�P0T �: (3.175)

We have (assuming � D 1 in the formula (3.173))

.1 � ˛/2 D ˛2 � e�P0T ;

hence

˛ D 1

2
.1C e�P0T /:

In this case, characteristic multipliers are real and lie within a unit circle. Finally,
in the last case, i.e. for

j˛j > 1

2
Œ1C e�P0T � (3.176)
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Fig. 3.8 Boundaries of stability loss for Mathieu equation determined by Kotowski for different
values of damping P0

an absolute value of one of the multipliers exceeds 1, i.e. the corresponding solution
grows in time. It is noteworthy that in this case the system is unstable despite the
positive damping in this system. This result cannot be obtained, when in Eq. (3.163)
Q.t/ D Q0 D const.

Now, consider a generalized Mathieu equation containing a linear damping term
of the form

y00 C P0y
0 C .�C 
 cos 	/y D 0; (3.177)

where: .0/ D d
d	

, 	 D �t , � D ����2, 
 D 
���2.
This problem has been completely solved by Kotowski [137], and the results of

his calculations are given in Fig. 3.8.
It follows from the figure that regions of stability expand as damping grows. As �

grows, another regions of stability loss appear. The regions gets more narrow and
hence these are less dangerous.

Example 3.9. A rotor of rectangular cross-section b � h and length l rotates at
angular velocity !. In the middle of its length, there is a mass m which can move
only along the y-axis (see Fig. 3.9). During the motion in this direction, the mass is
exerted to the spring force and damping coming from two springs and the dampers.
Derive the governing equation of the rotor dynamics.

Let us take a cartesian coordinate systems x1, y1 (moving with the rotor) and
absolute x, y (Fig. 3.9).
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Fig. 3.9 Scheme of the rotor vibrations (the rotor has a rectangular cross section)

The relationship between the coordinates is expressed by

x D x1 cos!t � y1 sin!t; y D y1 cos!t C x1 sin!t:

The moment of inertia of cross-section with respect to the x-axis equals

Ix D
Z

S

y2dS;

and hence

Ix D cos2 !t
Z

S

y21dS C sin2 !t
Z

S

x21dS C sin 2!t
Z

S

x1y1dS:

Denoting

Ix1 D
Z

S

y21dS; Iy1 D
Z

S

x21dS and Ix1y1 D
Z

S

x1y1dS D 0;

we get

Ix D Ix1 C Iy1

2
C Ix1 � Iy1

2
cos 2!t:
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For the rotor position determined by the angle ˛, the stiffness is

kx1 D 48EIx1
l3

.˛ D 0/; ky1 D 48EIy1

l3
.˛ D �

2
/;

The equation of motion of mass m body takes the form

m Ry C c Py C
�

k0 C kx1 C ky1

2
C kx1 � ky1

2
cos 2!t

�

y D 0:

In order to transform the above equation to (3.177) we make the following
substitution

	 D 2!t

and we get

P0 D c

2!m
; � D k0

4m!2
C kx1 C ky1

8m!2
; 
 D kx1 � ky1

8m!2
:

�

3.2.6 Modelling of Generalized Parametric Oscillator

In what follows we consider a general form of the equation of parametric oscillator

Rx C !2.t/x D 0; (3.178)

where: !.t/ > 0 and its graph is presented in Fig. 3.10 (note that, for !C D !� and
!.t/ D !.t C T / the problem of modelling reduces to Meissner’s equation).

The model equation (3.178) plays an important role in both classical and quantum
mechanics. In classical mechanics, the presented variation of ! .t/ is related to the
variation of an oscillator stiffness, whilst in quantum mechanics Eq. (3.178) governs
a reduced time-independent one-dimensional Schrödinger equation.

It follows from Fig. 3.10 that ! .t/ possesses the following limiting form

lim
t!˙1!.t/ D !˙: (3.179)

In other words, ! .t/ presents an asymmetrical smooth and rectangular pulse.
In further considerations, we will base ourselves on [229,230] and its generalization.
We will assume the following analytic functions describing an asymmetric smooth
pulse
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Fig. 3.10 Piecewise smooth (solid line) and smooth (dashed curve) function !.t/

!.t/ D!�; �1 < t � T�

!.t/ D
s

!2� C .!20 � !2�/ cos2
�

�t

2T�

�

; T� < t < 0;

!.t/ D
s

!2C C .!20 � !2C/ cos2
�

�t

2TC

�

; 0 < t < TC;

!.t/ D!C; TC < t � C1 (3.180)

Our goal is to find a solution of Eq. (3.178), when all the parameters describing
the pulse are known and the asymptotic properties are taken into account (3.179).
We seek a solution of (3.178) in the form

x.t/ D �e˙i� ; (3.181)

where: � D � .t/, � D �.t/.
Differentiating x .t/ we obtain

Px D P�e˙i� ˙ i� P�e˙i� ;

Rx D R�e˙i� ˙ 2i P� P�e˙i� C i� R�e˙i� � � P�2e˙i� :
(3.182)

Substituting (3.182) into (3.178) we obtain

R�C 2i P� P� C i� R� � � P�2 C !2.t/� D 0 (3.183)

and excluding real and imaginary parts, we have

R�C !2 .t/ � D � P�2; (3.184)

2 P� P� C � R� D 0: (3.185)
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Note that if (3.181) satisfies (3.178), then it satisfies (3.184) and (3.185) as well.
Consider a particular solution of the form

P� D 1

�2 .t/
(3.186)

Substituting

R�.t/ D d

dt

�

1

�2.t/

�

D �2 P���3

into Eq. (3.185) we get the identity

2 P� 1
�2

C �
��2 P���3� � 0;

whereas by Eq. (3.184) we obtain the Milne–Pinney [172,200] equation of the form

R�C !2.t/� D 1

�3.t/
: (3.187)

Instead of the linear equation (3.178) we have obtained the nonlinear equation
(3.187). However, it turns out that in the latter case any two solutions of Eq. (3.187),
i.e. � .t/ and u.t/ are connected by the relationship

�.t/ D ˙u.t/

v

u

u

u

tM ˙
p
M2 � 1 cos

0

@2

t
Z

u�2.	/

1

A d	; (3.188)

where M is invariant. On the other hand (see [24, 25, 28, 29]) it is known that a
general solution of Eq. (3.187) can be expressed through two particular solutions of
Eq. (3.188) according to the following nonlinear superposition principle

�.t/ D
q

Ax21.t/C 2Bx1.t/x2.t/C Cx22.t/: (3.189)

Since the solutions x1 .t/, x2.t/ are linearly independent, the Wronski relation-
ship is satisfied

x1 Px2 � Px1x2 D 1;

and moreover, the coefficients satisfy the equation

AC � B2 D 1:
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Note that according to (3.181), we can assume the following form of the sought
solutions

x1 .t/ D u .t/ cos‚.t/ ;

x2 .t/ D u .t/ sin‚.t/ ; (3.190)

while according to (3.186) we have

P‚ D u�2.t/; (3.191)

and u.t/ satisfies Milne–Pinney equation (3.187). Substituting (3.190) into (3.189)
we get

� .t/ D ˙u .t/

q

A cos2 ‚C 2
p
AC � 1 sin‚ cos‚C C sin2 ‚:

The above expression can be transformed into the following form

�.t/ D ˙u.t/

r

1

2
.AC C/C 1

2

p

.AC C C 2/.AC C � 2/ cos 2.‚.t/� 
/;

where

tan2
 D 2

p
AC � 1

A� C
:

Note that, according to (3.191) we have

‚.t/ � 
 D
Z t

u�2 .	/ d	 C C � 
 D
Z t

u�2 .	/ d	;

for C D 
 . Assuming AC C D 2M we get

�.t/ D ˙ u.t/

v

u

u

u

t

M C 1

2

v

u

u

t

.2M C 2/.2M � 2/ cos.2

t
Z

u�2.	//d	

D ˙u.t/

v

u

u

u

t

M C

v

u

u

t

.M2 � 1/ cos.2

t
Z

u�2.	//d	;

which is in agreement with (3.188). According to (3.187), any solution u.t/
generates an associated solution � .t/. However, in our case we must define two
quantities: an invariant M and a lower limit of integration. A sign .˙/ means that
any two solutions u.t/, � .t/ possess also two solutions, which are a mirror reflection
of them.
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Any two solutions u.t/, � .t/ of Milne–Pinney equation (3.187) defines the
following invariant

M D 1

2

"

. P�u � � Pu/2 C
��

u

�2 C
�

u

�

�2
#

: (3.192)

In order to determine the value ofM , it is sufficient to take an arbitrary instant of
time. Note that any solution of Eq. (3.187) defines a pair of independent solutions
of Eq. (3.178) according to (3.181).

Our task is to analyse the following three solutions:

(i) a pre-pulse solution corresponding to the constant !�;
(ii) a post-pulse solution corresponding to the constant !C;

(iii) a pulse solution �0 .t/ corresponding to the constant !.0/ D !0.

Let us begin from the case (iii). If �0 .t/ is approximately constant value, then
P�0 .0/ D R�0 .0/ D 0. By (3.187) we get

!2 .0/ D 1

�40 .0/
;

or

�0.0/ D 1
p

!.0/
; P�0.0/ D 0: (3.193)

Our goal is to estimate asymptotically �0 .t/ as t ! ˙1; provided that we know
asymptotic values of u.t/ connected with (i) and (ii), and the associated solution
�0 .t/ defined by Eq. (3.192). Constant values (asymptotic) of the solution u.t/ are
determined by the values !˙ and Eq. (3.187). We have

lim
t!˙1!2˙u.t/ D lim

t!˙1
1

u3.t/
;

and hence

lim
t!˙1 u˙.t/ D 1p

!C
; lim

t!˙1 Pu˙.t/ D 0: (3.194)

Two different solutions uC .t/ and u� .t/ remain constant as t ! C1 and
t ! �1. Two pairs of the solutions f�0 .t/ ; uC .t/g and f�0 .t/ ; u� .t/g are
connected via the nonlinear superposition (3.188). On the other hand, pairs of the
conditions (3.193) and (3.194) serve for determining the lower limit of integration
and the invariantsM˙.

Now, let us estimate the asymptotic values of limits lim
t!˙1�0.t/ provided that we

know the asymptotic values (3.194). Let us denote t˙ as lower limits of the integral.
We obtain
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lim
t!˙1

t
Z

t
˙

d	

u2˙.	/
D

t
Z

t
˙

.
p
!˙/2 D !˙.t � t˙/:

By Eqs. (3.188) we get

lim
t!˙1�0.t/ D 1p

!˙

r

M˙ �
q

M2˙ � 1 cos.2!˙.t � t˙// : (3.195)

In the next step, we will determine the constants t˙ andM˙. First, we determine
M˙ by (3.195) after taking into account the following equality

�0 .�T�/ D � .TC/ D 1p
!0

: (3.196)

Since as t D ˙1 the solution u .t/ D .!˙/�
1
2 , and for �1 � t � T�, TC <

t < C1 the frequency of the oscillator equals !� and !C, respectively, then we
have

u .�T�/ D 1p
!�
; u .TC/ D 1p

!C
: (3.197)

By (3.192), taking into account (3.196), (3.197) and assuming t D T� and t D
TC we get

M˙ D 1

2

"
�

1p
!0

�2

�
�

1p
!C

��2
C
�

1p
!C

�2

�
�

1p
!0

��2#
;

hence

M˙ D 1

2

�

!˙
!0

C !0

!˙

�

: (3.198)

All the solutions serving for determining the invariant value M are constant
solutions, which does not depend on T˙. By Eq. (3.195) we get the value of �0
for t D TC (or t D �T�). Further considerations will be carried out for t D TC.
In this case, the Milne invariant is (see (3.192))

MC D 1

2

"
�

P�0 .TC/ � 1p
!C

�2

C �p
!C�0

�2 C
�

1p
!C�0

�2
#

;

and after transformation

MC D 1

2!C

�

P�0.TC/C �20.TC/!2C C 1

�20
.TC/

	

: (3.199)

By Eq. (3.195) we get
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P�C
0 .TC/ D d�C

0

dt
.TC/ D 1p

!C

q

M2C � 1 sin 2!C .TC � tC/ 2!C

2

r

MC �
q

M2C � 1 cos .2!C .TC � tC//
;

and hence

�C
0 � P�C

0 D
q

M2C � 1 sin 2!C .TC � tC/ ; (3.200)

where �C
0 is defined by (3.195) for t D TC. By the above equation we find

arcsin
�C
0 P�C

0
q

M2C � 1
D 2!CTC � 2!CtC;

hence

tC D TC � 1

2!C
arcsin

�C
0 P�C

0
q

M2C � 1
: (3.201)

Similarly, one can show that

t� D T� C 1

2!�
arcsin

��
0 P��

0
p

M2� � 1
(3.202)

In the considered case P�0 .TC/ D P�0 .T�/ D 0, and thus we have tC D TC. Now,
we go back to a solution of Eq. (3.178) described by the formula (3.181). Let us
remind that asymptotics of the function � .t/ are determined by the limit (3.195).
A general solution of Eq. (3.178) is a linear combination of cos .!Ct/ and sin.!Ct/,
hence a pair of real fundamental solutions reads

A .t/ D �0 .t/ cos' .t/ ;

B .t/ D �0 .t/ sin ' .t/ ; (3.203)

where

� .t/ D
t
Z

0

d	

�20 .	/
: (3.204)

Note that a phase-shift between the exact solution and the corresponding
asymptotic solution �0;C1 .t/ reads

˛C D
t
Z

0

 

1

�20 .	/
� 1

�20;1 .	/

!

d	;

or
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t
Z

0

d	

�20.	/
D

t
Z

0

1

�20;1
d	 C ˛C as t ! C1: (3.205)

By Eq. (3.203) as t ! C1 we get

lim
t!C1A.t/ D AC.t/ D AC.t/ D �0;1.t/ cos

0

@

t
Z

0

��2
0;1.	/d	 C ˛C

1

A ;

lim
t!C1B.t/ D AC.t/ D BC.t/ D �0;1.t/ cos

0

@

t
Z

0

��2
0;1.	/d	 C ˛C

1

A :

(3.206)
According to (3.195) we have

t
Z

0

d	

�20;1
D

t
Z

0

!Cd	

MC �
q

M2C � 1 cos .2!C .	 � tC//
(3.207)

In the handbook [15] we find that

Z

dx

b C c cosax
D 2

a
p
b2 � c2 arctan

.b � c/tan 1
2
axp

b2 � c2 ; b2 > c2;

and

Z

dx

b C c cos ax
D 1

a
p
c2 � b2

ln

ˇ

ˇ

ˇ

ˇ

ˇ

.c � b/tan 1
2
ax C p

c2 C b2

.c � b/tan 1
2
ax C p

c2 � b2

ˇ

ˇ

ˇ

ˇ

ˇ

; b2 < c2:

In our case (see (3.208)) we have

b2 � c2 D M2C � �

M2C � 1� D 1;

and furthermore

x D 	 � tC; dx D d	; a D 2!C:

By Eq. (3.207) we obtain

t
Z

0

d	

�20;1
D !C

t
Z

0

d	

b C c cos a.	 � tC/
D

t�tC
Z

�tC

dx

b C c cosax

D !C



1

!C
arctan

��

MC �
q

M2C � 1
�

tan!Cx
	� t�tC

�tC

D arctan

��

MC �
q

M2C � 1

�

tan!C.t � tC/
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C � arctan

��

MC �
q

M2C � 1
�

tan!C.�tC/
	

D �C.t/C�C; (3.208)

where

�C.t/ D arctanŒ.MC �
q

M2C � 1/tan!C.t � tC/�;

�C D arctanŒ.MC �
q

M2C � 1/tan!CtC�: (3.209)

By (3.206), (3.208) and (3.209) we get

AC.t/ D �0;1.t/ cosŒ�C.t/C�C C ˛C�;

BC.t/ D �0;1.t/ sinŒ�C.t/C�C C ˛C�: (3.210)

Assuming that the phase-shift is constant�C C ˛C D 0, by Eq. (3.210) we get

AC .t/ D �0;1 .t/ cos'C .t/ ;

BC .t/ D �0;1 .t/ sin 'C .t/ ; (3.211)

where

�C.t/ D arctanŒ.MC �
q

M2C � 1/tan!C.t � tC/�;

�0;1 D 1p
!C

r

MC �
q

M2C � 1 cosŒ2!C.t � tC/�: (3.212)

Equation (3.211) could be transformed into the following form

AC.t/ D

v

u

u

t
MC �

q

M2C � 1

!C
cosŒ!C.t � tC/�;

BC.t/ D

v

u

u

t
MC �

q

M2C � 1

!C
sinŒ!C.t � tC/�: (3.213)

Moreover, the considerations carried out in this chapter have been discussed in
more detail in this reference.
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3.2.7 ODEs with Constant Coefficient

Theory of vibrations is one of the developed branches of mechanics, applied
mathematics and physics. There is a large amount of literature devoted to the theory
of vibrations of lumped (modeled by ordinary differential equations) and continuous
systems (modeled by partial differential equations). In this work, we will give some
fundamentals concerning vibrations of lumped systems from mechanics viewpoint
(see [12, 13]).

Assume that particles of a lumped material system have been connected by mas-
sless elastic-damping elements. The connections generate forces and torques, which
depend on displacements and velocities of these points. Imposing initial conditions,
for example initial displacement and velocity of particles at particular values of the
system parameters (mass, stiffness, damping, geometry of the system), can result
in vibrations of a considered mechanical system. We will confine ourselves only
to small vibrations in neighbourhood of a particular static configuration of the
system (equilibrium position). Let us remind that a system (in nonlinear systems)
can possess a few different equilibrium positions.

In the case of small vibrations around the analysed equilibrium position, one can
perform the linearization procedure which relies on Taylor (Maclaurin) expanding
of some functions up to linear terms (though the linearization is not always
possible). Consequently, the problem reduces to the analysis of linear differential
equations with constant or variable coefficients.

Let us consider the case of driven vibrations of one degree-of-freedom system,
depicted in Fig. 3.11.

The equation of motion takes the form

Rx C 2h Px C ˛2x D q cos!t; (3.214)

where

c

m
D 2h; ˛2 D k

m
; q D F0

m
:

First, let us consider free vibrations (F0 D 0). We seek solutions of the form

x.t/ D ert : (3.215)

Fig. 3.11 Vibrations of one
degree-of-freedom system
with damping under
harmonic excitation



3.2 Linear ODEs 101

Substituting (3.215) into (3.214) we obtain the following characteristic equation

r2 C 2hr C ˛2 D 0: (3.216)

We get the following roots of the above equation

r1;2 D �h˙
p
h2 � ˛2: (3.217)

A general solution has the form

x.t/ D A1e
r1t C A2e

r2t : (3.218)

If h > ˛, then the solution has the form

x.t/ D e�ht
�

A1e
p
h2�˛2t CA2e

� p
h2�˛2t

�

; (3.219)

and as one can easily see lim
t!1x.t/ D 0. The function x.t/ approaches zero without

oscillations.
If ˛ > h, then Eq. (3.217) takes the form

r1;2 D �h˙ i�; i2 D �1; (3.220)

where � D p
˛2 � h2 and the solution has the form

x.t/ D 1

2
e�htRe. NAei�t C Ae�i�t /; (3.221)

where NA and A are complex conjugate.
Euler’s formula enables us to find a real form of the solution

ei�t D cos�t C i sin�t: (3.222)

We have

x.t/ D 1

2
e�htReŒ.AR �AI i/.cos�t C i sin�t/

C.AR CAI i/.cos�t � i sin�t/� D e�ht .A1 cos�t C A2 sin�t/;

(3.223)

where we assumed: A D AR C AI i , AR D A1, AI D A2.
We have the third case left, namely h D ˛. This corresponds to the critical

damping coefficient ccr determined by the formula below

ccr D 2m

r

k

m
D 2

p
km: (3.224)
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Fig. 3.12 Free damped
vibrations of one
degree-of-freedom system

In this case we have a double root of the characteristic equation and a solution
has the form

x.t/ D .A1 C A2t/e
�ht : (3.225)

There are no oscillations in the case of critical damping. The solution (3.223)
describes damped harmonic oscillations and its graph is depicted in Fig. 3.12.

A characteristic feature of damped vibrations is to attain maxima (minima),
which are distant from each other by the so-called period of damped vibrations
Tt D 2�

�
. Thus, one can introduce a notion of logarithmic decrement

ı D ln
x.t/

x.t C Tt /
D ln

.A1 cos�tn CA2 sin�tn/e�htn
�

A1 cos�
�

tn C 2�
�

�C A2 sin�
�

tn C 2�
�

�


e�h.tnC 2�
� /

D ln
1

e�h 2��
D 2�

�
h: (3.226)

Logarithmic decrement can serve for determination of a viscous damping
coefficient of vibrations. When ı is known (a natural logarithm of a ratio of two
sequential maximal amplitudes and the corresponding time of their occurrence) then
the coefficient of damping can be found as

c D 2m
ı

Tt
: (3.227)

At the end, we consider the case of driven oscillations, namely F0 ¤ 0. In order
to get a solution we make use of complex numbers. Equation (3.214) takes the form

Rx C 2h Px C ˛2x D q.cos!t C i sin!t/ D qei!t : (3.228)
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The above second-order differential equation is non-homogeneous. Its solution
is a superposition of a general solution of the homogeneous differential equation
(Eq. (3.228) as q D 0) and a particular solution of the non-homogeneous equation
(3.228). The latter is sought in the form

x D NAei!t : (3.229)

Substituting (3.229) into (3.228) we get

.�!2 C 2h!i C ˛2/ NA D q; (3.230)

where NA is complex conjugate of A D AR CAI i .
By the above equation

NA D AR � iAI D q

.˛2 � !2/C 2h!i
: (3.231)

In order to find AR and AI let us multiply the nominator and the denominator of
the right-hand side (3.231) by Œ.˛2 � !2/� 2h!i�. We obtain

AR � iAI D q.˛2 � !2/

.˛2 � !2/2 C 4h2!2
� 2h!q

.˛2 � !2/2 C 4h2!2
i; (3.232)

and hence

AR D q.˛2 � !2/

.˛2 � !2/2 C 4h2!2
; AI D 2h!q

.˛2 � !2/2 C 4h2!2
: (3.233)

The solution (3.229) possesses a real interpretation of the form

Re x.t/ D ReŒ.AR �AI i/.cos!t C i sin!t/�

DAR cos!t C AI sin!t D a cos.!t � ˇ/: (3.234)

Since

AR cos!t C AI sin!t D a cosˇ cos!t C a sinˇ sin!t; (3.235)

then

AR D a cosˇ; AI D a sinˇ; (3.236)

and hence

a D
q

A2R CA2I ; tanˇ D AI

AR
: (3.237)
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Since a general solution of the homogeneous equation (3.223) decays as t ! 1,
only a particular solution (3.234) of the inhomogeneous equation is left. As one can
see, the response of the system is harmonic and shifted with the phase angle ˇ with
respect to the excitation. By Eq. (3.237) we get

a D q
p

.˛2 � !2/2 C 4h2!2
D 1

˛2
1

r

h

1 � �

!
˛

�2
i2 C 4

�

h
˛

�2 �!
˛

�2

;

ˇ D arc tan
2h!

˛2 � !2 D arc tan
2 h
˛
!
˛

1 � �

!
˛

�2
: (3.238)

The coefficient q

˛2
� F0

k
D xst describes static displacement. The first equation

of (3.238) is transformed into the form

� � �
�!

˛

�

D a

xs
D 1

r

h

1 � �

!
˛

�2
i2 C 4

�

h
˛

�2 �!
˛

�2

: (3.239)

The above function � D �
�

!
˛

�

describes amplitude–frequency characteristics
(see Fig. 3.13).

Fig. 3.13 The
amplitude–frequency
characteristics of a
harmonically driven oscillator
with damping for selected
values of the parameter h

˛
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Fig. 3.14 The
phase-frequency
characteristics of a
harmonically driven oscillator
with damping for selected
values of h

˛

The second equation of the system (3.238) describes phase-frequency characte-
ristics (see Fig. 3.14).

As h D 0, we get the case of harmonically driven oscillator without damping.
According to (3.234) we have respectively

x.t/ D a cos!t; (3.240)

and

x.t/ D �a cos!t; (3.241)

as ! > ˛. This means that before resonance the vibrations are in-phase with the
external excitation, whereas after resonance the vibrations are anti-phase with the
excitation.

Resonance appears when ! D ˛ and then the amplitude attains infinity. The
damping makes the amplitudes of resonant vibrations decrease. The case h D 0

has been also presented in Figs. 3.13 and 3.14. If in Fig. 3.11 we take any time-
dependent excitation F.t/ instead harmonic one, then the equation of motion of this
system takes the form

Rx C 2h Px C ˛2x D q.t/; (3.242)

where q.t/ D 1
m
F.t/.

In order to solve Eq. (3.242) we apply Laplace transform, i.e. a function x.t/
is associated with a function X.s/ of a complex variable via the following integral
transformation

X.s/ D
C1
Z

�1
x.t/e�st dt; (3.243)
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where s D c C i!. The initial conditions for Eq. (3.242) will be determined for
t0 D 0. Taking algebraic transformations related to Eq. (3.242) and the variable s in
complex domain, we can make an inverse transformation

x.t/ D L�1ŒX.s/� D 1

2�i

cCi!
Z

c�i!
X.s/e�st dt: (3.244)

In practice, such integrals are not calculated. We usually make use of tables of
originals and transforms. Since, we are interested only in a particular solution, we
put the following initial conditions x.0/ D Px.0/ D 0. Applying Laplace transform
to Eq. (3.242), we obtain

.s2 C 2hs C ˛2/X.s/ D Q.s/: (3.245)

Consequently, we obtain

X.s/ D Q.s/

˛2
1

1
˛2
s2 C 2 h

˛
1
˛
s C 1

: (3.246)

The right-hand side of Eq. (3.246) is a quotient of two Laplace transforms.
According to Borel’s theorem on convolution

f1.t/ 	 f2.t/ D
t
Z

0

f1.	/f2.t � 	/d	 D
t
Z

0

f1.t � 	/f2.	/d	;

LŒf1.t/ 	 f2.t/� DF1.s/F2.s/;

L�1ŒF1.s/F2.s/� D f1.t/ 	 f2.t/: (3.247)

In the latter case the original of such product is a convolution of time-dependent
functions, which are the originals of the mentioned transforms. On the other hand

L�1
�

1

˛2
Q.s/

	

D 1

˛2
L�1ŒQ.s/� D 1

˛2
q.t/

L�1
�

1

T 2s2 C 2
T s C 1

	

D 1

T
p

1 � 
2
e

t
T sin

�

p

1 � 
2
t

T

�

; (3.248)

where: 
 D h
˛

, T D 1
˛

.
According to Eq. (3.247) we get

x.t/ D
t
Z

0

q.	/

�
e�h.t�	/ sin�.t � 	/d	; (3.249)

where: � D p
˛2 � h2.
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3.3 Lagrange Equations and Variational Principle

We are going to show that a trajectory of any dynamical system is a result of
minimization of the action

S D
Z t1

t0

L .r; Pr; t/ dt (3.250)

in the time interval t 2 Œt0; t1�, where r is position vector of a particle with mass m.
Assume that the motion of the particle is governed by the dynamical system and

by the space properties in which the particle moves. Consider different and possible
trajectories of the particle starting from the point A .q.t0/; Pq.t0/; t0/ and achieving
point B .q.t1/; Pq.t1/; t1/, as it has been shown in Fig. 3.15.

The position vector r as well as its time derivative Pr are represented by

r D
n
X

iD1
qiai; (3.251)

Pr D
n
X

iD1

dqi

dt
ai D

n
X

iD1
Pqiai; i D 1; 2; : : : ; n; (3.252)

where ai are the bases vectors of the taken coordinate system.
It appears that although there are infinitely many paths from A to B (in general),

but it is known that the physical dynamical system realizes only by one of them.
Note that Eq. (3.250) n generalized coordinates qi and n generalized velocities Pqi
appear, which are independent, and their variations are also independent.

Let us introduce now a small parameter " in the way that for a true trajectory we
have " D 0, whereas for other ones we have " ¤ 0. Observe that for all trajectories
which meet in points A and B , we have also " D 0. From (3.250) one gets

S.r."/; Pr."/; "I t0; t1/ D
Z t1

t0

L .r."/; Pr."/; "; t/ dt; (3.253)

Fig. 3.15 Examples of two
different paths realized by the
particle m while moving
between points A and B
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and equivalently

S .r; Pr; 0I t0; t1/C "
dS

d"

ˇ

ˇ

ˇ

ˇ

"D0
C 1

2
"2
d2S

d"2

ˇ

ˇ

ˇ

ˇ

"D0
C : : :

D
t1Z

t0

L .r; Pr; 0; t/ dt C "

t1Z

t0

dL

d"

ˇ

ˇ

ˇ

ˇ

"D0
dt C "2

2

t1Z

t0

d 2L

d"2

ˇ

ˇ

ˇ

ˇ

"D0
dt

C "

t1Z

t0

 

n
X

iD1

@L

@qi
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0
C

n
X

iD1

@L

@ Pqi
d Pqi
d"

ˇ

ˇ

ˇ

ˇ

"D0

!

dt

C "2

2

t1Z

t0

 

n
X

iD1

@2L

@ .qi /
2

dqi

d"

dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0
C

n
X

iD1

@L

@qi
d 2qi

d"2

ˇ

ˇ

ˇ

ˇ

"D0

C 2

n
X

iD1

@2L

@qi@ Pqi
d Pqi
d"

ˇ

ˇ

ˇ

ˇ

"D0
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0
C

n
X

iD1

@2L

@ Pqi @ Pqi
d Pqi
d"

ˇ

ˇ

ˇ

ˇ

"D0
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

C
n
X

iD1

@L

@ Pqi
d 2 Pqi
d"2

ˇ

ˇ

ˇ

ˇ

"D0

!

C � � � (3.254)

Now we apply the Hamiltonian principle. Since we consider the different
functionals for different values of " and due to Hamiltonian principle for a physical
(true) trajectory, the functional S achieves its extremum (it will be shown further
that for almost all physical systems it is minimum). This principle is represented by
the following formula

dS

d"

ˇ

ˇ

ˇ

ˇ

"D0
D
�

d

d"

Z t1

t0

L .r; Pr; t/ dt
	

"D0
: (3.255)

Remark 3.1. Observe that now we might introduce
�

d
d"




"D0 D ı, and this operator
is well known in mechanics. This is infinite small variation of any quantity, on which
it acts.

Remark 3.2. In most books of mechanics formula (3.255) is used as the fundamen-
tal principle, and it serves for derivation of Lagrange equation in different manner.

Remark 3.3. The use of perturbation approach allows for generalization and for
clear and continuous statements and conclusions.

Remark 3.4. Since the perturbation techniques belong to extremely developed, it
gives good starting points for many other generalizations.



3.3 Lagrange Equations and Variational Principle 109

Comparing the terms standing by the parameter " in (3.254) we get

dS

d"

ˇ

ˇ

ˇ

ˇ

"D0
D

t1Z

t0

dL

d"

ˇ

ˇ

ˇ

ˇ

"D0
dt C

t1Z

t0

0

@

n
X

iD1

@L

@qi
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0
C

n
X

iD1

@L

@ Pqi
d Pqi
d"

ˇ

ˇ

ˇ

ˇ

"D0

1

A dt:

(3.256)

Consider now the underlined term in (3.256), which can be transformed in the
following way

@L

@ Pqi
d Pqi
d"

ˇ

ˇ

ˇ

ˇ

"D0
D @L

@ Pqi
d

dt

 

dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

!

D d

dt

 

@L

@ Pqi
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

!

�
�

d

dt

@L

@ Pqi
ˇ

ˇ

ˇ

ˇ

"D0

�

dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0
;

(3.257)

because

d

dt

�

@L

@ Pqi
�

dqi

d"
C @L

@ Pqi
d 2qi

dtd"
� d

dt

@L

@ Pqi
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0
D @L

@ Pqi
d

dt

�

dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

�

:

Taking into account (3.257) in (3.256) we get

d

d"

ˇ

ˇ

ˇ

ˇ

"D0

t
Z

t0

Ldt D ı

t
Z

t0

Ldt D 0:

Assuming that dS
d"

ˇ

ˇ

"D0 D
t1R

t0

dL
d"

ˇ

ˇ

"D0dt D 0 and taking into account (3.257),

from (3.256) one gets

t1Z

t0

"

n
X

iD1

@L

@qi
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0
C

n
X

iD1

d

dt

 

@L

@ Pqi
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

!

�
n
X

iD1

�

d

dt

@L

@ Pqi
ˇ

ˇ

ˇ

ˇ

"D0

�

dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

#

dt D 0;

or in the equivalent form

t1Z

t0

n
X

iD1

��

@L

@qi
�
�

d

dt

@L

@ Pqi
�	

dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

�

dt C
Z t1

t0

n
X

iD1

d

dt

�

@L

@ Pqi
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

�

dt D 0:

(3.258)
Observe that for any t 2 .t0; t1/ we have

qi .t/ D qi".t/ D qi .t/
ˇ

ˇ

"D0 C "
@qi .t/

@"

ˇ

ˇ

ˇ

ˇ

"D0
C 1

2
"2
@qi .t/

@"2

ˇ

ˇ

ˇ

ˇ

"D0
C : : : (3.259)

Consider now the underlined term in (3.258). This integral has the value
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@L

@ Pqi
ˇ

ˇ

ˇ

ˇ

"D0;t1
� dq

i

d"

ˇ

ˇ

ˇ

ˇ

"D0;t1
� @L

@ Pqi
ˇ

ˇ

ˇ

ˇ

"D0;t0
� dq

i

d"

ˇ

ˇ

ˇ

ˇ

"D0;t0

D @L

@ Pqi
ˇ

ˇ

ˇ

ˇ

"D0;t1
� ı qi ˇˇ

"D0;t1 � @L

@ Pqi
ˇ

ˇ

ˇ

ˇ

"D0;t0
� ı qi ˇˇ

t0
D 0;

(3.260)

because we are in the time instants t0 and t1 on the investigated (true) trajectory and
in these points the infinite small variations ıqi

ˇ

ˇ

t0
D ıqi

ˇ

ˇ

t1
D 0, i D 1; : : : ; n.

Therefore, the investigated first-order asymptotic approximation takes the form

t1Z

t0

n
X

iD1

��

@L

@qi
�
�

d

dt

@L

@ Pqi
�	

dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

�

dt D 0: (3.261)

Recall the Gelfand and Fomin theorem proved in 1963 [98]. Let fi be a set of n
integrable functions of a real variable t on the interval Œt0; t1�. Suppose that

t1Z

t0

fihidt D 0 � .fi ; hi D 0/ (3.262)

holds for every arbitrary set of integrable functions hi on the same interval and
all of them vanish at the points t0 and t1. The theorem states that fi D 0 for all

i D 1; : : : ; n. Note that in our case we have hi � dqi

d"

ˇ

ˇ

ˇ

"D0. From (3.261) we obtain

a set of Lagrange equations

dL

dqi
� d

dt

�

@L

@ Pqi
�

D 0; i D 1; : : : ; n: (3.263)

Consider now the second-order approximations:

d2S

d"2

ˇ

ˇ

ˇ

ˇ

"D0
D

t1Z

t0

d 2L

d"2

ˇ

ˇ

ˇ

ˇ

"D0
dt C

t1Z

t0

n
X

iD1

�

@2L

@.qi /2
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

C @L

@qi
d 2qi

d"2

ˇ

ˇ

ˇ

ˇ

"D0
C 2

@2L

@qi@ Pqi
d Pqi
d"

ˇ

ˇ

ˇ

ˇ

"D0
dqi

d"

ˇ

ˇ

ˇ

ˇ

"D0

C @2L

@ Pqi@ Pqi
d Pqi
d"

ˇ

ˇ

ˇ

ˇ

"D0
d Pqi
d"

ˇ

ˇ

ˇ

ˇ

"D0
C @L

@ Pqi
d 2 Pqi
d"2

ˇ

ˇ

ˇ

ˇ

"D0

�

dt: (3.264)

Now we use the properties of the earlier introduced operator ı D d
d"

ˇ

ˇ

"D0, and
from (3.264) we obtain
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ı2S D ı

0

B

@ı

t1
Z

t0

Ldt

1

C

AC ı2

t1Z

t0

n
X

iD1

 

@2L

@qi@qi
qiqi C @L

@qi
qi

C 2
@2L

@qi@ Pqi Pqiqi C @2L

@ Pqi@ Pqi Pqi Pqi C @2L

@ Pqi Pqi
!

dt (3.265)

The infinite small variation of both underlined terms in (3.265) corresponds to
the considered already situation. In words, an action of ı on the underlined terms
gives Eq. (3.258), and then (3.261). Assuming that the system realizes the motion
governed by (3.258), the action of ı on (3.258) gives zero, and the underlined terms
in (3.265) vanish.

However, consider a possible physical interpretation of the omitted terms. Let us
begin with

�

@L

@ Pqi
d Pqi
d"

�

d Pqi
@"

ˇ

ˇ

ˇ

ˇ

"D0
D d Pqi

@"

ˇ

ˇ

ˇ

ˇ

"D0

��

@L

@qi
� d

dt

�

@L

@ Pqi
�	

dqi

d"

�

:

Here we give an interpretation of ı2S � d2S
d"2

ˇ

ˇ

ˇ

"D0. It can be treated as ı .ıS/, and

one can understand this as the perturbation of ıS D 0, or in other words of a trivial
value. Therefore, analysis of perturbation of ıS D 0 allows to estimate stability
of ıS D 0, i.e. stability of (3.258), and consequently, stability of the Lagrange
equations. On the other hand, since the functional can be considered in a similar

way to a function, therefore a second derivative d2S
d"2

ˇ

ˇ

ˇ

"D0 decides about stability.

We say that the Lagrangian function (and then Lagrange equations) is stable when
ı2S > 0, and taking into account (3.265) one gets

t1Z

t0

n
X

iD1

�

@2L

@qi@qi
qiqi C 2

@2L

@qi@ Pqi Pqiqi C @2L

@ Pqi @ Pqi Pqi Pqi
�

dt > 0: (3.266)

To sum up, the obtained set of n differential equations (3.263), after introduction
of Lagrangian L and after carrying out the differentiation gives the set of second-
order differential equations with respect to time.

Recall that the generalized forceQi corresponds to a general coordinate qi . The
work done by generalized force on the virtual (generalized) displacement is equal to
the work done by the active forces along the Cartesian coordinates. The Lagrange
equations of a second kind have the form

d

dt

�

@T

@ Pqi
�

� @T

@qi
D Qi; i D 1; : : : ; s; (3.267)

Qi D
j�
X

jD1
Fj
@uj
@qi

; (3.268)
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and j	 denotes number of active forces. If we deal only with potential forces then

Qi D � @V
@qi

(3.269)

and (3.267) has the following form

d

dt

�

@T

@ Pqi
�

� @T

@qi
C @V

@qi
D 0; i D 1; : : : ; s: (3.270)

3.4 Reduction to First-Order System of Equations

In mechanical and civil engineering [13] many problems can be reduced to analysis
of second-order linear differential equations with variable coefficients of the form

M.t/ Ry C C.t/ Py CK.t/y D F.t/; (3.271)

where M.t/, C.t/ and K.t/ are square real matrices of order n. The Lagrangian
coordinate y and the generalized force F are n-dimensional vectors. The matrices
are called mass, damping and stiffness matrices, respectively. The system of
Eq. (3.271) is reduced to the following set of first-order differential equations

Px D A.t/x C f .t/; (3.272)

where:

A.t/ D
�

0 I

�M�1k �M�1C

	

;

f .t/ D
�

0

�M�1F.t/

	

;

x.t/ D
�

y

Py
	

:

If the reduced Eq. (3.272) is complex-valued, then one writes

x D xR C ixI ; A D AR C iAI ; f D fR C ifI : (3.273)

Substituting (3.273) into (3.272) we get

� PxR
PxI
	

D
�

AR �AI
AI AR

	 �

xR
xI

	

C
�

fR
fI

	

: (3.274)
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Hence, instead of the complex-valued differential equations (3.272) we have got
real-valued system of differential equations (3.274) but with dimension two times
larger. It means that in both cases a real-valued first-order system of differential
equations can be taken into further considerations.

In [160] the authors discuss some advantages of a direct use of second-order
system of differential equations instead of a reduction to first-order system of
differential equations. Namely, they show that in this case the generalized modal
analysis very widely used in mechanical engineering, direct consideration of the
second-order differential equations can offer substantial reduction in computational
effort and ample clear physical insight.

The earlier introduced reduction from a second-order system of differential
equations to a first-order system of differential equations is a standard one. In a
mechanical system, where the external forces are conservative, i.e. the forces arise
from potential functions, the equations of motion corresponding to n-degree-of-
freedom system, can be written as a Hamiltonian system in R2n. The Hamiltonian
system has some special mathematical structure, and hence it can be further
exploited to gain more insight to the Hamiltonian system in order to simplify the
equations of motion, where certain resultant coordinates are constant.

Although the Hamiltonian approach is nowadays very much saturated by geome-
tric theory of the paths or curves, theory of systems of particles, and Lie’algebra, we
focus our considerations on more basic approaches related to differential equations.

3.4.1 Mathematical Background

The Lagrangian equations have two remarkable properties. First, they are derived
on a basis that a definite integral is stationary. Second, the Lagrangian function is
quadratic regarding the velocities.

Hamilton’s transformation reduces all Lagrangian problems to the ‘canonical’
form (after Jacobi). The n original Lagrangian differential equations are transformed
to the 2n first-order differential equations having special simple and symmetric
structure. Now we follow the considerations given in [148, 171, 237].

Consider a function

F D F.u1; : : : ; un/: (3.275)

Let us introduce the new variables v1; : : : ; vn in the following way

vi D @F

@ui
.u1; : : : ; un/: (3.276)

We assume that the determinant formed by the second-order partial derivatives
of (3.276) is not equal to zero. This implies that the n variables vi are independent.
Using this assumption one can solve (3.276) to get

u1 D Ou1.v1; v2; : : : ; vn/; : : : ; un D Oun.v1; : : : ; vn/: (3.277)
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Let us define a new function

G D
n
X

iD1
ui vi � F : (3.278)

From (3.277) and (3.278) the function G can be expressed in terms of the new
values only

G D G.v1; : : : ; vn/: (3.279)

Now we apply the principle of least action which, according to Hamilton, allows
to transform the problems of mechanics to those of the calculus of variations.
Consider the infinitesimal variation ıG produced by arbitrary and infinitesimal
variations ıvi :

ıG D
n
X

iD1

@G

@vi
ıvi D

n
X

iD1
ı.ui vi � F / D

n
X

iD1
.ui ıvi C vi ıui /� ıF

D
n
X

iD1

�

ui ıvi C
�

vi � @F

@ui

�

@ui

	

D
n
X

iD1
ui ıvi : (3.280)

Recall that G D G.vi ; : : : ; vn/, and therefore we need to express all ui as the
functions of vi . However, since (3.276) holds we have got (3.280) and hence

ıG �
n
X

iD1

@G

@vi
ıvi D

n
X

iD1
ui ıvi ; (3.281)

which means that

ui D @G

@vi
: (3.282)

The described transformation was introduced by the French mathematician
Legendre and is sometimes called dual transformation.

Duality

Old System New System
u1; : : : ; un v1; : : : ; vn

F D F.u1; : : : ; un/ G D G.v1; : : : ; vn/

ui D @G
@vi

vi D @F
@ui

F D Pn
iD1 ui vi �G G D Pn

iD1 ui vi � F

(3.283)
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New variables are the partial derivatives of the old function with respect to the
old variables and vice versa. ‘Old’ and ‘new’ systems are entirely equivalent for the
transformation (3.283).

We introduce now two sets of ‘old’ variables u1; : : : ; un and w1; : : : ;wm. The
additional variables are considered as parameters and they do not participate in the
transformation

F D F.w1; : : : ;wmI u1; : : : ; un/: (3.284)

The ui are active, whereas wi are passive variables of the transformation. We have

G DG.v1; : : : ; vnI w1; : : : ;wm/;

vi D @F

@ui
;

G D
n
X

iD1
ui vi � F; (3.285)

ıG D
n
X

iD1

@G

@vi
ıvi C

m
X

jD1

@G

@wj
ıwj D

n
X

iD1
ı.uivi � F /

D
n
X

iD1
.ui ıvi C vi ıui / � ıF

D
n
X

iD1
.ui ıvi C vi ıui / �

n
X

iD1

@F

@ui
ıui �

m
X

jD1

@F

@wj
ıwj

D
n
X

iD1

�

ui ıvi C
�

vi � @F

@ui

�

ıui

	

�
m
X

jD1

@F

@wj
ıwj

D
n
X

iD1
ui ıvi �

m
X

jD1

@F

@wj
ıwj ; (3.286)

which means that in addition to the earlier obtained results we have also

@G

@wj
D � @F

@wj
: (3.287)

The Legendre’s transformation is entirely symmetrical in both systems, i.e. it
leads from the old to the new system and vice versa. It changes a given function of
a given set of variables into a new function of a new set of variables.
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3.4.2 The Lagrangian Function

Consider the Lagrangian function

L D L.q1; : : : ; qn; Pq1; : : : ; Pqn; t/; (3.288)

where qi are the generalized coordinates and Pqi are the corresponding velocities,
and i D 1; : : : ; n. In words, we have mechanical system with n-degrees-of-freedom.
We consider Pq1; Pq2; : : : ; Pqn as the active variables, whereas q1; q2; : : : ; qn and t as the
passive variables. Coming back to our earlier consideration one convinced that now
m D nC1. Let us now repeat the introduced earlier Legendre’s steps. We denote the
‘new variables’ by pi (the so-called momenta), andL corresponds to ‘old’ function.
Hence

pi D @L

@ Pqi : (3.289)

We introduce the ‘new’ function (corresponding toG), which is now called ‘total
energy’ of the form

H D
n
X

iD1
pi Pqi � L: (3.290)

The variables Pqi in (3.290) are expressed in terms of the new variables pi by
solving Eq. (3.289), and we get

H D H.q1; : : : ; qnIp1; : : : ; pnI t/; (3.291)

and H is called the Hamiltonian function. The dual nature of transformation
follows:

Old System New System
Pqi D @H

@pi
pi D @L

@ Pqi
L D

n
P

iD1
pi Pqi �H H D Pn

iD1 pi Pqi �L
L D L.q1; : : : ; qnI Pq1; : : : ; PqnI t/ H D H.q1; : : : ; qnIp1; : : : ; pnI t/

(3.292)

Observe that using the Lagrangian functionL one can construct the Hamiltonian
functionH , and vice versa. Equation (3.287) has the form

@L

@qi
D �@H

@qi
;

@L

@t
D �@H

@t
: (3.293)



3.4 Reduction to First-Order System of Equations 117

−2
0 0,5 1,5 2 3 4 52,5

p

p

p

3,5 4,51 0 0,5 1,5 2 3 4 52,5 3,5 4,51

0
−L(v)

2

4

6

8

H
(p

)

H
(p

)

10

12

14
a b

−2

−4

0

2

4

6

8

10

12

14

Fig. 3.16 Geometrical interpretation of H.p/

It happens also, especially in many problems in physics, that for a given
Hamiltonian one needs to find Lagrangian. In this case the Hessian determinant
� should be not equal to zero. Note that in deriving the Hamiltonian from the
Lagrangian, the Hessian determinant, J ¤ 0, where � D J�1:

There is an interesting geometric interpretation of the relationship between the
Lagrangian and the Hamiltonian. For simplicity in presentation, let us reduce the
dimension of the system to 1 and hold q fixed. IfH.p/ is convex, i.e. @

2H
@p2

> 0, and at
a value p, we draw a tangent line of slope v, then the y-intercept of the tangent line
has a value of �L.v/. Since the slope of a tangent is the ratio of the vertical height
to the horizontal, we have v D H.p/CL.v/

p
. Rearranging, we getH.p/ D pr �L.v/.

By replacing v with Pq, we get the Legendre transformation.
It is seen from Fig. 3.16 that the supremum of the set of the tangent lines gives

H.p/, which is a conjugate function of L.v/ W H.p/ D supv.pv � L.v//. This is
another reason that H and L are called dual functions of each other.

The transformation theory that operates on Hamiltonian systems gives rights to
mix the coordinates q and p, and for instance p is not necessarily needed to be the
momentum of the system, whereas q need not be the configuration of the system.
However, when the Hamiltonian does have a physical interpretation of total energy;
i.e.H D T CU; L D T �U and when p is the momentum, then the total energy
is constant

�

dE
dt

D 0
�

in a time-invariant conservative system. In this case also H is
always conserved when it is time-invariant and the states of the system evolve along
the contours of constant H . In other words H.q; p; t/ D const, which gives a first
integral. Another interpretation of H is from convex analysis.

We will illustrate it geometrically with Fig. 3.16b. For every value p, we draw a
tangent line of slope v, so by varying the values of p, we get a set of tangent lines
which are shown as dashed lines above. The supremum of the set of the tangent
lines gives us H.p/. Mathematically, this means that H.p/ is a conjugate function
of L.v/, i.e. H.p/ D sup

v
.pv � L.v//:
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3.5 Canonical Transformations

Now we introduce the basics of transformation theory for Hamiltonian systems.

Definition 3.1 (Poisson Bracket). Let f and g be functions of .q;p; t/. The
Poisson bracket of f and g is defined as:

Œf; g� D @f

@p
@g

@q
� @f

@q
@g

@p
: (3.294)

In particular, note that

Pqh D ŒH; qh�; Pph D ŒH; ph�:

In order to preserve the Hamilton’s equations structure, we would be looking
for coordinate transformations that preserve the Poisson brackets. Suppose that new
coordinates system is .q00;p00; t 00/, we want Œf; g� D Œf; g�00 for every f and g,
where Œf; g�00 is defined as:

Œf; g�00 D @f

@p00
@g

@q00 � @f

@q00
@g

@p00 : (3.295)

The main idea of this type of transformation is as follows: First, we introduce an
intermediate coordinate system .q0;p0; t 0/, with the following relationship:

q0 D q; p0 D p00; t 0 D t D t 00: (3.296)

This means that the first transformation from .q;p; t/ to .q0;p0; t 0/ involves
keeping q D q0 and t D t 0 invariant and transforming p to p0. The second
transformation from .q0;p0; t 0/ to .q00;p00; t 00/ involves keeping p0 D p00 and t 0 D t 00
invariant and transforming q0 to q00. How we go about achieving this is through a
generating function F , as stated below.

Theorem 3.2 (Canonical Transformation). If the transformation from the coor-
dinate system .q;p; t/ to new coordinate system .q00;p00; t 00/, satisfies Œf; g� D
Œf; g�00 for every f and g, then the transformation is canonical. In addition, the
transformation is canonical if only if there exists a function F W .q0;p0; t 0/ ! R

such that

p D @F

@q0 and q00 D @F

@p0 : (3.297)

F is called a generating function for the transformation.

The proof of this theorem is given in [254]. In practice, knowing which F that
generates the coordinate transformation is not obvious. However, the method given
below makes finding F more straightforward [254].
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1. Pick a family of functions S.q1; : : : ; qn; k1; : : : ; kn; t/, parametrized by
k1; : : : ; kn.

2. Construct the functions p0
1; : : : ; p

0
n by solving the system of equations

p D @S
@q

ˇ

ˇ

ˇ

kDp0

for p0 as functions of .q;p; t/.

3. Define the intermediate coordinate system .q0;p0; t 0/ by noting that q0 D q.
Substitute q0 D q and p0 D k into S , which gives us F.q0

1; : : : ; q
0
n; p

0
1; : : : ; p

0
n/.

4. Construct the final coordinate system .q00;p00; t 00/ as

p00 D p0; q00 D @F

@p0 ; t 00 D t 0 D t: (3.298)

With the canonical transformations introduced, we shall now examine how
Hamilton’s equations behave under canonical transformation.

Theorem 3.3. Let G.p;q; t/ be any function such that G D @F
@t 0

, where F is the
generating function. Then for any function f .p;q; t/ we have

@f

@t
D @f

@t 00
C ŒG; f �: (3.299)

For any function f .p;q; t/, its total derivative in time is

df

dt
D @f

@q
Pq C @f

@p
Pp C @f

@t

D @f

@q
@H

@p
� @f

@p
@H

@q
C @f

@t

D ŒH; f �C @f

@t
: (3.300)

Applying the proposition above (3.299), we have

df

dt
D ŒH; f �C @f

@t

D ŒH; f �C ŒG; f �C @f

@t 00

D ŒH CG; f �C @f

@t 00
:

As such we obtain a new HamiltonianH 00 D H CG with Hamilton’s equations
in the new coordinates:

d

dt
p00
h D �@H

00

@q00
h

and
d

dt
q00
h D @H 00

@p00
h

: (3.301)

Of special interest is to find a transformation resulting in H 00 D 0, then the
trajectories of the equations of motion will be given by p00 D constant and q00 D
constant. The transformation that results in H 00 D 0 satisfies the Hamilton–Jacobi
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equation, which is a first-order, nonlinear partial differential equation. The main idea
in developing the Hamilton–Jacobi equation is briefly described here.

Using the method described earlier to construct the family of functionsS.q;k; t/,

the set of points p D @S
@q

ˇ

ˇ

ˇ

kDp0

, form a n C 1 dimensional surface. The original

Hamiltonian on this surface isH D H.q; @S
@q ; t/. SinceG D @F

@t 0
, it is also equivalent

to G D @S
@t

in the original coordinate system. We want H 00 D 0, so it means that
H CG D 0, i.e.

H

�

q;
@S

@q
; t

�

C @S

@t
D 0: (3.302)

This is the Hamiltonian–Jacobi equation that will result in H 00 D 0.

3.6 Examples

We will now return to the examples.

Example 3.10 ([254]). A simple harmonic oscillator.

If the potential function is U D 1
2
˛q2, then the Hamiltonian is now

H.p; q/ D p2

2m
C 1

2
˛q2:

The Hamiltonian–Jacobi equation is (by substituting p D @S
@q

into (3.302))

@S

@t
C 1

2m

�

@S

@q

�2

C 1

2
˛q2 D 0:

The solution to this partial differential equation is parameterized by k (which
can be checked by substituting the solution back in the Hamilton–Jacobi equation
above).

S D �kt C g.q/; g.q/ D
Z

�

2km � ˛mq2� 12 dq:

Following the steps of transformation, we have

q D q0 and t D t 0;

p D @S

@q

ˇ

ˇ

ˇ

ˇ

kDp0

D �p0t 0 C
Z

�

2p0m � ˛mq2� 12 ;

p0 D p2

2m
C 1

2
˛q2:
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The generating function is

F D S jkDp0 D S D �p0t 0 C
Z

�

2p0m � ˛m.q0/2
� 1
2 dq0:

The Hamiltonian’s equations in the new coordinates are

p00 Dp0 D p2

2m
C 1

2
˛q2;

q00 D @F

@p0 D �t 0 C
Z

m

.2p0m � ˛m.q0/2/
1
2

dq0

D � t 0 C
r

m

˛

Z

1
�

2
˛
p0 � .q0/2

� 1
2

dq0

D � t 0 C
r

m

˛
sin�1

 

q0
p

2p0=˛

!

D � t C
r

m

˛
sin�1

 

q
p

2p00=˛

!

:

Since H 00 D 0, we have p00 D E D constant and q00 D " D constant. If we

non-dimensionalize the equations by introducing !2 D ˛
m

and A D
q

2E
˛

, we can

rewrite the equation for p00 and q00 as

A2 D p2

m˛
C q2;

" D � t C 1

!
sin�1 � q

A

�

:

We can solve the equations of motion in the original p and q coordinates by
rearranging equation for "

q DA sin .!.t C "// ;

p Dm!A cos .!.t C "// :

These equations can be interpreted as follows:

1. For a given initial condition p.t0/ and q.t0/, we have constantE (and equivalen-
tly A) which determines the constant energy level or the contour that the particle
is orbiting.

2. The constant " determines the initial ‘phase’ or angle between p and q for a given
initial conditions.
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3. The equations of motion describe the motion of an elliptical orbit of constant E ,
which is consistent with the motion that this system is conservative. This system
is stable, but not asymptotically stable.

�

Example 3.11. Central force motion.

Consider the motion of the particle moving on a plane, subjected to a force of
magnitude �m

r2
directed towards a fixed point, O . Using polar coordinates, the

Lagrangian is

L D T � U D 1

2
m
�

Pr2 C r2 P�2
�

�
�

��m
r

�

:

Here, the generalized coordinates are q D Œr; ��T . The generalized momenta are:

p1 D @L

@ Pq1 D @L

@Pr D m Pr;

p2 D @L

@ Pq2 D @L

@ P� D mr2 P�:

The Hamiltonian is computed as follows:

H.q; p/ Dp1 Pq1 C p2 Pq2 �
�

1

2
m
�

Pr2 C r2 P�2
�

�
�

��m
r

��

Dm Pr2 Cmr2 P�2 � 1

2
m Pr2 � 1

2
mr2 P�2 � �m

r

D 1

2
m Pr2 C 1

2
mr2 P�2 � �m

r

D 1

2m

�

p21 C p22
q21

�

� �m

r
;

and hence we obtain

Pp1 D � @H

@q1
D p22
mq31

� �m

q21
;

Pp2 D � @H

@q2
D 0;

Pq1 D @H

@p1
D p1

m
;

Pq2 D @H

@p2
D p2

mq21
:
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The Hamilton–Jacobi equation is obtained from (3.302):

@S

@t
C 1

2m

�

@S

@q1

�2

C 1

2mq21

�

@S

@q2

�2

� �m

q1
D 0:

The solution of the Hamilton–Jacobi equation can be found by separating the
variables. Taking S is of the form S D f .t/C g1.q1/C g2.q2/, we get

�df
dt

D 1

2m

�

dg1

dq1

�2

C 1

2mq21

�

dg2

dq2

�2

� �m

q1
:

Since the LHS of the above equation is a function of t only and the RHS is a
function of q1 and q2 only, therefore both sides must be equal to a constant. As a
result, both sides can be integrated separately, with the constant of integration being
equal. Thus, f D .�k1t C constant/ and RHS is

dg2

dq2
D q1

"

2mk1 �
�

dg1

dq1

�2

C 2�m2

q1

# 1
2

:

Again, both sides must be equal to a constant, so we have

g2 D .k2q2 C const/ ;
dg1

dq1
D Q.q1/; Q.q1/ D

�

2�m2

q1
� k22
q21

C 2k1m

	
1
2

:

Hence, S has the form

S.q1; q2; k1; k2; t/ D �k1t C k2q2 C
Z

Q.q1/dq1 C constant:

Following the steps of transformation, we have

q1 D q0
1; q2 D q0

2 and t D t 0

p1 D @S

@q1

ˇ

ˇ

ˇ

ˇ

k1Dp0

1; k2Dp0

2

D Qjk1Dp0

1; k2Dp0

2
;

p1 D
"

2�m2

q1
� p02

2

q21
C 2p0

1m

# 1
2

;

p00
1 Dp0

1 D p21
2m

� �m

q1
C
�

p0
2

�2

2mq21
D const;

p2 D @S

@q2

ˇ

ˇ

ˇ

ˇ

k1Dp0

1; k2Dp0

2

D k2 D p0
2;

p00
2 Dp0

2 D p2 D const:
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Using the fact that the transformed Hamiltonian H 00 is zero, which means that
q00
1 D const and q00

2 D const, we have

q00
1 D @F

@p0
1

D @S

@k1
D �t C

Z

mdq1

Q.q1/
D const;

q00
2 D @F

@p0
2

D @S

@k2
D q2 �

Z

k2dq1

q21Q.q1/
D const :

The following observations can be made about the Hamilton’s equations in the
transformed coordinates .q00; p00; t 00/:

1. We have p00
1 D H D constant, but since H D E , the total energy is conserved,

which is the case for this conservative Hamiltonian system.
2. We have also p00

2 D p2 D mr2 P� D constant, which means that the angular
momentum of the system about the axis perpendicular to the plane is conserved.

3. Differentiating the equation for q00
1 with respect to time, we have the differential

equation below, which is a function of only one variable q1 D r .

dq1

dt
D Q.q1/

m
;

�

q1 D r ) dr

dt
D Q.r/

m

�

:

4. Differentiating the equation for q00
2 with respect to q2, we have a differential

equation of q2.D �/ that explicitly depends on q1 D r . Note that k2 D p00
2 D

constant.

dq2

dq1
D k2

q21Q.q1/
;

�

d�

dr
D k2

r2Q.r/

�

:

We can see that by using canonical transformation systematically, this problem
can be solved analytically.

�

3.7 Normal Forms of Hamiltonian Systems

In this section a method to analyse the dynamics of Hamiltonian systems with a
periodically modulated Hamiltonian is presented [32, 255]. The method is based on
a special parametric form of the canonical transformation

q;p ! Q;P; H.t;q;p/ ! NH.t;Q;P/



q D x � 1
2
‰x

p D y C 1
2
‰y

;




P D x C 1
2
‰x

Q D y � 1
2
‰y

NH.t;Q;P/ D ‰t.t; x; y/CH.t;Q;P/

(3.303)
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using Poincaré generating function ‰.t; x; y/. As a result, stability problem of a
periodic solution is reduced to finding a minimum of the Poincaré function.

The proposed method can be used to find normal forms of Hamiltonians.
It should be emphasized that we apply the modified concept of Zhuravlev [32, 255]
to define an invariant normal form, which does not require any partition on either
autonomous–non-autonomous, or resonance–non-resonance cases, but it is treated
in the frame of one approach. In order to find the corresponding normal form asymp-
totics, a system of equations is derived analogues to Zhuravlev’s chain of equation.
Instead of the generator method and guiding Hamiltonian, a parameterized guiding
function is used. It enables a direct (without the transformation to an autonomous
system as in Zhuravlev’s method) computation of the chain of equations for non-
autonomous Hamiltonians. For autonomous systems, the methods of computation
of normal forms coincide in the firs and second approximations.

3.7.1 Parametric Form of Canonical Transformations

A general result of the Hamiltonian systems parameterization by canonical transfor-
mation is formulated in the frame of the following theorem [195–197].

Theorem 3.4. Let the transformation of variables q;p ! Q;P be given in the
following parametric form

q D x � 1
2
‰x

p D y C 1
2
‰y
;

P D x C 1
2
‰x

Q D y � 1
2
‰y
: (3.304)

Then, for any arbitrary function ‰.t; x; y/ the following property holds: Jaco-
bians of two transformations q D q.t ; x; y/, p D p.t; x; y/ and Q D Q.t; x; y/,
P D P.t; x; y/ are identity ones:

@.q;p/
@.x; y/

D @.Q;P/
@.x; y/

D J.t; x; y/: (3.305)

In the space J > 0 relation (3.304) with respect to variables q;p ! Q;P
transforms the Hamiltonian system H D H.t;q;p/ by the following rule

‰t.t; x; y/CH.t;q;p/ D QH.t;Q;P/; (3.306)

where arguments q;p and Q;P in the HamiltoniansH and QH are expressed via the
parameters x; y in formulas (3.304).

In the next step we investigate for which canonical transformations the parame-
terization exists.
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3.7.2 Integration of Hamiltonian Equations
Perturbated by Damping

Below, we consider dynamics of a unit material mass driven by a potential periodic
force � �@F.t;q/

@q
embedded in the medium with damping �ı Pq governed by the

equation

Rq D ��
2@F.t; q/

@q
� ı Pq; (3.307)

where � and ı are the small parameters.
Equation (3.307) is transformed to the following form

Pq D @H

@p
; Pp C ıp D �@H

@q
; H D �p2

2
C �F.t; q/: (3.308)

Note that (3.308) is not Hamiltonian, since damping force is not potential.
However, applying the following noncanonical transformation

q D Qq; p D Qp exp.�ıt/ (3.309)

the system assumes the following Hamiltonian form

PQq D @ QH
@ Qp ;

PQp D �@
QH

@ Qq ;
QH D �

�

exp.�ıt/ Qp2
2

C exp.ıt/ QF .t; Qq/
	

: (3.310)

Our target is to analyse an asymptotic solution of Hamiltonian (3.310) on the
period 0 � t � 2� . We remain only the terms �3 and �ı, in the Hamiltonian QH , i.e.

QH.t; x; y; �/ D �H1.t; x; y/C�2H2.t; x; y/C�3H3.t; x; y/C�ıH4.t; x; y/C� � � ;
(3.311)

The system of Eq. (3.310) has the standard form and we apply the Poincaré
transformation with respect to the period in the following parametric form


 Qqn�1 D x � 1
2
‰y

Qpn�1 D y C 1
2
‰x
;


 Qqn D x C 1
2
‰y

Qpn D y � 1
2
‰x
; (3.312)

where function ‰.	; x; y/ is found solving a Jacobian type equation.
Points Qqn, Qpn lie on the trajectory Qq.t/, Qp.t/, defined by the solution of

Hamiltonian (3.310) and they are called Poincaré points. A distance in time between
them is equal to period 2�: Qqn D Qq.2�n/, Qpn D Qp.2�n/. In what follows recurrent
relations (3.308) may be obtained for periodic and Poincaré points. For this purpose
the function‰ is sought in the following form

‰ D �‰1 C �2‰2 C �3‰3 C �ı‰4 C � � � ; (3.313)
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Substituting series (3.313) into Jacobi equation, the following series coefficients
are found [196]

‰1.t; x; y/ D
t
R

t0

H1dt;

‰2.t; x; y/ D
t
R

t0

�

H2 � 1
2
fH1;‰1g




dt;

‰3.t; x; y/ D
t
R

t0

�

H3 � 1
2
.fH2;‰1g C fH1;‰2g/C

C 1
8
.H1xx‰1y‰1y � 2H1xy‰1x‰1y CH1yy‰1x‰1x/




dt;

‰4.t; x; y/ D
t
R

t0

H4dt; etc:

(3.314)
where ff; gg D fygx � fxgy denotes the Poisson bracket.

The obtained formulas allow to carry out the full system analysis, which will be
illustrated by the following example.

Example 3.12. Investigate dynamics of a material point driven by the force
��2 cos t cos q and damped by �ı Pq.

In this case for the coefficients of the series (3.311) one gets

H1 D y2

2
C cos t sin x; H2 D 0; H3 D 0; H4 D t

�

�y
2

2
C cos 	 sin x

�

:

Substituting the above expressions to (3.314), one gets the following coefficients
for the time instant t D 2�

‰ D �‰1 C �2‰2 C �3‰3 C �ı‰4;

‰1 D 2�
y2

2
; ‰2 D 0; ‰3 D 2�

�

1

8
cos 2x � y2 sin x

�

; ‰4 D ��2y2:

Removing from (3.312) parameters x and y and using (3.309) the following
recurrent relations are obtained for Poincaré points qn, pn, n D 0; 1; 2; : : : of
Eq. (3.308)

qn D qn�1 C 2��pn�1 CO.�3/;

pn Dpn�1.1 � 2�ı/C 1

4
�3 sin 2qn CO.�4/;

where � is the order of impulse pn D O.�/ (invariant curves are shown in Fig. 3.17).
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Fig. 3.17 Invariant curve with damping

For ı D 0we deal with a Hamiltonian system. It follows from Theorem 5 in [196]
that Poincaré points lie on closed invariant curve‰.qn; pn/ D const D 2��3C with
the accuracy of �5 in the form

p2n
2�2

C 1

8
cos 2qn D C: (	)

A family of invariant curves is shown in Fig. 3.18.
For ı ¤ 0 our system is non-Hamiltonian and Poincaré points with an increase

of n start to lie on curves defined by the preceding equation with a constant C D cn
depended on n. For cn one may obtain the recurrent relations in the following way.
Let a pair Qqn�1 D qn�1, Qpn�1 D pn�1 and Qqn, Qpn of Hamiltonian (3.310) lie on the
following invariant curve

‰. Qqn�1; Qpn�1/ D ‰. Qqn; Qpn/ D 2��3cn�1:

The next pair .qn D Qqn; pn D Qpn.1 � 2�ı// and . QqnC1 D qnC1; QpnC1/ lie on the
invariant curve with modified constant 2��3cn of the form

‰. Qqn; Qpn.1 � 2�ı// D 2��3cn:

Consequently, taking into account two last formulas and applying the Lagrange
theorem one gets

�2�ıpn @‰
@pn

D 2��3.cn � cn�1/:
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Fig. 3.18 Invariant curve without damping

Substituting the above function ‰ the following recurrent solution is found

cn D cn�1 � 2�ıp2n
�2

: (		)

For n D 0 and having the initial values of q0, p0, one finds c0

c0 D p20
2�2

C 1

8
cos 2q0;

and then constants q1, p1, c1 are found from previous relations .	/ and preceding
one.

It follows from .		/ that constant cn decreases monotonously and tends to
minimum of the function.

f .x; y/ D y2

2�2
C 1

8
cos 2x:

Minimum x D �
2

C �ny D 0 corresponds to stable periodic solution of (3.307).
Poincaré points approach a stable point in a spiral way. Therefore, the found
minimum is stable focus (see Fig. 3.17).

Note that a similar equation is studied in monographs [96, 182]. However, three
approximations of averaging KBM method [51] are required in order to get the same
result.
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3.8 Geometrical Approach to the Swinging Pendulum

Riemannian formulation of dynamics makes use of possibility of studying the
instability of system motions through the instability properties of geodesics in a
suitable manifold. It is believed that geometrical approach may provide a good
explanation of the onset of chaos in Hamiltonian systems as an alternative point
of view. This technique has been recently applied to study chaos in Hamiltonian
systems [56–58, 61], however other mechanical systems can be also analysed in
this manner, e.g. systems with velocity-dependent potentials that are described by
Finslerian geometry. The most important tool in this approach is the Jacobi–Levi–
Civita (JLC) equation which describes how nearby geodesics locally scatter. The
instability properties are completely determined by curvature properties of the und-
erlying manifold due to the occurrence of the Riemann tensor in the JLC equation.
Analysing the JLC equation we observe that manifolds with negative curvature
induce chaos, however a chaotic behaviour may occur in systems with positive
curvature manifolds due to curvature fluctuations along geodesics [56,57,179,198].
Since a generic Riemannian space consists of the ambient space and a metric tensor,
so in order to apply this technique we need to define these quantities. We have a
few choices at our disposal. We can use configuration space endowed with a Jacobi
metric, enlarged space–time manifold with an Eisenhart metric or tangent bundle
of a configuration manifold with a Sasaki metric. However, no matter the ambient
space we choose for geometrization, the geodesics projected onto the configuration
space of a system have to correspond the trajectories of an investigated system.
In other words, the geodesics equations should give us the equations of motion.
It should be emphasized that this technique does not provide a new method of
solving differential equations. It provides a qualitative description of the behaviour
of systems using formalism of differential geometry (Riemannian geometry in this
case). This method is still under development and other types of spaces are sought
for a purpose of geometrization. So far, Hamiltonian systems with many degrees-of-
freedom have been investigated with the use of this approach [56–58,198]. However,
Hamiltonian systems with a few degrees-of-freedom are not investigated so often
as the previous ones in this manner except in paper [61] that deals with a two
degrees-of-freedom system (Hénon–Heiles model). Note that Hénon–Heiles model
dynamics is described by a Hamiltonian with a coordinate-independent kinetic
energy term. Here, we analyse a two degrees-of-freedom system (the swinging
pendulum) of the coordinate-dependent kinetic energy term.

In what follows we introduce basic tools for geometrization. Let us consider a
conservative system with n degrees-of-freedom, which is described by the following
Lagrangian:

L D T � V D 1
2
a��.x/ Px� Px� � V.x/; (3.315)

where Px� � dx�

dt
.
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For this conservative system Hamilton’s principle can be cast in Maupertuis’
principle:

ıS D ı

Z

@L

@ Px� Px�dt D 0: (3.316)

It is well known that equations of motion can be obtained using the rules
of variational calculus for the functional S . We have the analogous situation in
Riemannian geometry, where geodesics equations are obtained from:

ı

Z

ds D 0; (3.317)

where ds is arc length. Hence, we can identify these two situations in the following
way:

ı

Z

ds D ıS D 0: (3.318)

The kinetic energy T is a homogeneous function of degree two in the velocities,
hence:

@L

@ Px� Px� D 2T: (3.319)

Using the above result and substituting it to (3.316), we get Maupertuis’
principle:

ıS D ı

Z

2Tdt D 0 (3.320)

Making use of (3.318) and the fact that the system is conservative, one can easily
verify that:

2Tdt D
q

2.E � V.x//a��.x/dx�dx� D
q

g��.x/dx�dx� D ds; (3.321)

where E is the total energy. Hence, we find the metric tensor which is referred as
the Jacobi metric:

g��.x/ D 2.E � V.x//a��.x/: (3.322)

Note that the substitution E � V D T made here is essential. As we said earlier,
the geometry used in this approach is a Riemannian one hence a metric tensor should
not be velocity-dependent. However, the kinetic energy is velocity- dependent by
definition and that is why we must put E � V.x/ instead of T in (3.322).
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Now, we present a brief derivation of the main tool of this approach, namely
the JLC equation [56–58, 61]. Let us define a congruence of geodesics as a family
of geodesics fx�.s/ D x.s; u/ W u 2 Rg. The geodesics are parameterized by a
parameter u whereas s is arc length. Let J.s/ D d

du denote a tangent vector at u (s is
fixed). J.s/ is called a Jacobi vector that can locally measure the distance between
two nearby geodesics. Since d

ds
is tangent to a geodesic, we get:

rs

d

ds
D 0; (3.323)

where rs � r d
ds

.
It is easy to verify that

rs

d

du
D ru

d

ds
: (3.324)

Hence, we obtain

r2
s

d

du
D rsru

d

ds
: (3.325)

Let us introduce the Riemann curvature tensor [39]:

R

�

d

ds
;
d

du

�

d

ds
D rsru

d

ds
� rurs

d

ds
� rŒ dds ; ddu �

d

ds
: (3.326)

Making use of (3.323) and the fact that
�

d
ds
; d
du


 D 0 we get:

R

�

d

ds
;
d

du

�

d

ds
D rsru

d

ds
: (3.327)

Substituting the obtained result to (3.325), we find:

r2
s

d

du
CR

�

d

du
;
d

ds

�

d

ds
D 0; (3.328)

where we use the antisymmetry of the Riemann curvature tensor with respect to its
first two arguments. The obtained equation is called JLC equation and it describes
the evolution of geodesics separation along geodesic. In order to make any further
calculation Eq. (3.328) will be expressed in local coordinate system later on.
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3.8.1 The Analysed System and Geometrization

We study again, the two degrees-of-freedom, conservative mechanical system which
consists of elastic swinging pendulum with nonlinear stiffness (see Fig. 3.19) [35].
The nonlinearity of the spring has the form:

k.y/ D k1.y C yst/C k2.y C yst/
3; (3.329)

where yst is a position of the mass at rest. The Lagrangian describing the dynamics
of our system has the form:

L D 1

2
m.Pr2 C r2 P'2/ � k1

2
.r � l0/

2 � k2

4
.r � l0/

4 Cmgr cos': (3.330)

From Euler–Lagrange equations one can easily obtain:

Rr D r P'2 � k1

m
.r � l0/� k2

m
.r � l0/

3 C g cos';

R' D � 2

r
Pr P' � g

r
sin': (3.331)

In order to obtain dimensionless equations we apply the following substitutions:

z D r � l0
l

� z0; z0 D yst

l
; ˛ D k2l

3

mg
; ˇ2 D k1l

mg
; t ! t

r

g

l
: (3.332)

Fig. 3.19 The investigated
system
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Hence, we get

Rz D .1C z/ P'2 � ˇ2.z C z0/ � ˛.z C z0/
3 C cos';

R' D � 2

1C z
Pz P' � 1

1C z
sin'; (3.333)

where the corresponding dimensionless Lagrangian reads

QL D Pz2 C .1C z/2 P'2 � ˇ2.z C z0/
2 � ˛

2
.z C z0/

4 C 2.1C z/ cos': (3.334)

As the Riemannian space manifold we choose a configuration manifold endowed
with a Jacobi metric g. In our case the Jacobi metric has the following form:

g D 4.E � V /

�

1 0

0 .1C z/2

�

; (3.335)

where V is dimensionless potential:

V D ˇ2.z C z0/
2 C ˛

2
.z C z0/

4 � 2.1C z/ cos'; (3.336)

and E is total energy of the system. In order to find JLC equation, first we have to
find coefficients of the Riemann curvature tensor. It is easy to verify that connection
coefficients have the following form:

�111 D � 1

2W

@V

@z
; �112 D � 1

2W

@V

@'
;

�122 D � 1

2W

�

2.1C z/W � .1C z/2
@V

@z

�

; �211 D 1

2W .1C z/2
@V

@'

�212 D 1

2W .1C z/2

�

2.1C z/W � .1C z/2
@V

@z

�

; �222 D 1

2W

@V

@'
;

where W D E � V . Since the Riemannian space manifold is two-dimensional,
there is only one nonzero coefficient of the Riemann curvature tensor. It has the
following form:

R2121 D 2
@2V

@'2
C 2

W

�

@V

@'

�2

C2.1Cz/2
@2V

@z2
C2.1Cz/

@V

@z
C2.1C z/2

W

�

@V

@z

�2

:

(3.337)
Let us choose special base vectors fE1;E2g, such thatE1 D d

ds
and g.E1;E2/ D

0, g.E2;E2/ D 1.
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In other words the base is formed by the orthonormal set of vectors. In local
coordinate system these base vectors have the form (Einstein’s summation conver-
sion is used in this section)

Ei D Y
j
i ej ; (3.338)

where i D 1; 2 and

�

Y 11 Y
2
1

Y 12 Y
2
2

�

D
 

d z
ds

d'

ds

.1C z/ d'
ds

� 1
1Cz

d z
ds

!

; e1 D @
@z ; e2 D @

@'
: (3.339)

The Jacobi vector in this base reads J D J nEn (J n should not be confused with
n-power of J ). Substituting this into the JLC Eq. (3.328) we get

r2
S .J

nEn/CR.J nEn;E1/E1 D 0: (3.340)

Since E1 is tangent to the geodesics, one gets

d2J n

ds2
En C J iR.Ei ; E1/E1 D 0: (3.341)

Since R.En;E1/E1 is a vector, so it can be decomposed in the orthonormal base
as follows

R.Ei ; E1/E1 D
2
X

nD1
g.R.Ei ; E1/E1;En/En: (3.342)

We put sum explicitly here because i indices are on the same level so we cannot
apply Einstein’s summation convention. Substituting (3.342) to (3.341) one gets

d2J n

ds2
C J ig.R.Ei ; E1/E1;En/ D 0; (3.343)

where n D 1; 2.
Due to the antisymmetry of the Riemann tensor the following equation is

obtained

d2J n

ds2
C J 2g.R.E2;E1/E1;En/ D 0: (3.344)

Making use of (3.338) one finds

g.R.E2;E1/E1;En/ D Rklij Y
k
n Y

l
1 Y

i
2 Y

j
1 : (3.345)
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Taking into account (3.339) two uncoupled equations JLC equations are
obtained:

d2J 1

ds2
D 0;

d 2J 2

ds2
C R2121

detg
J 2 D 0: (3.346)

Actually, we are only interested in the evolution of J 2 along geodesics because
this component of Jacobi vector is a coefficient standing by the vector that is
orthogonal to the tangent direction of geodesics. Hence, from now on we consider
only the following equation

d2J 2

ds2
C R2121

detg
J 2 D 0: (3.347)

Due to the dimension of the Riemannian space manifold we find

R2121

detg
D 1

2
R; (3.348)

where R is a scalar curvature. In our case, the scalar curvatureR takes the form

R D 2R2121

detg
D 1

8W 2.1C z/2

 

@2V

@'2
C 1

W

�

@V

@'

�2

C .1C z/2
@2V

@z2
C .1C z/

@V

@z

!

C 1

8W 3

�

@V

@z

�2

: (3.349)

Let us go back to the JLC equation

d2J 2

ds2
C 1

2
J 2R.s/ D 0: (3.350)

The above equation is a differential equation with respect to the arc length s.
In order to make further calculation we have to transform this equation into a
differential equation with respect to time t . The metric used in this section is the
Jacobi metric, so we have

ds D 2W dt: (3.351)

Making use of the above identity we get the desired differential equation with
respect to time

d2J 2

dt2
�

PW

W

dJ 2

dt
C 2W 2RJ 2 D 0: (3.352)
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To obtain an oscillator equation we apply the substitution [33–35]:

J 2 D J exp

 

1

2

Z PW

W
dt

!

D J
p

W : (3.353)

The quantity W is never negative since its values equal the kinetic energy by
definition, so

p
W always exists. Hence we find the oscillator equation

RJ C 1

2
J

0

@

RW

W
C 4W 2R � 3

2

 PW

W

!2
1

A D 0: (3.354)

Observe that
p

W � E so we can examine only J instead of J 2. Eq. (3.354) is
an oscillator equation with time-dependent frequency

� D 1

2

0

@

RW

W
C 4W 2R � 3

2

 PW

W

!2
1

A : (3.355)

Thus, the analysis of behaviour of the system is transformed to the analysis of
solutions of the following equation

RJ C�J D 0: (3.356)

As we mentioned earlier, the above equation is an oscillator equation with time-
dependent frequency �. Note that the frequency is not explicitly time-dependent.
However, it consists of functions of positions and velocities of the spring mass that
are time-dependent. Hence, in order to solve (3.356) we must know the solutions
of dynamics equations (3.333). In what follows the JLC equation is numerically
solved, some numerical results are illustrated and discussed.

In order to solve numerically Eq. (3.356) we put the following values of the
parameters: .˛ D 2; ˇ D 1/, .˛ D 0:1; ˇ D 0:2/ and .˛ D 1; ˇ D 2/. The
results are displayed in four figures for each case (except the last case, where six
figures are presented). The first figure shows the projection of the phase trajectories
onto .z; Pz/ subspace. The second one presents a corresponding Poincaré section or
another projection onto .'; P'/ subspace. Next figures present the evolution of J ,
ln jJ j.

Our first case is a quasiperiodic one (see Fig. 3.20). It is easy to see that J evolves
rapidly and fluctuates along the trajectory. The rate of the growth is presented in next
figure, where ln jJ j is put on the vertical axis. The second case is a weak-chaotic
one (see Fig. 3.21). Observe that behaviour of J is similar to the previous one (see
Fig. 3.20), i.e. J evolves rapidly as well. Hence, it is rather hard to distinguish
between these two cases. In the last case we have a qualitatively different situation
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(see Fig. 3.22). One can observe that the evolution of J is bounded and resembles
the vibrations with amplitude modulation. Such evolution of J should indicates that
a behaviour of the system is regular.

However, we can observe (see Fig. 3.22a–d) in phase portraits and Poincaré
sections that we have rather quasiperiodic behaviour than periodic one. In order
to explain this fact we must take a look at the .z; Pz/ and .'; P'/ Poincaré sections
and phase portraits. One can observe that the phase trajectories do not penetrate the
whole energy surface. The phase trajectories are bounded to a small region (see the
scale in Fig. 3.22a–d). Hence, there cannot be any rapid growth of J (see Fig. 3.22e).

3.9 Geometric Analysis of a Double Pendulum Dynamics

The classical approach to analysis of Hamiltonian systems has been widely applied,
providing a classical explanation of the onset of chaos in these systems. In addition
to the classical techniques for analysing Hamiltonian systems, the geometric
approach plays an important role. The geometric approach is based on the relation
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between Riemannian geometry and Hamiltonian dynamics, but is distinct from the
incorporated footnote geometric formulation of Hamiltonian mechanics in terms
of symplectic geometry. This technique has into text been successfully applied
[42, 57, 60, 61], especially to systems with many degrees of freedom. It has also
been widely applied in general relativity [226, 227] and to low dynamical systems
with a nondiagonal metric tensor [35]. It is believed that the geometric approach can
provide an alternative to slight revision for the classical explanation for the onset
of chaos in Hamiltonian systems, which involves the homoclinic ease of reading
intersections [155].

As it has been already mentioned in the geometric approach to Hamiltonian
dynamics, the analysis of dynamical trajectories and behaviour of a system is cast
into the analysis of a geodesic flow in a corresponding Riemannian space. The
main tool of this approach is the so-called JLC equation [42, 55]. In general, the
JLC equation is a system of second-order differential equations with respect to a
geodesic length, and it describes the evolution of a tangent vector (so-called Jacobi
vector) along the geodesic. Although there are many dynamical systems that can be
described in this manner, there are some that cannot, namely systems with velocity-
dependent potentials. However, this kind of dynamical system can be analysed by
means of the Finslerian geometry [42]. Here, we study conservative Hamiltonian
systems, which can be geometrized within the Riemannian geometry approach [33].
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The point is that motion of a Hamiltonian system can be viewed as the motion of
a single virtual particle along a geodesic in a suitable Riemannian space Q. From
the above condition one can obtain the geodesics equation, which has the following
form in local coordinates [55]
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d2qi

ds2
C �ijk

dqj

ds

dqk

ds
D 0: (3.357)

The Riemannian space is endowed with a metric tensor, which is obtained from
the dynamics of the analysed system. Since we choose a configuration space of an
analysed system for a Riemannian manifold, the metric tensor is the Jacobi metric
g, which is connected to the dynamics by the following relationship [57]

gij D 2W aij .q/; W � E � V; (3.358)

where E is a total energy and V is potential energy. The matrix ‘a’ is a kinetic
energy matrix (we use the brought footnote into Einstein summation convention):

L D 1

2
Pqiaij Pqj � V: (3.359)

This relationship follows from the Maupertuis principle, which gives

ds D 2Wdt: (3.360)

The main tool of the geometric approach, namely the JLC equation in a local
coordinate system, has the following form [55, 57]

ı2J n

ıs2
C J i

dqj

ds

dqk

ds
Rnkij D 0; n D 1; 2; : : : ; dim Q; (3.361)

where qj satisfy the geodesics equation (3.357), J n are components of the Jacobi
vector,Rnkij are components of the Riemann curvature tensor, and

ıJ n

ıs
D dJ n

ds
C �nklJ

n dq
l

ds
(3.362)

are so-called absolute derivatives. The above equation has a similar form to the
tangent dynamics equation, which is used to evaluate Lapunov’s exponents. In fact,
Eq. (3.361) takes exactly the same form in the case of the Eisenhart metric [56].
This means that there is a connection between the JLC equation and the tangent
dynamics equation. Moreover, it is possible to find Lapunov’s exponents using the
Riemannian geometry approach. This has been done only for systems with many
degrees of freedom and diagonal metric tensor [57].

Because we are interested in systems of only two degrees of freedom, the
Riemannian space Q is two dimensional. This implies that we have only one
nonzero component R2121 of the Riemann curvature tensor [55, 179]. In this case,
the JLC equation (3.361) takes the form

d2‰

ds2
C R2121

det g
‰ D 0; (3.363)
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where ‰ is a normal component of the Jacobi vector relative to the geodesic.
The tangent component of the Jacobi vector evolves only linearly in a geodesic
length, so it does not contribute to the character of the solution [42]. Next, making
use of the fact that

R D 2R2121

det q
; (3.364)

we obtain a single differential equation which carries information about the system
behaviour

d2‰

ds2
C 1

2
R‰ D 0; (3.365)

where R is the scalar curvature which, in general, is not periodic in 	 . At this point,
we can see where a possible explanation of the onset of chaos in Hamiltonian system
lies. The component ‰ of the Jacobi vector represents a distance between two
nearby geodesics, which in turn represent trajectories of the analysed system. The
solutions of Eq. (3.365) can exhibit exponential growth due to parametric excitations
in the scalar curvature. Hence, this formulation and description of Hamiltonian
dynamics gives us a qualitatively different explanation of the onset of chaos as a
parametric instability of geodesics [61].

In order to solve Eq. (3.365), we need to transform it into a differential equation
with respect to the real time, t . Taking into account Eq. (3.359) we find

R‰ �
PW
W

P‰ C 2RW 2‰ D 0: (3.366)

The above equation can be easily transformed into another form by means of the
following substitution [61]

‰ D J
p
W ; (3.367)

which gives

RJ C�.	/J D 0; (3.368)

where

�.	/ � 1

2

0

@

RW
W

� 1

2

 PW
W

!2

C 4RW 2

1

A : (3.369)

It should be emphasized here that � is not, in general, periodic in 	-time.
Although� is written as a function of 	 , it does not depend on 	 explicitly. In fact,
it depends on a particular trajectory of the system.
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3.9.1 The Pendulum and Geometrization

In this section we analyse a mechanical system with constraints, namely a double
physical pendulum. The dynamics of the pendulum are described by the following
Lagrangian L

L D 1

2
.m1c

2
1CJ1Cm2l

2
1 / P'21C

1

2
.m2c

2
2CJ2/ P'22Cm2c2l1 P'1'2 cos.'1�'2/�V.'1; '2/;

(3.370)

where

V.'1; '2/ D g.m2l1 Cm2c2 Cm1c1/� g.m1c1 Cm2l1/ cos'1 �m2gc2 cos'2;
(3.371)

m1 and m2 are masses, J1 and J2 are moments of inertia, and c1 and c2 are
the positions of centers of masses of the first and second link, respectively (see
Fig. 3.23). In order to cast the above Lagrangian into a non-dimensional form, we
introduce the following scaling

	 � t

s

m1gc1 Cm2gl1

J1 Cm1c
2
1 Cm2l

2
1

; ˇ � J2 Cm2c
2
2

J1 Cm1c
2
1 Cm2l

2
1

;

� � m2c2l1

J1 Cm1c
2
1 Cm2l

2
1

; � � m2c2

m1c1 Cm2l1
: (3.372)

Fig. 3.23 Double physical
pendulum
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Fig. 3.24 Poincaré section for E D 1:1

Hence, the Lagrangian takes the non-dimensional form

L D1

2
P'21 C ˇ

2
P'22 C � P'1 P'2 cos� � 1 � �C cos'1 C � cos'2

D1

2
. P'1 P'2/a

� P'1
P'2
�

� 1 � �C cos'1 C � cos'2;

� � '1 � '2 (3.373)

where

a D
�

1 � cos�
� cos� ˇ

�

; (3.374)

The dot over ' denotes 	 derivative. Using the Euler–Lagrange equations we
obtain the equations of motion

R'1 D �� sin�.� cos� P'21 C ˇ P'22/ � ˇ sin'1 C �� sin '2 cos�

ˇ � �2 cos2 �
;

R'2 D � sin �.� cos� P'22 C P'21/� � sin '2 C � sin '1 cos�

ˇ � �2 cos2 �
: (3.375)

Let us consider the Jacobi metric g of the physical pendulum

g D 2W a D 2W

�

1 � cos�
� cos� ˇ

�

W � E � 1 � �C cos'1 C � cos'2:

(3.376)
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Next, we find the connection coefficients �ijk :

�111 D 1

2W det a
.2�2 sin '1 cos2 � C W �2 sin.2�/� �� sin'2 cos� � ˇ sin '1/;

�222 D 1

2W det a
.2��2 sin '2 cos2 � � W �2 sin.2�/� ˇ� sin '1 cos� � ˇ� sin '2/;

�211 D 1

2W det a
.� sin'2 � � sin '1 cos� � 2W � sin�/;

�122 D ˇ

2W det a
.ˇ sin '1 � �� sin '2 cos� C 2W � sin �/;

�212 D 1

2W det a
.�� sin '2 cos� � ˇ sin '1/;

�112 D ˇ

2W det a
.� sin '1 cos� � � sin '2/: (3.377)

In a two-dimensional space there is only one nonzero component of the Riemann
curvature tensor, namely,

R2121 D� cos'2 C 2W � cos� C ˇ cos'1

C 1

W
.� sin '1 cos� � � sin '2/2 C sin2 '1 det a

W

C �� sin �

det a
.ˇ� sin '1 cos� � �� sin'2 cos� � ˇ� sin '2 C ˇ sin '1/

C �2W �3 sin2 � cos�

det a
: (3.378)

Making use of Eq. (3.364) we find the scalar curvature:

R D � cos�

W det a
� �3 sin2 � cos�

W det2 a
C � cos'2 C ˇ cos'1

2W 2 det a

C �� sin �.ˇ� sin'1 cos� � �� sin '2 cos� � ˇ� sin '2 C ˇ sin '1/

2W 2 det2 a

C sin2 '1
2W 3

C .� sin '1 cos� � � sin '2/2

2W 3 det a
: (3.379)

Finally, inserting the obtained scalar curvature into Eq. (3.368) we get the JLC
equation for the physical pendulum.



146 3 Second-Order ODEs

3.9.2 Numerical Simulations

The equations of motion have been numerically solved by means of the symplectic
algorithm of Stromer–Verlet [110] and the obtained JLC equation (3.368) by
the Dormand–Prince 5(4) algorithm with algorithm with variable time-step and
the energy correction. Numerical simulation parameters were given the following
values: ˇ D 0:6, � D 0:4, � D 0:66667. The simulation was performed for
the total energy E D 1:1. Below, we present the Poincaré section (Fig. 3.24), in
which one can observe chaotic regions as well as islands of regular behaviour. Thus,
we can analyse the system’s behaviour on the same energy level. The numerical
results include three cases, namely two of them (Figs. 3.25 and 3.26) from regions
of regular behaviour and the last (Fig. 3.27) one from the chaotic region. The initial
conditions of the regular behaviour cases have been taken from the interior of the
regular islands, so that trajectories stay in regular regions regardless of numerical
errors.

The presented figures include two projections of the phase trajectories (only in
the case of regular behaviour), the corresponding Poincaré section of a particular
trajectory, and the graph, which presents the evolution rate of a solution of the JLC
equation. One can easily observe that in the case of regular trajectories (Figs. 3.25
and 3.26) the evolution of the Jacobi vector along the geodesic is bounded. However,
in Fig. 3.27 we can observe the unbounded evolution of the Jacobi vector, which
means that two nearby geodesics originating from the neighbourhood of the initial
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condition move away from each other and hence the distance between them grows
exponentially. This is caused by the parametric resonance occurring in the JLC
equation (3.365).

The obtained results can be briefly summarized as follows. We have applied the
Riemannian approach to a low dimensional system with constraints and have shown
that the geometric approach gives results that are in qualitative agreement with those
obtained from the classical approach. The existence of constraints is manifest in the
metric tensor, which has a nondiagonal form in this case. Although the obtained
results show that there is an agreement between classical and geometric approaches,
a more thorough analysis is needed. The aim of this approach is to make use of
the Riemannian geometry tools to gain information about a system’s behaviour
without referring to the geodesic evolution. The geometric approach has already
been applied to systems that have no constraints and many degrees of freedom
[42, 57]. However, systems with approach few degrees of freedom and constraints
are more difficult to analyse in this manner.

Lyapunov exponents vs. geometric instability exponents of a double physical
pendulum has been further studied in [34]. Within the Riemannian geometry for-
mulation, the geometrical instability exponents are defined as geometric Lyapunov
exponents, since the tangent dynamics equation has the same form as the JLC
equation in the Eisenhart metric.
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Fig. 3.27 Initial conditions: '2 D �1:93, P'2 D �0:23

3.10 A Set of Linear Second-Order ODEs
with Constant Coefficients

Consider the systems governed by the following set of second-order differential
equations

A Rq C B Pq C Cq D f .t/; (3.380)

where the matrices A, B and C do not depend on time t and they are arbitrary
square matrices of nth order with real coefficients. Here our considerations will
follow reference [72] (see references therein and [97]). According to the authors
sometimes a direct application of the second-order form (3.380) may lead to
essential reduction of a computational time preserving a clear physical insight.
In other words, sometimes a reduction to the first-order differential equations is not
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required and may cause more problems in analysis and understanding a particular
with respect to application oriented researches and engineers. The classical modal
analysis, which has long tradition in mechanics, can be directly applied to a lumped
dynamical system (3.380) instead of using the state-space Hamiltonian approach.
Although the Hamiltonian approach possesses its beauty and attracts theoretically
oriented researchers, engineers rely on traditional terms like Lagrangian coordinates
(here q), generalized excitation (here f .t/), modes and natural frequencies. Since
we consider here non-conservative linear systems (note the occurrence of matrixB),
hence also two other important questions appear (see also [87, 126]).

(i) When does a linear non-conservative system possess classical normal modes?
(ii) What are free frequencies of non-conservative systems? Note that model ana-

lysis of a symmetric and positive definite system is a process of diagonalizing
two matrices at the same time. Then if the system (3.380) is decoupled, it may
be treated as n independent single-degree-of-freedom systems.

These two questions will be explained further. Traditionally, here are three modal
analysis approaches devoted to system (3.380):

(iii) Simultaneous reduction of A, B and C to symmetric matrices by a common
similarity transformation;

(iv) Simultaneous reduction of the coefficient matrices to diagonal forms;
(v) Simultaneous reduction of matrices A, B and C to upper triangular matrices

by a common similarity transformation [72].

However, the restrictions required for application of the mentioned approaches
show that only a small subclass of linear non-conservative systems may be analysed.

Following reference [72], instead of A, B and C we take matrices M , D and
K . The matrix M is called mass inertial matrix and is positive definite, whereasD
(damping matrix) and K (stiffness matrix) are positive semidefinite.

3.10.1 Conservative Systems

We consider the system

A Rq C Cq D f .t/; (3.381)

which is obtained from (3.380) forB D 0. In a mechanical language Eq. (3.381) go-
vern dynamics of an undamped non-gyroscopic conservative and non-autonomous
system. The system (3.381) can be decoupled if and only if there are two non-
singular matrices U and V such that VAU and VCU are diagonal.

Recall that two square matrices P andQ are said to be equivalently transformed
if P D VQU . The equivalent transformation preserves the rank of the matrices.
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If V D U�1 then we have a similarity transformation. If V D UT then we have
a congruence transformation. Note that the classical model analysis is based on the
congruence transformation.

If U is an orthogonal matrix then a congruence transformation is also a similarity
transformation, i.e. U�1 D UT .

Consider an autonomous case (f D 0) and assume a solution in the form of
a column vector

q D ue˛t : (3.382)

Substituting (3.382) to (3.381) we get

˛2Au C Cu D 0 (3.383)

and hence

Cu D �Au; (3.384)

where � D �˛2. The adjoint eigenvalue problem has the form

CT v D �AT v; (3.385)

and (3.384) and (3.385) have the same determinant and hence they have the same
eigenvalues. If one assumes that A is non-singular there exists a full set .n/ of
eigenvalues. An eigenvalue problem is said to be defective if it does not have a full
set of independent eigenvalues. A sufficient (but not necessary) condition under
which (3.385) is not defective is that the eigenvalues are distinct. On the other
hand, (3.384) is not defective if and only if (3.385) is not defective. Every �j
possesses the corresponding eigenvectors uj and vj :

Cui D �iAui ; (3.386)

CT vj D �jA
T vj : (3.387)

Each column vector ui .vi / is undetermined to the extent of an arbitrary mul-
tiplicative constant. Recall that .AB/T D BTAT , and hence .C T vj /

T D vTj C .
Applying transpose to (3.387) we obtain

vTj C D �j v
T
j A: (3.388)

Multiplying both sides of (3.388) right-handly by ui we get

vTj Cui D �j v
T
j Aui : (3.389)
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Multiplying both sides of (3.386) left-handly by vTj we get

vTj Cui D �iv
T
j Aui : (3.390)

Comparing (3.389) and (3.390) we obtain

.�i � �j /v
T
j Aui D 0: (3.391)

Now, assuming �i ¤ �j the eigenvectors ui and vj are biorthogonal (because
vTj � .Aui / D 0) with respect to matrix A. For �i D �j a so-called multiple
eigenvalue problem appears. Let �k be a repeated eigenvalue of multiplicity m.
Then, there exist m independent eigenvectors uk and m independent vectors vk
associated with �k . The uk eigenvectors are biorthogonal to other n�m eigenvectors,
but (in general) they are not biorthogonal to vk . However, both uk and vk may be
orthogonalized [72].

To sum up, a biorthogonality relation between uj and vj holds always. Note that
a positive definiteness of the mass matrixM ensures that a being considered system
is not inertially degenerate. A symmetry of M and K ensures that the system is not
defective.

Normalization of the eigenvectors ui and vj gives

vTj Aui D ıij ; i; j D 1; 2; : : : ; n: (3.392)

Observe that ui is adjoint to vj and both of them have an arbitrary multiplicative
constant.

Taking into account (3.389) and (3.392) we get

vTj Cui D �j ıij ; i; j D 1; 2; : : : ; n: (3.393)

Define square matrices

U D Œu1; u2; : : : ; un�; (3.394)

V D Œv1; v2; : : : ; vn�
T ; (3.395)

ƒ D diagŒ�1; �2; : : : ; �n�: (3.396)

From (3.392) we get

VAU D I (3.397)

and from (3.393) we obtain

VCU D ƒ: (3.398)
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Letting q D Up from (3.381) we get

AU Rp C CUp D f .t/: (3.399)

Multiplying (3.399) left-handly by V we get

VAU Rp C VCUp D Vf .t/; (3.400)

or equivalently (see (3.397) and (3.398))

Rp Cƒp D Vf .t/: (3.401)

To conclude, an undamped non-gyroscopic (not degenerated and not defectived)
system can always be decoupled by equivalence transformation. The equivalence
transformation is defined by (3.384) and (3.385). For a symmetric and definite
system Eq. (3.384) takes the form

Ku D �M u: (3.402)

Since K and M are symmetric and definite, and Eqs. (3.384) and (3.385) are
identical, a solution of one of them can be taken. The modes and adjoint modes
are V D UT . Therefore, the decoupling eigenvalue transformation reduces to the
classical modal transformation if the matrices are symmetric and definite.

The homogeneous system of (3.401) has the following solutions

pi D Ai cos.!i t �ˆi/; i D 1; 2; : : : ; n (3.403)

where: Ai—amplitude, ˆi—phase angle, pi is a component of the vector p and
�i D !2i . Recalling q D Up we obtain

q D
n
X

iD1
uipi D

n
X

iD1
uiAi cos.!i t �ˆi/; (3.404)

which means that a general response of an autonomous conservative system is
a superposition of n harmonic oscillations.

3.10.2 Non-conservative Systems

In general, whenD ¤ 0 the system

M Rq CD Pq CKq D f .t/; (3.405)
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may be diagonalized if and only if M�1D and M�1K commute in multiplica-
tion, i.e.

DM�1K D KM�1D: (3.406)

The condition (3.406) is necessary and sufficient one for the modal transforma-
tion to decouple a damped symmetric and definite system. However, this condition
in practice is rarely satisfied.

Applying the equivalence transformation to Eq. (3.380) we use two matrices U
and V to diagonalize A and C . Following steps from previous section we get

AU Rp C BU Pp C CUp D f .t/ (3.407)

and next

VAU Rp C VBU Pp C VCUp D Vf .t/: (3.408)

Taking into account (3.397) and (3.398) we obtain

Rp C VBU Pp Cƒp D Vf .t/: (3.409)

It is clear that the system (3.409) is decoupled if and only if VBU is diagonal,
which in general is not true. On the other hand, one can approximate VBU by its
diagonal part when other non-diagonal elements are small enough.

Theorem 3.5. The linear non-conservative system (3.380) can be decoupled by
an equivalence transformation if and only if the matricesA�1B andA�1C commute
in multiplication

BA�1C D CA�1B: (3.410)

Proof. From (3.397) we get AU D V �1, and hence A�1 D UV:

From (3.410) we obtain

BUVC D CUVB: (3.411)

Premultiply Eq. (3.411) by V and postmultiply by U to get

VBU VCU D VCU VBU: (3.412)

Taking into account (3.412) and (3.398) we obtain

Sƒ D ƒS: (3.413)
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Note that (3.413) is satisfied when S is diagonal, i.e. VBU is diagonal. On the other
hand it follows from (3.413)

VBA�1CU D VCA�1BU; (3.414)

which shows that (3.410) is satisfied. ut
Let us use an explicit expression of right- and left-hand sides of (3.413)

2

6

6

6

4

s11 s12 : : : s1n

s21 s22 : : : s2n
:::

:::
:::

sn1 sn2 : : : snn

3

7

7

7

5

�

2

6

6

6

4

�1 0 0 : : : 0

0 �2 0 : : : 0
:::
:::
:::

:::

0 0 0 : : : �n

3
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7

7

5

D

2

6

6

6

4

s11�1 s12�2 : : : s1n�n

s21�1 s22�2 : : : s2n�n
:::

:::
:::

sn1�1 sn2�2 : : : snn�n
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5

(3.415)
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0 �2 0 : : : 0
:::
:::
:::
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(3.416)

Comparing the corresponding elements of (3.415) and (3.416) we obtain

�j sij D �i sij ; i; j D 1; 2; : : : ; n: (3.417)

If �i ¤ �j , then sij D 0 and hence S must be diagonal. If we have k distinct
eigenvalues, k < n, then S has a block diagonal form

S D diagŒS1; S2; : : : ; Sk�: (3.418)

3.10.3 Modal Analysis and Identification

Recall the considerations given in previous sections and consider the mechanical
multibody system with the corresponding kinetic T and potential V energies defined
by the formulas

T D 1

2

n
X

r;sD1
ars Pqs Pqr ; (3.419)

V D 1

2

n
X

r;sD1
crsqsqr ; (3.420)
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where the coefficients ars describe inertial properties, and crs are stiffness
coefficients. We consider also the simplest case where the following symmetry
holds: ars D asr , crs D csr . According to the previous results (Sect. 3.10.1) one can
find the non-singular n � n matrix U that

q D Up (3.421)

and the kinetic and potential energies will get the so-called canonical forms

T D 1

2

n
X

sD1
�s Pp2s ; (3.422)

V D 1

2

n
X

sD1

sp

2
s : (3.423)

Our conservative autonomous system (see Sect. 3.10.1) gets the form

�s Rps C 
sps D 0; s D 1; 2; : : : ; n: (3.424)

Hence, in the case of our linear system the transformation (3.421) decouples
the system (3.381) and each of n Eq. (3.424) governs a separated form (mode) of
a harmonic oscillation with the frequency !s D p


s=�s; s D 1; : : : ; n.
Note that all components of the transformation (3.421) are real, and hence each

of the modes is characterized by a movement of all points of the system, i.e. all of
the points reach simultaneously the extremal configurations of the system as well as
the equilibrium positions. They are called normal oscillations.

In the case when damping as well as the gyroscopic and circulatory forces appear
[166, 176], the following system of second-order differential equations governs the
dynamics of a lumped system with n-degrees-of-freedom (see (3.380))

n
X

sD1
.ars Rqs C brs Pqs C crsqs/ D 0; (3.425)

where brs D bsr and crs ¤ csr . Although this system of equations can be
diagonalized using a certain complex matrix [62], but the described earlier normal
modes cannot be realized. In general, the modal analysis can be applied only to the
systems governed by a self-adjoint operator [136].

In the case of identification of the non-conservative system (3.405) we apply
the so-called vector of testing inputs f .t/ D colff1.t/; : : : ; fn.t/g. Since we have
three square matrices M D Œmik�, D D Œdik� and K D Œkik� with the orders
n � n , we would like to define 3n2 unknown elements of the matrices. During
identification process we use inputs fk.t/ to get outputs qi .t/, k; i D 1; 2; : : : ; n.
Knowing qi .t/, we can differentiate them to get Pqi.t/, and Rqi .t/ in the time
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instants tl , l D 1; 2; : : : ; 3s, where s � n. Knowing accelerations, velocities and
displacements for a given time instants tl one obtains the following set of algebraic
non-homogenous linear set of equations

n
X

kD1
.mik Rqk.tl /C dik Pqk.tl /C kikq.tl // D fi .tl /; i D 1; 2; : : : ; n; (3.426)

which serves to find the unknown elements mik, dik and kik. Since we measure
experimentally accelerations, velocities and displacements then some errors are
introduced denoted here by

"i .tl / D
n
X

kD1
.mik Rqk.tl /C dik Pqk.tl /C kikq.tl /� fi .tl //: (3.427)

The function

�.mik; dik; kik/ D
3s
X

lD1

n
X

iD1
"2i .tl / (3.428)

may be used to find the elements mik , dik, kik . To achieve this we differen-
tiate (3.428) successively by m�

jk, d�
jk and k�

jk and we obtain 3n2 linear algebraic

equations with 3n2 unknowns. Since we differentiate in time the experimentally
obtained processes, one can get even relatively high errors. To achieve high order
reliability of the obtained results, applications of other tools from mechanics are
highly recommended (integral characteristics, correlation functions, fast Fourier
transform and the amplitude–frequency characteristics). A classical approach uses
the Fourier transformation, and from (3.426) we obtain (we take t instead of tl )

n
X

kD1
.�!2mjk C i!djk C kjk/Qk

.i!/ D Fj .i!/; (3.429)

where

Qk.i!/ D 1

2�

1
Z

�1
qk.t/e

�i!tdt; (3.430)

Fj .i!/ D 1

2�

1
Z

�1
fj .t/e

�i!tdt; i D p�1: (3.431)

Observe that we have got algebraic equations with complex coefficients in
a frequency domain. We separate real and imaginary parts to obtain
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n
X

kD1
Œ�!2mjkReQk.i!/ � !djkImQk.i!/C kjkReQk.i!/� D ReFj .i!/;

n
X

kD1
Œ�!2mjkImQk.i!/C !djkReQk.i!/C kjkImQk.i!/� D ImFj .i!/;

j D 1; 2; : : : ; n:
(3.432)

In order to obtain 3n2 unknown elements in the frequency domain one needs
to have the input–output characteristics for at least 1:5n different values of the
excitation frequency !l (l �1.5n). Introducing the matrix S and two vectors Y
and X one obtains the following set of algebraic equations

SY D X; (3.433)

where:

Y2ln D Y.mjk; djk; kjk/,
S2ln�2ln D S.ImQ.i!l/;ReQ.i!l/; !l /;
X2ln D X.ImF.i!l /;ReF.i!l //:

3n D 2l: (3.434)

Multiplying both sides of (3.433) by ST we get

ST SY D STX: (3.435)

It is clear that in order to get reliable results one needs to carry out properly
the measurement in a frequency domain. The measurement are ‘enough good’
if ST S 
 I , where I is the identity matrix. It is achieved if all resonance
peaks are well represented. Note that number of peaks on the amplitude–frequency
characteristics corresponds to a number of degrees-of-freedom of the system.

The dynamical lumped system (3.426) can also be interpreted in the following
way. Apply an excitation only to the kth point and measure a reaction in point j .
Hence from (3.426) we obtain
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; (3.436)
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where:

ajk D mjks
2 C djks C cjk: (3.437)

Therefore, from (3.436) one obtains

qj D Wkj

W
D .�1/kCjWkj

W
fk; (3.438)

where:W D detŒA�, andWkj is obtained fromW by cancelling the kth row and j th
column of W .

Applying the Fourier transform to (3.438) we obtain

Qj .i!/ D Hkj .i!/Fk.i!/; (3.439)

and

Hkj .i!/ D Wkj .i!/

W.i!/
; j; k D 1; 2; : : : ; n (3.440)

is the frequency characteristic between kth input and j th output. The complex
matrix H.i!/ is known in mechanics as the matrix of dynamical elasticity
(or receptances), and it can be separated into two parts

H.i!/ D �.!/C i .!/: (3.441)

Taking into account (3.429) and (3.441) we get two algebraic equations:

Re W .�!2M CK/�.!/� !D .!/ D 1;

Im W .�!2M CK/ .!/C !D�.!/ D 0; (3.442)

and they yield

�.!/ D � .!D/�1.�!2M CK/ .!/;

 .!/ D � f.�!2M CK/Œ.!D/�1.�!2M CK/�C !Dg�1: (3.443)

Real and imaginary parts of H.i!/ are expressed by the matrices M; D, K and
the frequency !. If one uses a harmonic excitation (input) of the form

fk.t/ D a sin.!t/; (3.444)

then the j th output is defined by

xj .t/ D b.!/ sin.!t �‚.!//; (3.445)
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where:

jHkj .i!/j D b.!/

a
; argHkj .i!/ D ‚.!/: (3.446)

Hence, knowing input (3.444) and output (3.445), one can define b.!/, a, ! and
‚.!/, i.e. one can define the complex matrix Hkj .i!/.

Let us apply now the state variables approach to the system (3.426) to get

�

0 M

M D
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(3.447)

or equivalently

P Px CRx D S.t/; (3.448)

where:

vj D Pqj ; j D 1; 2; : : : ; n: (3.449)

It is clear that the measured electric signals y.t/ are proportional to the
displacements and velocities of the considered system, and hence
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; .or y D Gx/: (3.450)

Note that we measure outputs in m points and the matrix G is rectangular one.
Let

x.t/ D A
.t/; (3.451)

where


 D f
1; : : : ; 
2ngT : (3.452)
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From (3.448) and (3.451) we obtain

PA P
 CRA
 D S.t/: (3.453)

From (3.448) and (3.450) we obtain

y.t/ D G.e�P�1R.t�t0/x0 C
t
Z

t0

e�P�1R.t�	/P�1S.	/d	/; (3.454)

where

x0 D x.t0/: (3.455)

On the other hand taking into account the linear transformation (3.451) and the
differential equation (3.453) we obtain

Qy.t/ D G

2

4Ae�A�1P�1RA.t�t0/
0 C
t
Z

t0

e�A�1P�1RA.t�	/A�1P�1S.	/d	

3

5 :

(3.456)
Recall that from matrices theory one gets

f .A�1BA/ D A�1f .B/A (3.457)

and hence

e�A�1P�1RA.t�t0/

D A�1e�P�1R.t�t0/A;
(3.458)

t
Z

t0

e�A�1P�1RA.t�	/A�1P�1S.	/d	 D
t
Z

t0

A�1e�P�1R.t�	/ AA�1

„ƒ‚…

P�1S.	/d	:

(3.459)
From (3.456), taking into account (3.458) and (3.459) we get

Qy.t/ D G AA�1
„ƒ‚…

e�P�1R.t�t0/A
0 CG AA�1
„ƒ‚…

t
R

t0

e�P�1R.t�	/P�1S.	/d	

D G.e�P�1R.t�t0/x0 C
t
R

t0

e�P�1R.t�	/P�1S.	/d	/.

(3.460)
Comparing (3.454) and (3.460) we observe that

y.t/ D Qy.t/; (3.461)
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which means that linear differential equations (3.448) and (3.453) govern the same
dynamical systems from a point of view of experiment (they are not distinguishable
experimentally).

We consider again the non-autonomous system governed by the set of differential
equations (3.426), where the excitation is composed of harmonic forces variously
distributed with regard to amplitudes and phases, i.e. we consider the following
mechanical system

M Rq CD Pq CKq D Fei‚ei�t : (3.462)

The matrices M , D and K are square, symmetric and positive definite of the
nth order (we, as earlier, consider damped oscillations of n degree-of-freedom
mechanical system), q is n-dimensional vector of displacements; � is excitation
frequency and Fei‚ D ŒF1e

i‚1 ; : : : ; Fne
i‚n�T is the vector describing complex

amplitudes of excitations with different phases ‚j , j D 1; : : : ; n. Note that in
general, the monophase oscillations realized in the system (3.462) do not overlap
with the corresponding normal oscillations exhibited by conservative systems.
However, in some cases the monophase and normal oscillations are identical.
It means that we can use the system (3.462) to identify the normal oscillations.

Let

F ei‚ D F .c/ C iF .s/ (3.463)

and assume that

Pq D .U C iV /ei�t ; q D 1

i�
.U C iV /ei�t ; Rq D i�.U C iV /ei�t : (3.464)

Above we have used the notation

PX D U C iV (3.465)

and

U D ŒU1; : : : ; Un�
T ; V D ŒV1; : : : ; Vn�

T ; (3.466)

and we have assumed that a velocity is measured experimentally and then it is
differentiated (to get Rq) and integrated (to get q).

Even if we realize the monophase excitations (‚j D ‚0, j D 1; : : : ; n) a re-
sponse of the system may be not monophase. The oscillations of the system (3.462)
will be monophased, when the vectors V and U are collinear, i.e.

V D �U; (3.467)
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and � is a real number. Substituting (3.463) and (3.464) into (3.462) and separating
the real imaginary parts one gets

.K �M�2/U � �DV D ��F s; (3.468)

�DU C .K �M�2/V D �F c: (3.469)

Recall that introducing the concept of receptance matrix H.i!/ (see (3.441))
its real and imaginary parts are defined by (3.443). Now, taking into account the
collinearity requirement (3.467) from (3.468) and (3.469) we obtain the real and
imaginary parts of exciting forces

F c D 1

�
Œ�D C .K �M�2/��U; (3.470)

F s D 1

�
Œ��D � .K �M�2/�U; (3.471)

needed to realize monophase oscillations using non-monophase excitations. Howe-
ver, we can even realize a monophase oscillations applying a monophase excitations.
In the later case we take F s D 0, and from (3.471) we obtain

Œ��D � .K �M�2/�U D 0: (3.472)

The characteristic equation

detŒ��D � .K �M�2/� D 0; (3.473)

yields �j and

�j D tan‚j ; j D 1; : : : ; n: (3.474)

Note that in this case to every �j corresponds ‚j , i.e. one can realize n
different monophase excited oscillations. In addition, the roots of characteristic
equations (3.473) are real becauseM ,D andK are symmetric and positive definite
(we assume that the roots �j are distinct). The Uj corresponding to every �j may
be found from the homogeneous algebraic equation (3.472)

Œ�j �D � .K �M�2/�Uj D 0: (3.475)

Since from (3.475) one gets

�j D UT
j .K �M�2/Uj

�U T
j DUj

; (3.476)
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then from (3.465) we obtain

PXj D .1C i�j /Uj ; (3.477)

and hence

j PXj j D
q

1C �2jUj : (3.478)

The amplitude of the monophases excitation is defined by (3.470)

F c
j D 1

�
Œ�D C .K �M�2/�j �Uj : (3.479)

Note that an orthogonality condition of the vectors Uj .j D 1; 2; : : : ; n/ holds,
because we have assumed that the matrices M , D and K are symmetric. Also the
vectors corresponding to different �j are mutually orthogonal and therefore we get

��jU
T
j DUk D UT

j .K �M�2/Uk D 0; for j ¤ k; (3.480)

UT
j DUj D ˇj ; U T

j .K �M�2/Uj D 
j � �j �2; for j D k; (3.481)

and ˇj , 
j , �j are positive real numbers. Observe that all relations depend on the
excitation frequency �.

Now we briefly discuss the following important question: when the monophases
oscillations overlap with normal oscillations? There are two possibilities to solve
this problem.

(i) Phase resonance. The phase resonance is defined when V D 0. In accordance
with (3.467) and for U ¤ 0 we get � D 0. Hence, from (3.475) and (3.479) we
obtain

.K �M�2/Uj D 0; (3.482)

F c
j D DUj : (3.483)

Note than when we treat � as an unknown the obtained Eq. (3.480) is the same
as that in a case of conservative oscillations.

A solution to (3.482) yields �j D !j , j D 1; 2; : : : ; n, where !j are
eigenfrequencies of the associated conservative system.

It means that a phase resonance is realized when the excitation frequency
is equal to one of the eigenfrequencies. Equation (3.483) possesses also clear
physical interpretation. The external forces compensate the damping forces,
which may be of an arbitrary value.

(ii) Special case. Assume that the following relation holds

D D s1M C s2K: (3.484)

In words, damping matrix is a linear combination of both inertial and stiffness
matrices (s1 and s2 are scalars).
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From (3.475) and (3.479) by taking into account (3.484) we obtain

Œ�j �.s1M C s2K/� .K �M�2/�Uj D 0; (3.485)

or equivalently

.K ��2
jM/Uj D 0; (3.486)

where:

�2
j D �.�j s1 C �/

1 � �j �s2
: (3.487)

Similarly to the previous case, it is easy to observe that Eq. (3.487) has the
solution�j D !j .
From (3.476) and (3.487) we get

�j D tan‚j D UT
j .K �M�2/Uj

�U T
j .s1M C s2K/Uj

D UT
j .�

2
j � �2/MUj

�U T
j .s1 C s2�

2
j /MUj

D !2j � �2

�.s1 C s2!
2
j /
: (3.488)

In our next step we calculate the required forcing amplitude by substitu-
ting (3.483) into (3.479):

F c
j D 1

�
Œ�.s1M C s2K/C .K �M�2/�j �Uj /

D Œ.s1 � ��j /C !2j .s2 C �j

�
/�MUj : (3.489)

Note that in this case F c
j can realized for any frequency �, when the

formula (3.489) is satisfied.

Finally we use non-monophase excitations in order to realize monophase oscilla-
tions (outputs) which overlap with the j th normal mode. First we take monophase
forces F c which realize the j th phase resonance. Second, we take the forces F s

shifted in phase �
2

. The forces F s are chosen in such a way that the normal modes
excited by F c remain unchanged. The first step corresponds to the satisfaction of
the following analytical requirements (see (3.482) and (3.483))

.K �M�2/Uj D 0;

F c
j D DUj ;

Vj D 0: (3.490)
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In words, the inertial forces are balanced by elasticity forces, whereas damping
forces are balanced by external forces. Substituting into (3.468) and (3.469) V D 0,
F s D F s

j , and F c D F c
j we get (the second step)

.K �M�2/U D ��F s
j ;

DU D F c
j ;

V D 0: (3.491)

The following physical interpretation is associated with Eq. (3.491). The diffe-
rence between inertial and elasticity forces is balanced by the forces F s

j , shifted
by �

2
in comparison to F c

j . The damping forces are balanced by the forces F c
j .

The vector F s
j depends on frequency �. The realized state of the system is called

a fictional phase resonance.



Chapter 4
Linear ODEs

4.1 Introduction

First we show that a single nth-order ordinary differential equation can be reduced
to a first-order system of differential equations.

Consider an nth-order linear differential equation with variable coefficients

Ln.y/ D y.n/ C pn�1.t/y.n�1/ C � � � C p1.t/ Py C p0.t/y D f .t/: (4.1)

The Cauchy problem (or initial value problem) requires the initial values of the
function y and their derivatives up to .n� 1/th-order to be known

y.t0/ D y00 ;

Py.t0/ D y01 ;

:::

y.n�1/.t0/ D y0n�1:

(4.2)

Introducing a change of variables

yk D y.k/; k D 0; 1; : : : ; n � 1; (4.3)

Equation (4.1) is transformed to the system of first-order differential equations

Py0 D y1;

Py1 D y2; (4.4)

:::
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Pyn�2 D yn�1;

Pyn�1 D �pn�1.t/yn�1 � � � � � p0.t/y0 C f .t/;

and the initial conditions (4.2) have the form

yk.t0/ D y0k; k D 0; 1; : : : ; n � 1: (4.5)

In the case of homogeneous differential equation Ln.y/ D 0 with constant
coefficients, it can be transformed to nth-order system with constant coefficients

PY D PY; (4.6)

where

Y D

8

ˆ
ˆ
ˆ
ˆ
ˆ
ˆ
<

ˆ
ˆ
ˆ
ˆ
ˆ
ˆ
:

y

Py
:::
:::

y.n�1/

9

>
>
>
>
>
>
=

>
>
>
>
>
>
;

;

P D

2

6

6

6

6

6

6

4

0 1 0 � � �
0 0 1 � � �
:::

:::
:::

: : :
:::

�p0
:::

�p1
:::

�p2 � � �

0

0
:::

1

�pn�1

3

7

7

7

7

7

7

5

:

(4.7)

The characteristic polynomial of the matrix P is

W.r/ D det.rI � P/ D rn C
n�1
X

iD0
pi r

i ; (4.8)

which is exactly the same as that corresponding to Ln.y/ D 0. The matrix approach
is widely used in engineering since there are many commercial programs and
subroutines to find eigenvalues of matrices. However, one should observe that this
approach is somehow more difficult, because it requires a knowledge of eigenvectors
corresponding to each of the eigenvalues of the matrixP . A problem of eigenvectors
do not appears in the case of a characteristic polynomial.

4.2 Normal and Symmetric Forms

System of ODEs:

dyi

dt
D Fi .t; y1; : : : ; yn/; i D 1; : : : ; n (4.9)
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is said to be the normal form system. In other words it is solved with respect to
derivatives of unknown functions yi D yi .t/.

A solution to the system (4.9) on the interval J � R is the set of continuously
differentiated functions on J , which satisfy (4.9), i.e.

d'i

dt
D Fi .t; y1; : : : ; yn/; i D 1; : : : ; n (4.10)

for all t 2 J . A function �.t; y1; : : : ; yn/ being continuously differentiated on J is
called the first integral of (4.9), if the following formula holds

d�

dt
D @�

@t
C

n
X

iD1

@�

@yi
Fi .t; y1; y2; : : : ; yn/ D 0: (4.11)

If we know n independent first integrals of (4.9), i.e. �1; �2; : : : ; �n; then the
system

�i .t; y1; : : : ; yn/ D Ci ; i D 1; : : : ; n (4.12)

defines the general integral solution of ODEs (4.9) (where Ci are constants).
Observe that knowing (4.12) all solutions y1.t/; y2.t/; : : : ; yn.t/ are known and can
be found either analytically or numerically.

Furthermore, if we know one of the first integrals of (4.9) of the form

�.t; y1; : : : ; yn/ D C; (4.13)

then we may derive from (4.13) for instance yn:

yn D ��.t; y1; y2; : : : ; yn�1; C /: (4.14)

Substituting (4.14) into first .n � 1/ equations of (4.9) one obtains a system of
ODEs with .n�1/ independent functions y1; y2; : : : ; yn�1. It means that dimensions
of the original system (4.9) has been reduced due to the known first integral (4.13).

In general, there are two methods of solutions to a system of ODEs in the normal
form.

(i) Reduction of (4.9) into either one differential equation of order n or to a few
differential equations of an order less than n.

The first equations of (4.9) is differentiated .n � 1/-times, and after each
of the differentiation process we substitute dyi

dt
by their values from remaining

equations, and finally the following set of equations are obtained
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dy1

dt
D f1.t; y1; : : : ; yn/;

d 2y1

dt2
D f2.t; y1; : : : ; yn/;

:::

d n�1y1
dtn�1 D fn�1.t; y1; : : : ; yn/;

dny1

dtn
D fn.t; y1; : : : ; yn/:

(4.15)

Now one may find y2; y3; : : : yn from sequence of n�1 first equations of (4.15),
and substituting obtained formulas to the last equation of (4.15), the following
nth order one differential equation is obtained

dny1

dtn
D f

�

t; y1;
dy1

dt
; : : : ;

d n�1y1
dtn�1

�

: (4.16)

A solution to (4.16) allows to find all of the solutions of system (4.9).
(ii) Method of integral combination. This method relies on application of arithmetic

combinations in order to find the so-called integral combination yielding easily
integrable equations regarding a new unknown function u D u.t; y1; : : : ; yn/.
Sometimes we have ODEs presented in the so-called symmetric form

dy1

Y1.y1; : : : ; yn/
D dy2

Y2.y1; : : : ; yn/
D : : : D dyn

Yn.y1; : : : ; yn/
: (4.17)

In order to solve Eq. (4.17) the following rule of equal fractions can be applied.
Namely, assuming that

A1

B1
D A2

B2
D : : : D An

Bn
; (4.18)

and having arbitrary numbersm1;m2; : : : ; mn, the following formula holds

A1

B1
D A2

B2
D : : : D An

Bn
D m1A1 Cm2A2 C � � � CmnAn

m1B1 Cm2B2 C � � � CmnBn
: (4.19)

Example 4.1. Show that functions �1 D tx, �2 D ty C x2 are first independent
integrals of the following ODEs

dx

dt
D �x

t
;
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dy

dt
D 2x2 � ty

t2
:

Differentiation of �1 and �2 yields

d�1

dt
D t

dx

dt
C x D �x C x D 0;

d�2

dt
D t

dy

dt
C y C 2x

dx

dt
D 2x2

t
� y C y � 2x2

t
D 0:

Since

rank

�

D.�1; �2/

D.t; x; y/

	

D rank

2

6

6

6

4

@�1

@t

@�1

@x

@�1

@y

@�2

@t

@�2

@x

@�2

@y

3

7

7

7

5

D 2;

therefore integrals �1 and �2 are independent. ut
Example 4.2. Show that the function

�.x; y/ D x2 C y2 � 2 ln jxy � 1j

is constant along an arbitrary solution to the given ODEs

dx

dt
D x C y � xy2;

dy

dt
D �x � y C x2y:

We compute

d

dt
�.x.t/; y.t// D 2x

dx

dt
C 2y

dy

dt
�
2.xy � 1/

�

x
dy

dt
C y dx

dt

�

.xy � 1/2

D 2

�

x � y

xy � 1

�

dx

dt
C 2

�

y � x

xy � 1
�

dy

dt

D 2

xy � 1

�

.�x � y C x2y/
dx

dt
C .x � y C xy2/

dy

dt

	

D 2

xy � 1

�

.�x�yCx2y/.x C y � xy2/

C.�x � y C xy2/.�x � y C x2y/

 D 0:
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It means that for all x.t/, y.t/ we have d
dt
�.x.t/; y.t// � 0, which means that

�.x.t/; y.t// D const: ut
Example 4.3. Determine one of the first integrals of the system of ODEs of the form

.x2 C y2 � t2/
dx

dt
D tx;

.x2 C y2 � t2/
dy

dt
D ty:

Both equations are multiplied by 2x and 2y, respectively:

.x2 C y2 � t2/dx
2

dt
D 2tx2;

.x2 C y2 � t2/dy
2

dt
D 2ty2:

Introducing z D x2 C y2 and making a sum of both equations one obtains

.z � t2/d z

dt
� 2tz D 0;

and therefore

z
d z

dt
�
�

t2
zd z

dt
C 2tz

�

D d

dt

�

z2

2
� t2z

�

D 0:

It means that z2 � 2t2z D C or equivalently

.x2 C y2/.x2 C y2 � 2t2/ D C: ut
Example 4.4. Solve the following ODEs

dx

dt
D y C .1 � x2 � y2/x;

dy

dt
D �x C .1 � x2 � y2/y

and show a direction of motion along trajectories.

A critical solution is x D y D 0.
Introducing polar coordinates x D % cos', y D % sin ' one gets .% > 0/:

d%

dt
cos' � % sin '

d'

dt
D % sin ' C .1 � %2/% cos';

d%

dt
sin ' � % cos'

d'

dt
D �% cos' C .1 � %2/% sin ':

(	)
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Multiplying Eq. (	) by cos' and � sin', respectively, one gets

d%

dt
D %.1 � %2/:

Multiplying Eq. (	) by sin ' and cos', respectively, and after a simple compu-
tation one obtains

d'

dt
D �1:

Therefore, instead of initial ODEs we deal with the following ones

d%

dt
D %.1 � %2/;

d'

dt
D �1: (		)

First of two equations in the above is

d%2

dt
D 2%2.1 � %2/;

what means that % D 1 is a solution. After variables separation we get

�

1

%2 � 1
� 1

%2

�

d%2 D �2dt:

After an integration one gets

ln j%2 � 1j � ln%2 D �2t C lnC1;

and hence
ˇ

ˇ

ˇ

ˇ
1 � 1

%2

ˇ

ˇ

ˇ

ˇ
D C1e

�2t ; C1 > 0:

Therefore, in the circle 0 < % 6 1 the solution of (		) has the form

% D 1
p

1C C1e�2t ; ' D C2 � t; C1 > 0;

whereas outside the circle .% > 1/ the solution of (		) is

% D 1
p

1 � C1e�2t ; ' D C2 � t; 0 < C1 < 1:
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Coming back to original variables we have the following solutions:

(i) If x20 C y20 6 1 then x D cos.t�C2/p
1CC1e�2t

, y D sin.t�C2/p
1CC1e�2t

, C1 > 1;

(ii) If x20 C y20 > 1 then x D cos.t�C2/p
1�C1e�2t

, y D sin.t�C2/p
1�C1e�2t

, 0 6 C1 < 1.

In addition, the origin .0; 0/ corresponds to solution trajectory x D y D 0.
Trajectory of solution lying on the circle x2 C y2 D 1 (x D cos.t � C2/,
y D sin.t � C2// is invariant. In fact, it is a stable limit cycle. In polar coordinates
trajectories of solutions are governed by the following equations:

(i) For 0 < %0 < 1 we have

% D 1
p

1C C1e2.'�C2/
; C1 > 0I

(ii) For %0 > 1 we have

% D 1
p

1 � C1e2.'�C2/
; 0 < C1 < 1:

Observe that for t ! C1, ' D C2 � t tends to �1. This means that a phase point
moving on the spiral approaches the circle x2Cy2 D 1 earlier referred as the stable
limit cycle shown in Fig. 4.1 ut

Fig. 4.1 Trajectories and the limit cycle



4.2 Normal and Symmetric Forms 175

Example 4.5. Find a solution to the following equation

dx

x C y � xy2 D dy

x2y � x � y
D d z

y2 � x2
:

In what follows we apply here the rule of equal fractions. We construct the
following integrable combination

2xdx C 2ydy

2x.x C y � xy2/C 2y.x2y � x � y/ D d z

y2 � x2

or equivalently

d.x2 C y2/

d.x2 � y2/ D � d z

x2 � y2
;

which finally yields

d.x2 C y2/ D �2d z:

The first integral has the form

x2 C y2 � 2z D C1:

The second integrable combination follows:

ydx C xdy

xy C y2 � xy3 C x3y � x2 � xy
D d z

y2 � x2 ;

and hence

d.xy/

.y2 � x2/.1 � xy/
D d z

y2 � x2 ;

which finally yields

d.xy/

1 � xy D d z:

It allows to find the second integral of the form

ln j1 � xyj C z D C2:

ut
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4.3 Local Solutions (Existence, Extensions and Straightness)

We follow here mainly approach described in the book [191]. Consider a very
general case of a system of nonlinear ordinary differential equations

Py D f .t; y/; (4.20)

where y.t/ 2 Rn and f W RnC1 ! R
n.

Theorem 4.1 (Picard). Given the function f .t; y/ W RnC1 ! R
n which is

continuous within the set S D f.t; y/ W jt � t0j � a; jy � y0j � bg, where
sup

.t;y/2S
jf .t; y/j D N and which satisfies the Lipschitz condition because of t in

S , i.e.

jf .t; y1/� f .t; y2/j � M jy1 � y2j ; (4.21)

for a certain numberM . The Cauchy problem

Py D f .t; y/;

y.t0/ D y0
(4.22)

possesses a unique solution in the interval jt � t0j � ˛, ˛ < min
�

a; b
N
; 1
M

�

.

Proof. Consider a subset of the metric space of continuous functions

E D fy.t/ W y.t0/ D y0; jy.t/ � y0j � b; jt � t0j � ˛g : (4.23)

Observe that E constitutes the closed subset of continuous functions space and
forms as complete space. Let us consider the following transformation in E

F.y/.t/ D y0 C
Z t

t0

f .s; y.s//ds: (4.24)

Notice that if there is a fixed point of the transformation

y.t/ D y0 C
t
Z

t0

f .s; y.s//ds; (4.25)

then it satisfies (4.22). Continuity of the function f and integral property yields that
the function y.t/ defined by (4.25) is the differentiable function and its derivative
is continuous. Differentiating (4.25) one gets (4.22). We need only to show that
the transformation F has a fixed point in the space E . We are going to check the
inequality

jF.y/.t/ � y0j � b: (4.26)
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Observe that

sup
jt�t0j�˛

jF.y/.t/ � y0j D sup
jt�t0j�˛

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

t
Z

t0

f .s; y.s//ds

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

� sup
jt�t0j�˛

t
Z

t0

sup
s2Œt;t0�

jf .s; y.s//j ds � M˛ � b;

(4.27)

which means that F maps the space E into E . Now, we show that this transforma-
tion is contracting. Observe that

sup
jt�t0j6˛

jF.y1/.t/ � F.y2/.t/j

D sup
jt�t0j6˛

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

t
Z

t0

Œf .s; y1.s// � f .s; y2.s//�ds
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

6 sup
jt�t0j6˛

t
Z

t0

jf .s; y1.s//� f .s; y2.s//j ds

6 sup
jt�t0j6˛

t
Z

t0

M jy1.s/� y2.s/j ds

6 sup
jt�t0j6˛

M

t
Z

t0

sup
js�t0j6˛

jy1.s/ � y2.s/jds

6 M sup
jt�t0j6˛

jy1.t/ � y2.t/j sup
jt�t0j6˛

t
Z

t0

ds

6 M˛ sup
jt�t0j6˛

jy1.t/ � y2.t/j :

(4.28)

The obtained inequality estimations show that the map F is contracting if
˛ < 1

M
. The Banach theorem on fixed point says that F has a fixed point being

a limit of the series ynC1.t/ D F.yn/.t/, where y0.t/ D y0 and that this is the
only one fixed point of this map in E . This proves an existence of solution to the
problem (4.22), as well as a uniqueness of this solution. ut

If in Theorem 4.1 the Lipschitz inequality is omitted one gets the so-called
Peano theorem. This theorem certainly extends the class of functions satisfying the
nonlinear differential equation (4.20), but a very important property of uniqueness
is lost. However, this situation very often appears in engineering.
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Theorem 4.2 (Peano). Let the function f .t; y/ W RnC1 ! R
n be continuous in

S D f.t; y/ W t 2 Œt0; t0 C a�; jy � y0j � bg and sup
.t;y/2S

jf .t; y/j D N . Then

the Cauchy problem (4.22) has a solution in the interval Œt0; t0 C ˛�, where ˛ D
min

�

a; b
N

�

.

Proof. In order to prove the theorem we use the Euler scheme. Divide the interval
Œt0; t0 C a� into n1 subintervals with the ends t .1/i

t0 D t
.1/
0 < t

.1/
1 < : : : < t.1/n1 D t0 C ˛; (4.29)

and construct a piecewise linear function approximating a solution to (4.22) in
accordance with the Euler scheme, i.e.

'1.t0/ D y0;

'1.t/ D '1.t
.1/
i /C f

�

t
.1/
i ; '1.t

.1/
i /
� �

t � t .1/i
�

; t 2 .t .1/i ; t
.1/
iC1�:

(4.30)

The piecewise function is obtained by linking points obtained using Euler’s
approximation. In a similar way one obtains the function 'k.t/ being kth-order
approximation. The latter is obtained dividing the interval Œt0; t0 C ˛� into nk

elements t0 D t
.k/
0 < t

.k/
1 < � � � < t

.k/
nk D t0 C ˛. We are going to consider the

limit case nk ! 1 for which sup
i

ˇ

ˇ

ˇt
.k/
iC1 � t

.k/
i

ˇ

ˇ

ˇ ! 0.

First, we observe that the functions 'k.t/ have the following properties:

(i) Since 'k.t/ are piecewise linear, hence they are continuous in t 2 Œt0; t0 C ˛�

and differentiable everywhere except for the points t .k/i ;
(ii) The Euler scheme yields the estimation

j'k.t/j � jy0j CN˛I (4.31)

(iii) In addition, the following inequality holds

j'k.t2/ � 'k.t1/j � N.t2 � t1/; (4.32)

which does not depend on k and hence the functions 'k.t/ are similarly
uniformly continuous.

The mentioned properties (i)–(iii) and the known Arzeli–Ascoli theorem led
to conclusion that there is a subseries 'kj .t/ uniformly convergent to '.t/ in the
interval Œt0; t0 C ˛�.

Now we show that '.t/ is a solution of the Cauchy problem (4.22). Since all of
the functions 'k.t/ satisfy the condition 'k.t0/ D y0, hence also '.t0/ D y0. We
need to prove that

lim
h!0

'.t C h/ � '.t/
h

D f .t; '.t//; (4.33)
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for t 2 Œt0; t0 C ˛�. This is equivalent to the inequality

ˇ

ˇ

ˇ

ˇ

'.t C h/ � '.t/
h

� f .t; '.t//

ˇ

ˇ

ˇ

ˇ
< "; (4.34)

for every " > 0, for every 0 < h < h0 and for t 2 Œt0; t0 C ˛�. If kj is sufficiently
large, then

sup
t

�

'kj .t/ � '.t/
�

<
"h

4
;

ˇ

ˇf
�

t C �h; 'kj .t C �h/
� � f �t; 'kj .t/

�ˇ

ˇ � "

4

(4.35)

for � 2 Œ0; 1�. The above inequality is true, because if t1, t2 and y1, y2 are close
enough to each other, then

jf .t1; y1/ � f .t2; y2/j < "

4
; (4.36)

and f .t; y/ and 'kj .t/ are uniformly continuous. Observe that

ˇ

ˇ

ˇ

'.tCh/�'.t/
h

� f .t; '.t//
ˇ

ˇ

ˇ

D
ˇ

ˇ

ˇf
�

t; 'kj .t/
� � f .t; '.t//C '.tCh/�'kj .tCh/

h
C (4.37)

� '.t/�'kj .t/
h

C 'kj .tCh/�'kj .t/
h

� f
�

t; 'kj .t/
�
ˇ

ˇ

ˇ

� 3
4
"C

ˇ

ˇ

ˇ

'kj .tCh/�'kj .t/
h

� f �t; 'kj .t/
�
ˇ

ˇ

ˇ :

On the other hand, for t 2 .t .kj /i ; t
.kj /

iC1 / and t C h 2
h

t
.kj /

i ; t
.kj /

iC1
i

, we have

ˇ

ˇ'kj .t C h/ � 'kj .t/ � hf
�

t; 'kj .t/
�ˇ

ˇ

D
ˇ

ˇ

ˇf
�

t
.kj /

i ; 'kj .t
.kj /

i /
� �

t
.kj /

iC1 � t
�

C � � � C

C f
�

t
.kj /
n ; 'kj .t

.kj /
n /

� �

t C h � t .kj /n

�

� hf �t; 'kj .t/
�
ˇ

ˇ

ˇ D

D
ˇ

ˇ

ˇf
�

t
.kj /

i ; 'kj .t
.kj /

i /
�

� f
�

t; 'kj .t/
�
�

t
.kj /

iC1 � t
�

C : : :

C
�

f
�

t
.kj /
n ; 'kj .t

.kj /
n /

�

� f
�

t; 'kj .t/
�
� �

t C h � t .kj /n

�ˇ

ˇ

ˇ 6 "h

4
:

(4.38)

So, we have proved that
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ˇ

ˇ

ˇ

ˇ

'kj .t C h/ � 'kj .t/
h

� f .t; 'kj .t//
ˇ

ˇ

ˇ

ˇ
� "

4
; (4.39)

and consequently
ˇ

ˇ

ˇ

ˇ

'.t C h/� '.t/

h
� f .t; '.t//

ˇ

ˇ

ˇ

ˇ
� 3

4
"C "

4
D ": (4.40)

ut
Remark 4.1. The differential equations having (only) continuous right-hand side
(the Lipschitz condition is not required) may possess many solutions corresponding
to the same initial conditions.

Recall that in both Picard’s and Peano’s theorems we have considered a bounded
interval Œt0; t0 C ˛� in which '.t/ is defined. A natural question arises, how long the
solution can be extended into left and right starting from the limiting values of the
previous interval into intervals Œt1; t1 C ˛� and Œt0 � ˛; t0�, respectively.

Definition 4.1. A solution '.t/ defined in the interval J � R is called saturated
solution, if its extension into interval J1, where J � J1 (or J is the proper subset
of J1) does not exist. The interval J is called the maximal interval of existence of
solution '.t/.

In order to investigate a behaviour of a saturated solution on the boundaries of its
existence we prove the following lemma.

Lemma 4.1. Given the continuous and bounded function f .t; y/ defined on an
open setE � RnC1. Let '.t/ be the solution of (4.22) in the interval .˛�; ˛C/. Then,
there are limits '.˛� C0/ and '.˛C �0/. If the function f .t; y/ is continuous in the
point .˛�; '.˛� C 0// or the point .˛C; '.˛C � 0//, then the solution '.t/ can be
extended into the interval Œ˛�; ˛C/ or into the interval .˛�; ˛C�, respectively. This
remains true if f .t; y/ is not defined in the point .˛�; '.˛� C 0// or in the point
.˛C; '.˛C � 0//, but it can be extended into this point continuously.

Proof. From the assumption, '.t/ satisfies the differential equation (4.22), and
hence

'.t/ D '.t0/C
t
Z

t0

f .s; '.s//ds; (4.41)

for ˛� < t0 � t < ˛C. Because f .t; y/ is bounded on the set E , hence for ˛� <

t1 � t2 < ˛C we have the estimation

j'.t2/ � '.t1/j �
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

t2Z

t1

f .s; '.s//ds

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

� N.t2 � t1/; (4.42)



4.3 Local Solutions (Existence, Extensions and Straightness) 181

where N D sup
.t;y/2E

jf .t; y/j. Hence, '.t2/ � '.t1/ ! 0 for t1; t2 ! ˛� C 0 and

t1; t2 ! ˛C � 0. This implies existence of the limits '.˛� C 0/ and '.˛C � 0/.
The first integral equation of our proof guarantees that if f .t; y/ is continuous

up to the point .˛C; '.˛C � 0//, then

'.˛C/ D '.t0/C
˛C
Z

t0

f .s; '.s//ds: (4.43)

An extension of solution into the interval Œ˛�; ˛C/ can be shown in a similar way.
ut

It is very important to predict a solution behaviour on a boundary of the existence
limit. This is done by the following theorem.

Theorem 4.3. Given a continuous function f .t; y/ in the open set E � RnC1 and
given a solution '.t/ of the differential equation (4.22) in the interval Œt0; t0 C ˛�.
Then the function '.t/ can be extended to a saturated solution with the maximal
interval of existance .ˇ�; ˇC/. If the series ftng is convergent to one of the ends of
.ˇ�; ˇC/, then the series f.tn; '.tn//g is convergent to the edge of the set E . If the
set E is unbounded, then the series f.tn; '.tn//g can be unbounded for tn ! ˇ� or
tn ! ˇC.

Proof. Let U � E be a compact set. Let U � V , where V is open and bounded set,
and NV � E . If .t0; y0/ 2 U , then a solution '.t/ starting from the point .t0; y0/ can
be extended into interval Œt0; t1�, and .t1; '.t1// … U .

To show this, one needs to consider a differential equation (4.22) in V and apply
the Peano theorem for a D b D dist. NV ; @E/ and N D sup

.t;y/2V
jf .t; y/j. The Peano

theorem says that '.t/ exists in the interval Œt0; t0 C ˛�, where ˛ depends only on a,
b and N , i.e. it depends on the set V . If .t0 C ˛; '.t0 C ˛// 2 U , then taking this
point as the new initial value one extends the solution into the interval Œt0; t0 C 2˛�,
and so on. Since U is compact, then after a finite number on extensions we get the
interval Œt0; t1�, where .t1; '.t1// … U .

Let us cover the set E by an ascending series of sets E D S1
nD1 En, where En

are open, bounded and NEn � EnC1. Taking into account the earlier part of our proof
one concludes that there exists the series fti g and the series of indices fni g, such
that .ti ; '.ti // 2 Eni and .ti ; '.ti // … Eni�1 . Since the series fti g is monotonous,
it has a limit. Assume that fti g is bounded from a top. Then there is a finite limit
ˇC D lim

i!1 ti . If the series .ti ; '.ti // is unbounded, then theorem is proved.

If the series .ti ; '.ti // is bounded, then Lemma 4.1 states that the function '.t/
has the boundary '.ˇC � 0/. The point .ˇC; '.ˇC � 0// belongs to the edge of E .
If it is an internal point, then due to Lemma 4.1 .ˇC; '.ˇC// must be an element of
a certain Ek , NEk � E . In the latter case '.t/ can be extended to interval larger than
Œt0; ˇC/, which is in contradiction to the maximal value of ˇC.
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One can follow similar steps in a space of extension into the left side up to the
point ˇ�. ut

Very often in real engineering systems we have parameters, which are positive
(like a mass or moment of inertia), or they can be both positive and negative
(like damping or stiffness). Therefore, the next important question appears, how
a solution of (4.22) depends on the initial conditions and on the right-hand side of
the following Cauchy problem

Py D f .t; y; �/;

y.t0/ D y0; (4.44)

where � is a parameter. Now a solution of (4.22) will be treated as a function of all
quantities, i.e. y.t/ D '.t; t0; y0; �/.

We show that a solution dependence on the initial conditions is equivalent to the
dependence of the right-hand side of Eq. (4.33) on the parameter. And vice versa, a
dependence of a solution on a parameter is equivalent (and can be transformed) to
the dependence on an initial condition.

In the first case, by the variables change

t D tn � t0; y D yn � y0; (4.45)

the initial value problem of (4.44) is reduced to the following

Py D f .t � t0; y � y0; �/;
y.0/ D 0; (4.46)

and in the above we have taken t D tn, y D yn.
In the second case, we take � D �.t/ and now instead of (4.44) we get

Py D f .t; y; �/;

P� D 0;

y.t0/ D y0;

�.t0/ D �0: (4.47)

Now, taking

y� D



y

�

�

; f � D



f

0

�

; (4.48)

we obtain the following initial problem

Py� D f � �t; y�� ;

y�.t0/ D y�
0 : (4.49)
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Theorem 4.4. Given ffn.t; y/g, n 2 N, a series of the functions defined in the
open set S � RnC1 and being continuous in this set. Let lim

n!1fn.t; y/ D f .t; y/,

where a convergence is uniform in each of a compact set in S . Consider the series
˚

t0n ; y
0
n

� 2 S convergent to .t0; y0/ 2 S . Let yn.t/ be a solution to the initial value
problem

Pyn D fn.t; yn/;

yn.t
0
n/ D y0n: (4.50)

Then the Cauchy problem

Py D f .t; y/;

y.t0/ D y0; (4.51)

has a solution in a certain interval Œı; 
�. In addition, there exists a subseries .nk/ of
natural numbers that ynk .t/ are defined in the interval Œı; 
�, ynk .t/ !

k!1y.t/, and

a convergence is uniform in the interval Œı; 
�. If y.t/ is a unique solution of (4.51)
in the interval Œı; 
�, then the series yn.t/ is defined for t 2 Œı; 
�, and is uniformly
convergent in this interval to y.t/.

Proof. Since the series fn is uniformly convergent on the compact sets, then f .t; y/
is continuous on a certain compact set U � S , which possesses the point .t0; y0/.
Then, there is such a numberN that sup

.t;y/2U
jf .t; y/j < N . For large enough n (n >

nk) we have also sup
.t;y/2U

jfn.t; y/j < N . The Peano theorem guarantees that there

are solutions yn.t/ of the problem (4.50) defined in the interval Œt0n ; t
0
n C ˛�. Let

Œı; 
� D T

n>nk

�

t0n ; t
0
n C ˛




. Since for n > nk the series .t0n ; y
0
n/ is convergent to

.t0; y0/, hence the interval Œı; 
� possesses non-empty inside. Observe that in the
interval Œı; 
� the functions yn.t/ are commonly bounded and similarly continuous
(see the proof of the Peano theorem). The Arzeli–Ascoli theorem yields conclusion
that there is the subseries ynk .t/ convergent uniformly in the interval Œı; 
� to the
function '.t/. After integration of (4.50) and (4.51) we obtain

yn.t/ D y0n C
t
Z

t 0n

fn.s; yn.s//ds;

y.t/ D y0 C
t
Z

t0

f .s; y.s//ds: (4.52)

The proved convergence leads to conclusion that '.t/ is a solution to (4.51) in the
interval Œı; 
�. If (4.51) has a unique solution y.t/ in the interval Œı; 
� and since each
convergent subseries of the series yn.t/ tends to a certain solution of (4.51), then all
such subseries tend to a common limit. It means that yn.t/ converges to y.t/. ut
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Remark 4.2. If the function f .t; y; �/ is bounded and continuous in a certain open
set E , and each point .t0; y0; �0/ 2 E is associated with exactly one integral curve
'.t; t0; y0; �0/ of (4.51), then ' depends continuously on the point .t0; y0; �0/.

Lemma 4.2 (Gronwall). Given a real positive function u.t/ in the interval J � R.
If u.t/ satisfies the integral inequality

u.t/ � a C b

Z t

t0

u.	/d	 (4.53)

for t0; t 2 J , t > t0, where a � 0, b > 0, then for t 2 J the following estimation
holds

u.t/ � aeb.t�t0/: (4.54)

Proof. Multiplying both sides of (4.53) by b we obtain

bu.t/ � b

�

aC b

Z t

t0

u.	/d	

�

; (4.55)

and hence

bu.t/

aC b
R t

t0
u.	/d	

� b: (4.56)

After integration of the above inequality we get

ln

�

a C b

Z t

t0

u.	/d	

�

� ln a � b.t � t0/; (4.57)

or

a C b

Z t

t0

u.	/d	 � aeb.t�t0/: (4.58)

ut
Theorem 4.5. Given the function f .t; y; �/ of the class C1 with respect to its
arguments .t; y/ 2 S � RnC1 and � 2 G � Rk , where the sets S and G are
open. Then the solution y D y.t; t0; y0; �/ of the initial value problem (4.44) is of
the class C1 with respect to variables t , t0, y0 and � in an open set, on which it is
defined. If the Jacobi matrix x.t/ D @y.t;t0;y0;�/

@�
, then it satisfies the matrix equation

dx

dt
D @f .t; y; �/

@y
x C @f .t; y; �/

@�
(4.59)
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with the initial condition

x.t0/ D @y.t0; t0; y0; �/

@�
D 0: (4.60)

The Jacobi matrix z.t/ D @y.t;t0;y0;�/

@y0
satisfies the equation

d z

dt
D @f .t; y; �/

@y
z (4.61)

with the initial condition

z.t0/ D @y.t0; t0; y0; �/

@y0
D I; (4.62)

where I is the identity matrix of the order n � n.

The proof is omitted here.

Remark 4.3. If the function (Theorem 4.5) f .t; y; �/ is of the C r class, where
r � 1, then a solution y.t; t0; y0; �/ is also of the C r class.

Theorem 4.5 yields another important result stating that a nonlinear
equation (4.22) can be locally described by a linear equation. In fact, this observation
is very often used during a so-called continuation or path following method, where
behaviour of either periodic or quasiperiodic orbits of any nonlinear systems are
tracked with a change of some control parameters. This theorem is also called
the theorem on straightening, because of its geometrical interpretation.

Theorem 4.6. Given in open set S � RnC1 the non-autonomous equation (4.20)
with C r -smooth function f , r � 1, and given a certain initial point .t0; y0/ 2 S .
Then there exists a surroundings V of the point .t0; y0/, V � S , and diffeomorphism
g W V ! W of the C r -smoothness, where W � R

nC1 is such that if
.s; u1; u2; : : : ; un/ is a local coordinate system in W , then the diffeomorphism g

transforms (4.20) to the equation

du

ds
D 0: (4.63)

Proof. (We follow the steps from [191].) Let '.t; t0; p/ be a solution of (4.20) with
the initial condition y.t0/ D y0 D p. Since the integral curves of Eq. (4.63) are
represented by straight lines then our aim is to find a transformation from the integral
curve '.t; t0; p/ to a straight line u.s/ D p (see Fig. 4.2).

It follows from Remark 4.3 that the mapping g has C r -smoothness, and in
addition, since the Jacobian of an inverse transformation

g�1.t; p/ D .t; '.t; t0; p// (4.64)
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Fig. 4.2 Geometrical interpretation of straightening

is different from zero, then g is a diffeomorphism. The vector field Œ1; f .t; y/� is
transformed to the vector field Œ1; 0�. This is shown in Fig. 4.2, where the tangent
vectors Œ1; f .t; y/� are transformed to the horizontal tangent vectors Œ1; 0�. In other
words, the diffeomorphism g transforms the non-autonomous equation (4.20) with
the vector field Œ1; f .t; y/� into the equation du

ds
D 0 with the constant vector

field Œ1; 0�. ut
A similar theorem can be formulated in a case of an autonomous system.

Theorem 4.7. Given in an open set S � R
nC1 the autonomous differential

equation Py D f .y/, where f is C r -smooth (r � 1) function and given a certain
non-singular point y0 2 Q of the vector field f .y/. Then there exists a surroundings
V of the point y0, V � Q, and the diffeomorphism g W V ! W of the C r -
smoothness, where W � Rn, which transforms Py D f .y/ into the equation

Pu D e1; (4.65)

where .u1; : : : ; um/ is the local coordinate system in W, and e1 is the versor of u1.
The equation Py D f .y/ can be presented in the form

Pu1 D 1;

Pui D 0; i D 2; : : : ; n:
(4.66)

Proof is omitted here.
The last two theorems describe a local behaviour of the integral curves of both

non-autonomous and autonomous nonlinear ordinary differential equations. In the
first case, one can find an appropriate diffeomorphism transforming the integral
curves into the straight parallel lines to the axis t . In the second case (autonomous),
a family of integral curves can be transformed into a family of straight lines parallel
to u1.



4.4 First-Order Linear Differential Equations with Variable Coefficients 187

4.4 First-Order Linear Differential Equations
with Variable Coefficients

4.4.1 Introduction

Consider a non-homogeneous system of differential equations

Py D P.t/y C F.t/ (4.67)

with the attached initial condition

y.t0/ D y0: (4.68)

The matrix P.t/ has dimension n � n and the elements pki .t/, where k

denotes row number and i denotes column number. Functions y.t/ and F.t/ are
n-dimensional vector functions and functions pki .t/ are continuous in a given
interval a � t � b.

Theorem 4.8. If vector functions P.t/ and F.t/ are continuous for t 2 Œa; b�, then
each point of the set Œa; b� � Rn belongs to only one integral curve of the vector
equation (4.67).

Proof. We consider here the one-dimensional case, since this is more illustrative. In
the nth-order case one follows steps given below but instead of modulus of a real
number j�j one can use a norm k�k of a vector or a matrix.

An existence and uniqueness of a local solution results from the Picard’s theorem,
because f .t/ � p.t/y, where F1 D f , and P1 D p satisfies locally the Lipschitz
condition. Now we show that it can be extended into the whole interval Œa; b�.
In other words, we need to prove that a local solution y.t/ can be extended into
the whole interval Œa; b�. This is equivalent to show that it is bounded in each of the
interval points of Œa; b�. Let y.t/ contains the point .t0; y0/. The one-dimensional
equation (4.67) yields

y.t/ D y0 �
Z t

t0

p.s/y.s/ds C
Z t

t0

f .s/ds; (4.69)

and hence

jy.t1/j �
ˇ

ˇ

ˇ

ˇ
y0 C

Z t1

t0

f .s/ds

ˇ

ˇ

ˇ

ˇ
CK

Z t1

t0

jy.s/jds; (4.70)

whereK D sup
t2Œt0;t1�

jp.t/j and t1 2 Œa; b�. Since the interval Œt0; t1� is compact, hence

the function f .t/ is bounded for t 2 Œt0; t1� and
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ˇ

ˇ

ˇ

ˇ
y0 C

Z t1

t0

f .s/ds

ˇ

ˇ

ˇ

ˇ
D c < C1: (4.71)

So we obtain the following estimation

jy.t1/j � c CK

Z t1

t0

jy.s/jds; (4.72)

which means that y.t/ is bounded in each of t1 2 Œa; b�. ut
Observe that Eq. (4.67) can be written in the form

L.y/ D Py � P.t/y; (4.73)

where L is a first-order linear vector differential operator.

Theorem 4.9. If the vectors C1; C2; : : : ; Cn are linearly independent, then the
corresponding solutions y1; y2; : : : ; yn to the Cauchy homogeneous problem

L.yi / D Pyi � P.t/yi D 0; t 2 Œa; b�;
yi .t0/ D Ci ; i D 1; : : : ; n

(4.74)

are linearly independent for each t 2 Œa; b�.
Proof (We follow the steps given in [191]). A necessary condition for a linear
independence of the solution is that Wronskian determinant

W.t/ D

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

y11 y
2
1 � � � yn1

y12 y
2
2 � � � yn2

:::
:::
: : :

:::

y1n y
2
n � � � ynn

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

¤ 0: (4.75)

Recall that if W.t0/ ¤ 0, a � t0 � b and yki , (k; i D 1; : : : ; n) are solutions
to (4.74), then the solutions are linearly independent. In addition, a necessary and
sufficient condition for linear independence of the solutions yki .t/ is that for any
arbitrary point t0 we haveW.t0/ ¤ 0, which means that also W.t/ ¤ 0.

Observe that in accordance with (4.74) we have

Pyji D
n
X

kD1
piky

j

k : (4.76)

Let us differentiate the Wronskian determinant
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PW .t/ D
n
X

iD1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

y11
:::

y21
:::

� � � yn1
:::

�

y1i
�0 �

y2i
�0 � � � �yni

�0

:::
:::

: : :
:::

y1n y2n � � � ynn

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D
n
X

iD1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

y11
:::

y21
:::

� � �
� � �

yn1
:::

n
P

jD1
pij .t/y

1
j

n
P

jD1
pij .t/y

2
j � � �

n
P

jD1
pij .t/y

n
j

:::
:::

: : :
:::

y1n y2n � � � ynn

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D
n
X

iD1

n
X

jD1
pij .t/

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

y11
:::

y21
:::

� � � yn1
:::

y1j y2j � � � ynj
:::

:::
: : :

:::

y1n y2n � � � ynn

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

: (4.77)

One can observe that for i ¤ j the rows i th and j th are the same and for i D j

we get W.t/. Hence from the latter result we get

PW .t/ D
n
X

iD1

n
X

jD1
pij .t/

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

y11
:::

y21
:::

� � � yn1
:::

y1j y2j � � � ynj
:::

:::
: : :

:::

y1n y2n � � � ynn

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D
n
X

kD1
pkk.t/W.t/ (4.78)

or

PW .t/
W.t/

D
n
X

kD1
pkk.t/: (4.79)

After integration of (4.79) we get

W.t/ D W.t0/e
R t
t0

tr.P.s//ds
; (4.80)

where tr.P / D
n
P

kD1
pkk.t/ denotes trace of the matrix P .
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Since W.t0/ ¤ 0 then, as it can be seen in (4.80), W.t/ ¤ 0 for t 2
Œa; b�. It means also that the set of solutions fy1.t/; y2.t/; : : : ; yn.t/g is linearly
independent. ut
Remark 4.4. If y.t/ is a solution to (4.74) and y.t0/ D 0 for a certain t0 2 Œa; b�,
then y.t/ � 0.

Remark 4.5. If W.t0/ ¤ 0 for a certain t0 2 Œa; b�, then W.t/ ¤ 0 for each t 2
Œa; b�.

Remark 4.6. The formula (4.80) is known as the Liouville’s formula (sometimes
referred as the Ostrogradskiy–Liouville formula).

Example 4.6. Derive the Liouville’s formula for n D 2 and a homogeneous
differential equation.

For n D 2 we have

PW2.t/ D d

dt

ˇ

ˇ

ˇ

ˇ

y11 y
2
1

y12 y
2
2

ˇ

ˇ

ˇ

ˇ
D
ˇ

ˇ

ˇ

ˇ

Py11 Py21
y12 y

2
2

ˇ

ˇ

ˇ

ˇ
C
ˇ

ˇ

ˇ

ˇ

y11 y
2
1

Py12 Py22

ˇ

ˇ

ˇ

ˇ

D
ˇ

ˇ

ˇ

ˇ

p11y
1
1 C p12y

1
2 p11y

2
1 C p12y

2
2

y12 y22

ˇ

ˇ

ˇ

ˇ
C
ˇ

ˇ

ˇ

ˇ

y11 y21
p21y

1
1 C p22y

1
2 p21y

2
1 C p22y

2
2

ˇ

ˇ

ˇ

ˇ

D p11

ˇ

ˇ

ˇ

ˇ

y11 y
2
1

y12 y
2
2

ˇ

ˇ

ˇ

ˇ
C p22

ˇ

ˇ

ˇ

ˇ

y11 y
2
1

y12 y
2
2

ˇ

ˇ

ˇ

ˇ
D .p11 C p22/W2.t/;

where

W2.t/ D
ˇ

ˇ

ˇ

ˇ

y11 y
2
1

y12 y
2
2

ˇ

ˇ

ˇ

ˇ
:

After separation of the variables and integration we get

W.t/ D W.t0/e
R t
t0
.p11.	/Cp22.	//d	 : ut

Definition 4.2. The square (n � n) matrix Y.t/ satisfying the differential equation

PY D P.t/Y; (4.81)

composed of n functions y1.t/; y2.t/; : : : ; yn.t/ being the columns of Y , for which
W.t/ ¤ 0, is called a fundamental matrix of L.yi / D 0, i D 1; : : : ; n. The vectors
y1.t/; y2.t/; : : : ; yn.t/ are called the fundamental solutions of L.yi / D 0, i D
1; : : : ; n. The determinant W.t/ D det.Y.t// is called the Wronskian determinant
of the functions y1.t/; y2.t/; : : : ; yn.t/.

Theorem 4.10. Any linear homogeneous equation

Py D P.t/y (4.82)

has an associated fundamental system of solutions.
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Proof. Take n linearly independent vectors in Rn, y10 ; y
2
0 ; : : : ; y

n
0 . Then we

solve (4.82) with the successive initial conditions

y.t0/ D yi0; i D 1; : : : ; n; t0 2 Œa; b�: (4.83)

The obtained solutions yi .t/ form the fundamental system of equations, since

W.t0/ ¤ 0 (4.84)

and hence W.t/ ¤ 0 for each t 2 Œa; b� (see Theorem 4.9). ut
Consider now the non-homogeneous system of Eq. (4.67), which can be written

in the form

Pyk D
n
X

iD1
pki .t/yi C fk.t/ D Lk.y/C fk.t/; k D 1; : : : ; n: (4.85)

We assume that the function pki .t/ and fk.t/ are continuous in the interval a �
t � b. Hence, the Picard’s theorem guarantees an existence of a solution to the
Cauchy problem for arbitrary but finite values of the initial conditions yk.t0/ D y0k
(we follow here the considerations from monograph [191]).

Theorem 4.11. Let Ny D . Ny1; : : : ; Nyn/ be a particular solution to (4.85), i.e.

PNyk D Lk. Ny/C fk.t/; k D 1; : : : ; n: (4.86)

A general solution to (4.85) has the form

yk D zk.t/C Nyk; k D 1; : : : ; n; (4.87)

where z D .z1.t/; : : : ; zn.t// is a general solution to the homogeneous equation

Pyk D Lk.y/: (4.88)

Proof. Substituting (4.87) into (4.85) we get

Pzk.t/C PNyk.t/ D Lk.z/C Lk. Ny/C fk.t/; k D 1; : : : ; n (4.89)

and hence

Pzk.t/ D Lk.z/: (4.90)

Assume that the fundamental solutions zl1; : : : ; zln, l D 1; : : : ; n are known.
Hence, a general solution to homogeneous equation (4.90) is
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zk D
n
X

vD1
cvzvk ; k D 1; : : : ; n: (4.91)

Differentiating (4.91), and noticing that Pzk D Lk.z/, we obtain

n
X

vD1
cv Pzvk D Lk.z/; k D 1; : : : ; n: (4.92)

Applying the Lagrange (or variable coefficients) method we are looking for
the following solutions

zk.t/ D
n
X

vD1
cv.t/zvk ; k D 1; : : : ; n: (4.93)

Differentiation of (4.93) yields

Pzk.t/ D
n
X

vD1
Pcv.t/zvk C

n
X

vD1
cv.t/Pzvk ; k D 1; : : : ; n: (4.94)

Substituting (4.94) to (4.85) we obtain

n
X

vD1
Pcv.t/zvk C

n
X

vD1
cv.t/Pzvk D Lk.z/C fk.t/; k D 1; : : : ; n: (4.95)

Since

Lk.z/ D
n
X

vD1
cv.t/Pzvk ; k D 1; : : : ; n; (4.96)

then

n
X

vD1
Pcv.t/zvk D fk.t/; k D 1; : : : ; n: (4.97)

Since the Wronskian determinant is not equal to zero (zvk are the components of
fundamental solutions), one can solve (4.97) to get c1.t/; : : : ; cn.t/, and hence zk.t/
in accordance with formula (4.93). ut

After the general introduction and some preliminary theorems and definitions,
now we can proceed with much more advanced results.

Let us consider a set of K differential equations of the first order

Py.t/ D P.t/y; (4.98)
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where y 2 R
K . We assume that time-dependent matrix is integrable and is

piecewise continuous. Then the Cauchy problem y0 D y.t0/ has a unique solution
y.t; t0/.

Recall that any functions is said to be piecewise continuous if it has at each finite
time interval .t1; t2/ a finite number of discontinuities.

Any function piecewise continuous is called integrable, if in each continuity point
t�, where t1 � t� � t2, there exist limits

lim
"!0�

Z t��"

t1

jf .t/jdt D
Z t�

t1

jf .t/jdt;

lim
"!0C

Z t2

t�C"
jf .t/j dt D

Z t2

t�
jf .t/jdt;

(4.99)

where .t1; t2/ does not include any discontinuities.

4.4.2 Fundamental Matrix of Solutions

Assume that K solutions of the form �k.t/ to the system (4.98) are known. Then,
by assumption

P�k.t/ D A.t/�k; k D 1; : : : ; K; (4.100)

any linear combination

x.t/ D
K
X

kD1
ck�k.t/ (4.101)

is also a solution to (4.98), where c1; : : : ; ck are constants, which must satisfy

jc1j C � � � C jckj > 0;
K
X

kD1
ck�k ¤ 0;

(4.102)

i.e. they are linearly independent.
Observe that any system of K linearly independent solutions is called a

fundamental system (or a main system), and the corresponding solutions are called
fundamental ones.

The fundamental solutions create a K �K matrix called the fundamental matrix

P�.t/ D A.t/�.t/; (4.103)

and � � �.t; t0/.
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Observe that any matrix

Q� D �C; (4.104)

is also a fundamental matrix, where C is a regular and non-singular matrix. To
convince yourself with this observation put (4.104) into (4.98) to get

PQ� D P�C D A�C D A Q�: (4.105)

We are going to consider a particular fundamental matrix ˆ.t; t0/ such that

P̂ .t; t0/ D A.t/ˆ.t; t0/; (4.106)

ˆ.t0; t0/ D I: (4.107)

Any fundamental solution satisfies

P'k.t; t0/ D A.t/'k.t; t0/;

'k.t0; t0/ D ik; k D 1; 2; : : : ; K;
(4.108)

and ik denotes kth unit vector. The matrix ˆ.t; t0/ is called matricant or the transi-
tion matrix.

Each of the fundamental matrices can be found using a transition matrix

�.t; t0/ D ˆ.t; t0/�.t0; t0/: (4.109)

The Wronskian determinant has the form

W.t; t0/ D det�.t; t0/ D W.t0; t0/ exp

�Z t

t0

t r .A.	// d	

�

: (4.110)

The associated Wronskian with matricantˆ has the form

W.t0; t0/ D detˆ.t0; t0/ D det I D 1; (4.111)

and

detˆ.t; t0/ D exp

�Z t

t0

t r .A.	// d	

�

¤ 0; (4.112)

which means that the matricant cannot be singular.
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4.4.3 Homogeneous Differential Equations

From (4.103) one concludes that

x.t/ D ˆ.t; t0/x0; (4.113)

where x0 D x.t0/.
Matricant is a regular matrix (see (4.112)) and moreover

P̂ .t; t0/ D A.t/ˆ.t; t0/; (4.114)

ˆ.t0; t0/ D I: (4.115)

The solution (4.113) has the following geometrical interpretation (Fig. 4.3).
It is seen that the matricant transforms the vector x.t0/ into a new vector x.t1/ in

time interval Œt0; t1�. Equation (4.113) yields

x.t1/ D ˆ.t1; t0/x.t0/: (4.116)

On the other hand

x.t2/ D ˆ.t2; t1/x.t1/ D ˆ.t2; t1/ˆ.t1; t0/x.t0/; (4.117)

Fig. 4.3 A role of matricant (geometrical interpretation)
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and

x.t2/ D ˆ.t2; t0/x.t0/: (4.118)

Comparing (4.117) and (4.118) we get

ˆ.t2; t0/ D ˆ.t2; t1/ˆ.t1; t0/; (4.119)

which agrees with our group properties mentioned in Chap. 1. Observe that a trans-
ition matrix can be expressed as a product of many matrices from the considered
time interval. The group property allows also to find an inverse transformation

x.t0/ D ˆ.t0; t1/x.t1/ (4.120)

and taking into account (4.116) one gets

ˆ.t0; t1/ D ˆ�1.t1; t0/: (4.121)

The obtained result is important, since it means that any inverse matrix can be
obtained easily by changing its arguments.

4.4.4 Examples of Homogeneous Linear
Differential Equations

As it has been mentioned, a linear system of homogeneous differential equations is
defined as follows

dy

dt
D P.t/y; y 2 Rn; t 2 J; (4.122)

where P.t/ is a square matrix of n � n dimension with its elements pij .t/, i; j D
1; : : : ; n being continuous on the interval J . A set of all solutions of (4.122) defined
on J creates a linear space. Any solution of (4.122) defined on J can be extended
on entire J . In addition, the linear space of all solutions of (4.122) is isomorphic to
a phase space Rn of system (4.122).

Fundamental system of solutions of the homogeneous equations (4.122) creates
the linear space, i.e. there are n linearly independent solutions of (4.122). A matrix
�.t/ consisting of solutions situated on its rows is called the fundamental matrix.
If �.t0/ D I , where I is a unit matrix, then �.t/ is called the matricant.

Any solution to (4.122) can be presented as a linear combination of the
fundamental matrix solutions. It means that if one finds n C 1 solutions, then they
are linearly dependent.
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If one takes vector-function '1.t/; : : : ; 'n.t/, then the Wronskian is defined by

W.t/ D

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

'11.t/; : : : ; 'n1.t/
:::

'1n.t/; : : : ; 'nn.t/

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

(4.123)

and any

'k.t/ D '1E1 C � � � C 'nEn;

where unit vectors E1; : : : ; En create the linear basis. If for arbitrary point t we get
W.t/ ¤ 0, then the system of solutions '1.t/; : : : ; 'n.t/ is the fundamental system
of solutions. On the other hand, ifW.t/ D 0 for a point t , then it is identically equal
to zero for all t . As it has been already mentioned

W.t/ D W.t0/ exp .

t
Z

t0

t rP.s/ds/ D W.t0/ exp

0

@

t
Z

t0

n
X

iD1
pi i .s/ds

1

A (4.124)

Example 4.7. Verify that x1 D � sin t , y1 D cos t are solutions of the following
two equations

dx

dt
D x cos2 t � .1 � sin t cos t/y;

dy

dt
D .1C sin t cos t/y C y sin2 t:

Find the fundamental matrix of solutions.

Assume that x D '.t/, y D  .t/ are solutions and '.0/ D 1,  .0/ D 1. The
corresponding Wronskian is

ˇ

ˇ

ˇ

ˇ

'.t/ � sin t
 .t/ cos t

ˇ

ˇ

ˇ

ˇ
D
ˇ

ˇ

ˇ

ˇ

1 0

0 1

ˇ

ˇ

ˇ

ˇ
exp

0

@

1
Z

0

.sin2 	 C cos2 	/d	

1

A D et ;

and hence

'.t/ cos t C  .t/ sin t D et :

Substituting x D ' and y D  to two first-order differential equations one gets

d'

dt
D � C cos t.' cos t C  sin t/ D � C et cos t;

d 

dt
D ' C sin t.' cos t C  sin t/ D ' C et sin t:
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Observe that

d

dt
.' � et cos t/ D d'

dt
C et .sin t � cos t/ D �. � et sin t/;

d

dt
. � et sin t/ D d 

dt
� et .cos t C sin t/ D ' � et cos t;

and hence we have found two additional solutions: '.t/ D et cos t ,  .t/ D et sin t .
The fundamental matrix of solutions is

�.t/ D
�

et cos t � sin t
et sin t cos t

	

:
ut

Example 4.8. Determine a general solution of the following equations

dx

dt
D t.1 � t/x C .t3 � t2 C t C 1/y

dy

dt
D .1 � t/x C .t2 � t C 1/y

assuming that x � x1 D aC bt C ct2, y � y1 D d C f t satisfy the equations.

Substitution of .x1; y1/ into the set of two first-order ODEs yields

�c C f D 0; c � b C d � f D 0; b � a � d C f D 0;

a C f C d � 2c D 0; b D d; aC d � f D 0;

and hence b D d D 0, a D f D c. Taking a D f D c D 1 we get x1 D 1 C t2,
y1 D t . We are looking for remaining solutions x D '.t/, y D  .t/, where
'.0/ D 0,  .0/ D 1. The Wronskian

ˇ

ˇ

ˇ

ˇ

1C t2 '.t/

t  .t/

ˇ

ˇ

ˇ

ˇ
D
ˇ

ˇ

ˇ

ˇ

1 0

0 1

ˇ

ˇ

ˇ

ˇ
exp

2

4

t
Z

0

Œs.1 � s/C s2 � s C 1�ds

3

5 D exp .t/;

or equivalently

.1C t2/ .t/ � t'.t/ D et :

The second considered ODE yields

d 

dt
D .1 � t/' C .1C t2/ � t D ' � t C et ;
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and hence

t
d 

dt
D t' � t2 C tet D  C .t � 1/et :

The obtained equation satisfied by  .t/ D et ,  .0/ D 1.
The Wronskian formula yields

t' D .1C t2/ � et D .1C t2/et � et D t2et ;

i.e. we have found two remaining solutions  .t/ D et , '.t/ D tet .
Therefore, the sought general solution has the following form

x D C1.1C t2/C C2te
t ;

y D C1t C C2e
t :

ut
In the case when in (4.122) P.t/ D P D const, the problem of finding solutions

can be solved using directly the Euler method. The following form of solution is
being looked for

y D ae�t ; (4.125)

where � is an eigenvalue of the matrix P , and the vector aŒa1; : : : ; an� corresponds
to the eigenvalue � . Now, if we deal with �1; : : : ; �n and each of them being
associated with the vector a1; : : : ; an, then a general solution to Eq. (4.122) with
P.t/ D P has the following form

y D C1a1e
�1t C C2a2e

�2t C � � � C Cnane
�nt ; (4.126)

where C1; C2; : : : ; Cn are arbitrary numbers. If there is a multiple root �k of the
k-multiplicity with k-linearly independent vectors a1; a2; : : : ; ak , then this root
corresponds to k-linearly independent solutions e�ta1; e�ta2; : : : ; e�tak:

If for a root �k with multiplicity k there are onlym .m < k/ linearly independent
eigenvectors, then the corresponding solution has the following form

y D .a0 C a1t C � � � C ak�mtk�m/e�t : (4.127)

If among eigenvalues are complex numbers, then each complex number cor-
responds to a complex eigenvector. Since matrix P is real, then Re � , and Im �
corresponds to real eigenvectors.

There is also a direct approach of finding the fundamental matrix of solutions to
Eq. (4.122) with P.t/ D P . Namely, we introduce a notion of the exponent matrix
eAt of the form

eAt D I C 1

1Š
AC 1

2Š
A2 C � � � D

1
X

kD0

1

kŠ
Ak (4.128)
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The following properties hold:

(i) If AB D BA, then eAB D eA � eB D eB � eA;
(ii) If A D T �1JT , then eA D T �1eJ T ;

(iii) Matrix Y.t/ D eP t is a solution to the Cauchy problem (4.122) withP.t/ D P ,
i.e.

dY
dt

D PY; Y.0/ D I:

Third property means that y.t/ D eP ty0, where y0 D y.0/. Therefore, the
problem reduces to that of finding the matrix eP t . In order to compute eP t one
may apply the property (ii), where J is the so-called Jordan cell

J D

2

6

6

6

4

� 1 0 : : : 0

0 � 1 : : : 0
:::

0 0 0 : : : �

3

7

7

7

5

; (4.129)

and P D T �1JP T , where JP is the Jordan cell corresponding to the matrix P .
Introducing

E D

2

6

6

6

4

0 1 0 : : : 0

0 0 1 : : : 0
:::

0 0 0 : : : 0

3

7

7

7

5

; (4.130)

one gets

J D �I C E; (4.131)

and hence

eJ t D e�t eEt ; (4.132)

where eEt can be found using series (4.128)

Example 4.9. Solve the following system of ODEs

dx

dt
D 5x C 2y;

dy

dt
D �4x � y:
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Assuming x D Ae�t , y D Be�t , governing equations yield

.5 � �/AC 2B D 0;

�4A� .1C �/B D 0;

and the determinant

ˇ

ˇ

ˇ

ˇ

5� � 2

�4 �1 � �
ˇ

ˇ

ˇ

ˇ
D 0

gives �1 D 1, �2 D 3. For � D 1 we have 4AC 2B D 0. We take A D 1; B D �2,
and the solution is x1 D et , y1 D �2et . For �2 D 3 one gets AC B D 0I we take
A D 1, B D 1, and the solution is x2 D e3t , y2 D �e3t . One may check that the
obtained solutions are linearly independent because

ˇ

ˇ

ˇ

ˇ

et e3t

�2et �e�3t

ˇ

ˇ

ˇ

ˇ
¤ 0:

All possible solutions to the studied equation are governed by formulas

x D C1e
t C C2e

3t ;

y D �2C1et � C2e3t ;

where C1; C2 are arbitrary constants. ut
Example 4.10. Find eP t , where

.i/ P D
�

0 1

1 0

	

; .ii/ P D
�

0 1

�1 0
	

; .iii/ P D
�

3 �2
4 �3

	

; .iv/ P D
�

3 1

�1 1
	

.

We use definition (4.128), where

eP t D I C P t C P2t2

2
C P3t3

6
C � � �

(i) We have

P2 D
�

0 1

1 0

	 �

0 1

1 0

	

D
�

1 0

0 1

	

D I;

P 3 D PP2 D IP D P; P 4 D P2P 2 D II D I:

Therefore Pk D P , if k D 2p C 1, and Pk D I , if k D 2p.
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Finally, we obtain

eP t D I C P t C I
t2

2Š
C P

t3

3Š
C I

t4

4Š
C � � �

D
�

1 0

0 1

	

C
�

0 1

1 0

	

t C
�

1 0

0 1

	

t2

2
C
�

0 1

1 0

	

t3

6
C � � �

D
"

1C t 2

2Š
C t 4

4Š
C � � � t C t 3

3Š
C t 5

5Š
C � � �

t C t 3

3Š
C t 5

5Š
C � � � 1C t 2

2Š
C t 4

4Š
C � � �

#

D
�

cosh t sinh t
sinh t cosh t

	

:

(ii) We have

P2 D
�

0 1

�1 0
	 �

0 1

�1 0
	

D
��1 0

0 �1
	

;

P 3 D P2P D
��1 0

0 �1
	 �

0 1

�1 0
	

D
�

0 �1
1 0

	

;

P 4 D P3P D
�

0 �1
1 0

	 �

0 1

�1 0
	

D
�

1 0

0 1

	

:

Therefore, we have

P2k D .�1/kI; P 2kC1 D .�1/kP; k D 0; 1; 2; : : :

Finally, one obtains

eP t D I C P t � I
t2

2Š
� P

t3

3Š
C I

t4

4Š
C � � �

D
�

1 0

0 1

	

C
�

0 1

�1 0
	

t �
�

1 0

0 1

	

t2

2Š
�
�

0 1

�1 0
	

t3

3Š
C
�

1 0

0 1

	

t4

4Š
C � � �

D
"

1 � t 2

2Š
C t 4

4Š
C � � � t � t 3

3Š
C t 5

5Š
C � � �

�t C t 3

3Š
� t 5

5Š
C � � � 1 � t 2

2Š
C t 4

4Š
C � � �

#

D
�

cos t sin t
� sin t cos t

	

:

(iii) In this case one computes �1 D 1, �2 D �1, and J D
�

1 0

0 �1
	

. We are going

to find a non-singular matrix T D
�

a b

c d

	

satisfying the condition

P D T �1JT;
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or equivalently

�

a b

c d

	 �

3 �2
4 �3

	

D
�

1 0

0 �1
	 �

a b

c d

	

;

which can be presented in the form

�

3aC 4b �2a � 3b
3c C 4d �2c � 3d

	

D
�

a b

�c �d
	

:

The problem boils down to solving of algebraic equations

a C 2b D 0; c C d D 0:

Taking a D 2, b D 1, c D �1, d D 1 we get

T D
�

2 �1
�1 1

	

; T �1 D
�

1 1

1 2

	

:

Since eP t D T �1eJ tT , therefore

eP t D
�

1 1

1 2

	 �

et 0

0 e�t
	 �

2 �1
�1 1

	

D
�

2et � e�t �et C e�t
2et � 2e�t �et C 2e�t

	

:

(iv) The characteristic equation is

ˇ

ˇ

ˇ

ˇ

3 � � 1

�1 1 � �
ˇ

ˇ

ˇ

ˇ
D �2 � 4� C 4 D 0;

and therefore �1 D �2 D 2. Because

rank.P � �I / D rank

�

1 1

�1 �1
	

D 1;

then J D
�

2 1

0 2

	

. We are going to find T D
�

a b

c d

	

such that P D T �1JT; or

equivalently

�

a b

c d

	 �

3 1

�1 1
	

D
�

2 1

0 2

	 �

a b

c d

	

:
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The following linear equations

3a � b D 2aC c; a C b D 2b C d;

3c � d D 2c; c C d D 2d

being equivalent to two equations

a � b � c D 0; c � d D 0

yield the solution a D 3, b D 2, c D 1, d D 1. Therefore, we define

T D
�

3 2

1 1

	

; T �1 D
�

1 �2
�1 3

	

:

One may verify that

P D T �1JT

or
�

3 1

�1 1
	

D
�

1 �2
�1 3

	 �

2 1

0 2

	 �

3 2

1 1

	

:

Taking into account that

eJ t D e2t
�

1 t

0 1

	

;

we have

eP t D
�

1 �2
�1 3

	 �

e2t te2t

0 e2t

	 �

3 2

1 1

	

D
�

.t C 1/e2t te2t

�te2t .1� t/e2t

	

ut
Example 4.11. Find a solution to the following ODEs

2

4

Px1
Px2
Px3

3

5 D
2

4

1 1 �1
�1 2 �1
2 �1 4

3

5

2

4

x1
x2
x3

3

5 ;

where Œx1.0/; x2.0/; x3.0/�T D Œ0; 1; 0�T .

Eigenvalues of the matrix P follow

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1 � � 1 �1
�1 2� � �1
2 �1 4 � �

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D .� � 2/2.� � 3/ D 0;
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and hence �1 D �2 D 2, �3 D 3. Observe that

rank.P � �1I / D rank

2

4

�1 1 �1
�1 0 �1
2 �1 2

3

5 D 2:

Therefore the Jordan form corresponding to P is

J D
2

4

2 1 0

0 2 0

0 0 3

3

5 :

We are going to find a matrix T defined by the formula P D T �1JT :

2

4

t11 t12 t13
t21 t22 t23
t31 t32 t33

3

5

2

4

1 1 �1
�1 2 �1
2 �1 4

3

5 D
2

4

2 1 0

0 2 0

0 0 3

3

5

2

4

t11 t12 t13
t21 t22 t23
t31 t32 t33

3

5 :

Resulting linear algebraic equations yield: t11 D 3, t12 D t32 D 2, t21 D t22 D
t23 D t31 D t33 D 1, and hence

T D
2

4

3 0 2

1 1 1

1 0 1

3

5 ; T �1 D
2

4

1 0 �2
0 1 �1

�1 0 3

3

5 :

Because

eJ t D
2

4

e2t te2t 0

0 e2t 0

0 0 e3t

3

5 ;

therefore

eP t D
2

4

1 0 �2
0 1 �1

�1 0 3

3

5

2

4

e2t te2t 0

0 e2t 0

0 0 e3t

3

5

2

4

3 0 2

1 1 1

1 0 1

3

5

D
2

4

e2t .3C t/ � 2e3t te2t e2t .2C t/ � 2e3t

e2t � e3t e2t e2t � e3t
�.3C t/e2t C 3e3t �te2t �e2t .2C t/C 3e3t

3

5 :

Finally, the sought solution has the following form

x.t/ D eP t Œ0; 1; 0�T D Œte2t ; e2;�te2t �T : ut
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4.4.5 Non-homogeneous Differential Equations

As it has been shown earlier, any solution to Eq. (4.67) consists of two parts: a
general solution to the homogeneous equation and a particular solution to the non-
homogeneous equation, i.e.

y.t/ D yg.t/C yp.t/: (4.133)

Assume that

yp.t0/ D 0; yg.t0/ D y.t0/: (4.134)

Let us find u.t/ which satisfies the equation

yp.t/ D ˆ.t; t0/u.t/: (4.135)

Differentiating the above equation gives

Pyp D P̂ u Cˆ.t; t0/Pu; (4.136)

and from (4.67) one obtains

P̂ u CˆPu D Aˆu C F: (4.137)

Note that P̂ D Aˆ and hence

Pu.t/ D ˆ�1.t; t0/F.t/: (4.138)

An integration of (4.138) gives

u.t/ D u.t0/C
Z t

t0

ˆ�1.	; t0/F.	/d	: (4.139)

From (4.115), (4.134), (4.135) and (4.139) one obtains u.t0/ D 0. Taking into
account (4.135) and (4.139) one gets

yp.t/ D ˆ.t; t0/

Z t

t0

ˆ�1.	; t0/F.	/d	

D
Z t

t0

ˆ.t; t0/ˆ.t0; 	/F.	/d	 D
Z t

t0

ˆ.t; 	/F.	/d	:

(4.140)

Finally, keeping in mind (4.133), we obtain

y.t/ D ˆ.t; t0/y0 C
Z t

t0

ˆ.t; 	/F.	/d	: (4.141)

Observe that the obtained solution can be expressed analytically only in particu-
lar cases. In general, it is found numerically.
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4.4.6 Examples of Linear Non-homogenous Differential
Equations

The system of Eq. (4.67) can be presented in the following first-order form

dyi

dt
D pi1.t/y1 C pi2.t/y2 C � � � C pin.t/yn C Fi .t/; i D 1; : : : ; n:

(4.142)

As it has been already mentioned there are two main approaches aimed on
solving ODEs (4.142) in getting an equation of a higher order: (i) method of
integrable combinations and (ii) method of variation of arbitrary constants.

The Lagrange method (ii) can be applied if the associated homogeneous problem
can be solved. In other words if

y D Y.t/c; (4.143)

where Y.t/ is the fundamental matrix of solutions, we are looking to solve the
original non-homogenous problem in the form

y.t/ D Y.t/c.t/; (4.144)

where now the vector c is time dependent. Elements of the vector c.t/ are defined
by solving the following system of equation

Y.t/
dc

dt
D F.t/: (4.145)

A general solution to the original non-homogeneous problem consists of a sum
of a general solution to the associated homogenous problem and an arbitrary one
solution of the non-homogeneous problem.

Example 4.12. Find a solution to the following ODEs

dx

dt
D y � 5 cos t;

dy

dy
D 2x C y:

We find first a general solution to the associated homogeneous equation (see
Sect. 4.4.4)

xg D C1e
�t C C2e

2t ;

yg D �C1e�t C 2C2e
2t :
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A particular solution of the non-homogeneous problem is sought in the form

x D A1 sin t CB1 cos t;

y D A2 sin t C B2 cos t:
(	)

Substituting (	) to the initial non-homogeneous set of equations we get

A1 � B2 D �5; B1 C A2 D 0;

A2 � 2B1 � B2 D 0; 2A1 C B2 C A2 D 0:

Obtained linear algebraic equations are satisfied forA1 D �2,B1 D �1,A2 D 1,
B2 D 3. Therefore, the general solution of the problem is

x D C1e
�t C C2e

2t � 2 sin t � cos t;

y D �C1e�t C 2C2e
2t C sin t C 3 cos t: ut

Example 4.13. Find a solution to the following ODEs

dx

dt
D 2x C y C 2et ;

dy

dt
D x C 2y � 3e4t :

The characteristic equation of the associated homogeneous problem

ˇ

ˇ

ˇ

ˇ

2 � � 1

1 2�

ˇ

ˇ

ˇ

ˇ
D �2 � 4� C 3 D 0

yields the eigenvalues �1 D 1, �2 D 3. Therefore, a general solution of the
homogeneous problem is

xg D C1e
t C C2e

3t ;

yg D �C1et C C2e
3t :

Since � D 1 corresponds to the excitation et , therefore we are looking for a
particular solution of the non-homogeneous problem of the following form

xp D .A1 C A2t/e
t C A3e

4t ; yp D .B1 C B2t/e
t C B3e

4t :

Substituting xp , yp into initial ODEs the following algebraic equations are
obtained:

�A1 CA2 � B1 D 2; A1 C B1 � B2 D 0; A2 C B2 D 0;

2A3 � B3 D 0; A3 � 2B3 D 3:
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The algebraic equations yield the solution A1 D 0, A2 D 1, A3 D �1, B1 D �1,
B2 D �1,B3 D �2. Finally, the general solution to the non-homogeneous system is

x D C1e
t C C2e

3t C tet � e4t ;

y D �C1et C C2e
3t � .t C 1/et � 2e4t : ut

4.4.7 Homogeneous Differential Equations with Periodic
Coefficients

The homogeneous differential equations with periodic coefficients play an important
role in many applications. Consider a system of Eq. (4.98) of the form

Py.t/ D P.t/y; (4.146)

where P.t/ D P.t C T /. According to our earlier consideration we get

x.t/ D ˆ.t; t0/x0;

P̂ .t; t0/ D P.t/ˆ.t; t0/:
(4.147)

Since P.t C T / D P.t/, hence we get

P̂ .t C T; t0/ D P.t/ˆ.t C T; t0/: (4.148)

It means that ˆ.t C T; t0/ is a fundamental matrix, and therefore

ˆ.t C T; t0/ D ˆ.t; t0/ˆ�; (4.149)

whereˆ� is constant and non-singular matrix. For t D t0 one gets

ˆ.t0 C T; t0/ D ˆ.t0; t0/ˆ� D Iˆ�: (4.150)

The matrix ˆ� is called the monodromy matrix. Observe that

ˆ.t C T; t0/ D ˆ.t; t0/ˆ.t0 C T; t0/ D ˆ.t; t0/ˆ�;

ˆ.t C 2T; t0/ D ˆ..t C T /C T; t0/ D ˆ.t C T; t0/ˆ� D ˆ.t; t0/ˆ
2�;

:::

ˆ.t C nT; t0/ D ˆ.t; t0/ˆ
n�;

(4.151)
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and hence

x.t C nT / D ˆ.t C nT; t0/x.t0/ D ˆ.t; t0/ˆ
n�x.t0/: (4.152)

The obtained result suggests that a knowledge of the matricant in the time interval
t0 � t � t0 C T is sufficient to find a solution in the time interval t0 � t < C1.

4.4.8 The Floquet Theory

Assume that a K �K-dimensional matrix NF is defined in the following way

ˆ� D ˆ.t0 C T; t0/ D eT
NF : (4.153)

Observe that in general NF is complex. Let us define now the following matrix

‰.t/ D ˆ.t; t0/e
�.t�t0/ NF : (4.154)

It can be proved that

e.t1Ct2/ NF D et1
NF et2 NF D et2

NF et1 NF : (4.155)

Now we are going to show that ‰.t/ D ‰.t C T /. From (4.154) one gets

‰.t C T / D ˆ.t C T; t0/e
�.t�t0CT / NF : (4.156)

Hence, from (4.151)1, (4.153), (4.154) and (4.156) we get

‰.t C T / D ˆ.t; t0/e
T NF e�T NF e�.t�t0/ NF D ˆ.t; t0/e

�.t�t0/ NF D ‰.t/: (4.157)

Since detˆ.t; t0/ ¤ 0 and det.e�.t�t0/ NF / ¤ 0, hence

det‰.t/ D detˆ.t; t0/ det e�.t�t0/ NF ¤ 0: (4.158)

From (4.154) we also get

‰.t0/ D ˆ.t0; t0/I D I: (4.159)

Finally, from (4.154) we obtain

ˆ.t; t0/ D ‰.t/e.t�t0/ NF : (4.160)



4.4 First-Order Linear Differential Equations with Variable Coefficients 211

It means that the matricant can be expressed in the form of (4.160), where

‰K�K D ‰K�K.t C T / (4.161)

is regular (‰.t0/ D I ), and NFK�K is a constant matrix.
According to (4.160), having any constant and regular matrix C one can

construct the fundamental matrix of solutions

�.t; t0/ D ˆ.t; t0/C; (4.162)

and hence

�.t; t0/ D ‰.t/e.t�t0/ NFC: (4.163)

Recall that for any square matrices NF and C we have

eC
�1 NFC D C�1e NFC (4.164)

and hence (4.163) can be transformed to the form

�.t; t0/ D ‰.t/CC�1e.t�t0/ NFC D ‰.t/Ce.t�t0/C�1 NFC : (4.165)

Now, introducing new matrices

‰� D ‰.t/C;

F� D C�1 NFC;
(4.166)

we get

�.t; t0/ D ‰�.t/e.t�t0/F� : (4.167)

It is seen that �.t; t0/ is similar to ˆ.t; t0/ (see (4.160)) and in addition

‰�.t C T / D ‰�.t/: (4.168)

Since both matrices C and ‰.t/ are regular, hence from (4.166) we get

det‰� D det‰ detC ¤ 0; (4.169)

and one can conclude that also ‰�.t/ is regular.
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4.4.9 Reduction of Non-homogeneous Linear Differential
Equations with Periodic Coefficients

We are going to show that any non-homogeneous dynamical system

Py D P.t/y C F.t/;

P.t/ D P.t C T /; (4.170)

can be reduced to a system with constant matrix coefficients. Hence, a stability
problem of (4.170) can be reduced to that of the earlier discussed for singular points.

Let

y.t/ D Z.t/x.t/; (4.171)

where Z.t/ is a regular matrix. Hence, from (4.170) and (4.171) one gets

PZx CZ Px D PZx C F; (4.172)

which yields

Px D Z�1.PZ � PZ/x CZ�1F: (4.173)

Now we prove that Z�1.PZ � PZ/ is the matrix which constant coefficients,
where

Z.t/ D ˆ.t; t0/e
�.t�t0/ NF : (4.174)

Observe that

d

dt

�

e�.t�t0/ NF
�

D d

dt

 1
X

nD0

.t0 � t/n
nŠ

NF n

!

D �
1
X

nD0

n.t0 � t/n�1

nŠ
NF n�1 NF

D �
 1
X

nD0

.t0 � t/n�1

.n � 1/Š
NF n�1

!

NF D �
 1
X

kD0

.t0 � t/k
kŠ

NF k

!

NF D �e�.t�t0/ NF NF :
(4.175)

It means that

d

dt

�

e�.t�t0/ NF
�

D �e�.t�t0/ NF NF D � NF e�.t�t0/ NF : (4.176)

Hence the investigated matrix (see (4.173)) has the form

Z�1.PZ � PZ/ D ˆ�1.t; t0/e.t�t0/
NF �Pˆ.t; t0/e�.t�t0/ NF � P̂ .t; t0/e�.t�t0/ NFC

C ˆ.t; t0/ NF e�.t�t0/ NF
�

D ˆ�1ˆ NF D NF :
(4.177)
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Taking into account the obtained results Eq. (4.173) has the following form

Px D NFx Cˆ�1.t; t0/e.t�t0/ NF NF : (4.178)

To sum up, it has been shown that a change of variables (4.171), where
Z.t/ has the form (4.174), leads to reduction of the non-homogeneous set of
differential equations with periodic coefficients (4.173) to the non-homogeneous
set of differential equations (4.178) with constant coefficients.

4.4.10 Characteristic Multipliers

The eigenvalues � of a monodromy matrix ˆ� are called the characteristic
multipliers, which are found from the equation

ˆ�a D �a; (4.179)

where a is the vector associated with an eigenvalue. The characteristic equation

R.�/ D det .ˆ� � �I/ D 0 (4.180)

hasK roots. Each of the eigenvalues �k is associated with an eigenvector ak

ˆ�ak D �kak: (4.181)

Observe that the eigenvectors ak corresponding to the distinct �k are linearly
independent. In a case of multiple root �k , where �k denotes its multiplicity, a
solution is more complicated. One has to check in addition a matrix .ˆ� � �kI /

defect dk , where

dk D k � r.ˆ� � �kI /; (4.182)

where

1 � dk � �k; k D 1; 2; : : : ; k�; k� � k; (4.183)

and k� is the number of distinct multiplicators.
If �k has a multiplicity �k , then there exist dk linearly independent eigenvectors.

If dk D �k , then �k is associated with �k independent vectors.
Let us take a particular solution yk.t/ of a homogeneous equation with the initial

conditions yk.t0/ D Cak, where C is a certain constant. Then

yk.t/ D ˆ.t; t0/yk.t0/ D Cˆ.t; t0/ak; (4.184)
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and taking into account (4.152) one obtains

yk.t C T / D Cˆ.t; t0/ˆ�ak: (4.185)

Taking into account (4.181) one gets from (4.185)

yk.t C T / D �kCˆ.t; t0/ak D �kyk.t/: (4.186)

The latter result has the following interpretation. A solution yk.t C T / shifted in
time of the period T can be obtained as a product of �k and yk.t/. Therefore, the
eigenvalues �k are called the characteristic multipliers.

4.4.11 Characteristic Exponents

The characteristic exponents �k are the eigenvalues of the matrix F :

det. NF � �I/ D 0: (4.187)

They are associated with the multipliers by the relations

�k D exp.�kT /; (4.188)

or

�k D 1

T
ln�k: (4.189)

Note that any one value of �k corresponds to infinitely many characteristic
exponents �k D �ko C im2�

T
, where m is integer number, and i 2 D �1. It can

be also proven that any multiple multiplier corresponds to a characteristic exponent
with the same multiplicity.

4.4.12 Structure of Solutions for Simple Characteristic
Multipliers

Let the matrix A� contains the eigenvectors ak

A� D .a1; : : : ; ak/: (4.190)

Owing to (4.181) we get

��A� D A� diag.�i /; (4.191)
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and hence

�� D A� diag.�i /A
�1� : (4.192)

From (4.152) one obtains

y.t C nT / D  .t; t0/A� diag.�i /nA�1� y0: (4.193)

A similar like solution structure is obtained also for the case dk D �k , since in
this case there are also k linearly independent eigenvectors.

4.4.13 Solutions Structure for Case of Multiple Multipliers

We consider here only the case, where �k is associated with a number of
independent vectors.

Note that any characteristic multiplier �j of multiplicity ‚j is associated with
dj < vj linearly independent eigenvectors aj1; : : : ; ajdj . One needs to increase a
number vj � dj of independent vectors.

Recall that from the matrix theory one has

.�� � �j I /a
.l/
j� D a

.l�1/
j� ; (4.194)

where:

a
.l/
j� D aj�; l D 2; 3; : : : ; J��;

dj
P

�D1
.Jj� � 1/ D �j � dj : (4.195)

In the above Jj� � 1 denoted the number of main vectors a.l/j� corresponding to
each of the eigenvectors aj� , whereas Jj� denotes the largest number of nonlinearly
independent vectors. Obtained vectors can be used to construct a regular matrix

QA D . QA1; QA2; : : : ; QAK�/; (4.196)

where the block matrices dimensions .k � �j / possess the following structure

QAj D .a
.1/
j1 ; a

.2/
j1 ; : : : ; a

.Jj1/

j1 ; : : : ; a
.1/

jdj
; : : : ; a

.Jidj /

jdj
/; (4.197)

where: j D 1; 2; : : : ; K�, andK� is the number of different multipliers. The matrix
�� in this case has the following structure

�� D QAJ QA�1; (4.198)
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and the matrix J is a quasi-diagonal Jordan matrix

J D diag.: : : ; Jj1; : : : ; Jjdj ; : : :/; (4.199)

where the blocks have the form

Jjv D

2

6

6

6

4

�j 1 0 : : : 0

0 �j 1 : : : 0
:::

:::
:::

0 0 0 : : : �j

3

7

7

7

5

: (4.200)

In the case of simple eigenvalue the matrix blocks are simplified to one
element �j .

One gets form (4.198)

�n� D QAJn QA�1; (4.201)

where:

J n D diag.: : : ; J nj1; : : : ; J
n
jdj
; : : :/ (4.202)

Hence, similarly to (4.193), one gets

y.t C nT / D �.t; t0/ QA diag.: : : ; J nj1; : : : ; J
n
j dj ; : : :/

QA�1y0: (4.203)

Taking into account (4.200) we get

Jj� D �j I CKj�; (4.204)

where:

Kj� D

2

6

6

6

6

6

4

0 1 0 : : : 0

0 0 1 : : : 0
:::
:::
:::

0 0 0 : : : 1

0 0 0 : : : 0

3

7

7

7

7

7

5

; (4.205)

is the matrix of dimension Jj� � Jj� .
It is worthless to note that the matrixKn

j� is obtained by a shift of a line consisting
of n steps towards right.

Since

Kn
j� D 0 for n > Ji�; (4.206)
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then

J nj� D .�j I CKj�/
n D �nj I C

Jj��1
X

�D1

�

n

s

�

�n��
j K�

j�: (4.207)

Expanding the formula (4.207) we get

J nj� D �nj I C n��1
j Kj� C n.n�1/

2Š
��2
j K

2
j� C � � �

Cn.n�1/:::.n�Jj�C1/
.Jj��1/Š �

1�Jj�
j K

Jj��1
j� :

(4.208)

Observe that for n ! 0 we have J nj� ! 0, if j�j j < 1. For j�j j > 1 the values of
J nj� ! 1.

4.4.14 Stability

The following stability conditions can be formulated for the solutions to homogene-
ous ODEs with periodic coefficients.

(i) If each of the multipliers satisfies the inequality j�i j < 1 (or, equivalently,
Re xj < 0), then all solutions tend to zero and hence they are asymptotically
stable.

(ii) If there exists at least one of the multipliers j�i j > 1 (or, equivalently, the
characteristic exponent with Re�i > 0), then the considered dynamical system
is unstable.

(iii) Assume that there are no multipliers j�j j > 1. If there are j�j j D 1, which are
simple or multiple but with a full defect, then the considered system is stable,
but not asymptotically stable. If there are multiple multipliers without a full
defect, then the considered system is unstable.

4.4.15 Periodic Solutions to Homogenous Differential
Equations with Periodic Coefficients

Recall that periodic solutions can appear in the case if only simple or multiple with
a full defect multiplier satisfying j�j j D 1 exists. All other multipliers satisfy the
inequality j�j j > 1.

According to (4.186) one value �k D 1 corresponds to infinitely many T

periodic solutions yk.t0/ D Cak , where ak is the eigenvector associated with �k
and C is a certain arbitrary constant.
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In the case �k D �1 we have infinitely many 2�-periodic solutions, because

y.t C T / D �y.t/;
y.t C 2�/ D �y.t C 2�/ D y.t/;

(4.209)

where T D 2� .
In the general case, each of two complex conjugate multipliers of the form

� D cos
2�

�
˙ i sin

2�

�
(4.210)

is associated with periodic oscillations with the period �T , where T D 2�
�

is an
integer, according to (4.152) we get

y.t C �T / D  .t; t0/ 
��y.t0/; (4.211)

and taking into account periodicity conditions one gets

. �� � I /y.t0/ D 0; (4.212)

which defines the initial conditions required for finding the periodic solution.

4.4.16 Periodic Solutions to Non-homogenous Differential
Equations with Periodic Coefficients

Consider the system (4.67) where P.t/ D P.t C T /, F.t/ D F.t C p

q
T /, and p, q

are integers.
Let T be the smallest period of P.t/ and F.t/ is equal to pT . The fundamental

question appears. Does the system (4.67) have also a solution with the period pT ?
Assume that it is true. Hence,

y.t0 C pT / D y.t0/: (4.213)

According to (4.141) we havev

y.t/ D  .t; t0/y0 C
t
Z

t0

 .t; 	/F.	/d	; (4.214)

and hence

.I �  .t0 C pT; t0//y0 D
t0CpT
Z

t0

 .t0 C pT; 	/d	: (4.215)
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On the other hand

 .t0 C pT; t0/ D  
p� : (4.216)

Since we are going to find y0 from (4.215), then the matrix .I � .t0 C pT; t0//

must be regular one. It means that in this case the associated homogeneous
differential equation

Py D P.t/y; (4.217)

with P.t/ D P.t C pT / should not have the multiplier � D 1, i.e. it should not
have a periodic solution with the period pT . If the later requirement is true, then

y0 D .I �  p� /�1
t0CpT
Z

t0

 .t0 C pT; 	/F.	/d	 (4.218)

Now, from (4.214) we find that

y.t/ D  .t; t0/.I �  
p� /�1

t0CpT
Z

t0

 .t0 C pT; 	/F.	/d	 C
t
Z

t0

 .	; 	/F.	/d	:

(4.219)



Chapter 5
Higher-Order ODEs Polynomial Form

5.1 Introduction

If a function f .t; x; Px; : : : ; x.n// is defined and is continuous in a subset of
R
nC2.n � 1/, then the equation

f .t; x; Px; : : : ; x.n// D 0 (5.1)

is said to be ordinary differential equation of nth-order.
Fortunately, it happens very often that (5.1) can be transformed to the form

x.n/ D f1.t; x; Px; : : : ; x.n�1//: (5.2)

The Cauchy problem for Eq. (5.2) is that of finding a solution x.t/ satisfying the
series of the following initial conditions

x.t0/ D x0; Px.t0/ D Px0; : : : ; x.n�1/.t0/ D x
.n�1/
0 : (5.3)

Theorem 5.1 (Peano). If the function f1 is continuous in certain open subset, then
for an arbitrary point .t0; x0; Px0; : : : ; x.n�1/

0 / belonging to this subset there is a
solution to Eq. (5.2) defined in a neighbourhood of t0, which satisfies (5.3).

Theorem 5.2 (Cauchy–Picard). If the function f1 satisfies both the conditions
of Theorem 5.1 and the Lipschitz conditions with regard to the variables
x; Px; : : : ; x.n�1/, then for arbitrary initial conditions (5.3) there is only one solution
(uniqueness) to Eq. (5.2).

© Springer International Publishing Switzerland 2014
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Recall that the Lipschitz constant L for the first-order case can be found from the
inequality

ˇ

ˇ

ˇ

ˇ

f .t; x1/ � f .t; x2/
x1 � x2

ˇ

ˇ

ˇ

ˇ
D
ˇ

ˇ

ˇ

ˇ

@f

@x
.x/

ˇ

ˇ

ˇ

ˇ
� L: (5.4)

In words the Lipschitz constant can be defined by an upper bound of @f

@x
. In the

nth-order case, when f D f .t; x1; : : : ; xn/, the Lipschitz constant L can be defined
by the inequality

Max


ˇ

ˇ

ˇ

ˇ

@f

@x1

ˇ

ˇ

ˇ

ˇ
; : : : ;

ˇ

ˇ

ˇ

ˇ

@f

@xn

ˇ

ˇ

ˇ

ˇ

�

� L: (5.5)

To show a uniqueness of a solution let us recall the example of the equation @f

@x
D

1Cx2 given in the book [191]. In this case f .t; x1/ D 1Cx21 and f .t; x2/ D 1Cx22 .
Hence jf .t; x1/� f .t; x2/j D ˇ

ˇx21 � x22
ˇ

ˇ D jx1 � x2j jx1 C x2j � 2 jx1 � x2j in the
rectangle jt j < 1; jxj < 1. Theorem 5.2 states that there exists only one solution
passing through (0,0). In fact, this solution has the following analytical form: x.t/ D
tg.t/. Let D be a domain composed of points, where any point corresponds to only
one solution of the Cauchy problem. The function

x D �.t; C1; : : : ; Cn/ (5.6)

is said to be a general solution to Eq. (5.2), if the following assumptions are
satisfied:

(i) the function � has the nth-order derivative with respect to t ;
(ii) for any point defined by the series (5.3) the following equations

x0 D �.t; C1; : : : ; Cn/;

Px0 D P�.t; C1; : : : ; Cn/;
:::

x
.n�1/
0 D �.n�1/.t; C1; : : : ; Cn/; (5.7)

have the unique solutions with regard to the constants C0
1 ; : : : ; C

0
n ;

(iii) the function �.t; C 0
1 ; : : : ; C

0
n / is the solution to (5.2) for arbitrary constants

C0
1 ; : : : ; C

0
n , which are the solutions to (5.7).

If a general solution is given in the implicit way

�0.t; x; C1; : : : Cn/ D 0; (5.8)

then Eq. (5.8) defines a general solution to Eq. (5.2).
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Any arbitrary solution (5.6) for the specified values of constants C1; : : : ; Cn is
said to be the particular solution of Eq. (5.2). The following steps are required in
order to find a particular solution knowing a general one:

(i) the algebraic set of Eq. (5.7) should be derived from either (5.6) or (5.8), which
yields the constants C1; : : : ; Cn;

(ii) the found specified values C0
1 ; : : : ; C

0
n are substituted to (5.6) or (5.8), which

are now solutions to a Cauchy problem.

Note that sometimes a general solution can be represented in a parametric form

t D t.p; C1; : : : ; Cn/;

x D x.p; C1; : : : ; Cn/; (5.9)

wherep is a parameter. In the most general case governed by Eq. (5.1), the following
theorem satisfies an existence and uniqueness of a Cauchy problem.

Theorem 5.3. Assume that the function defined by (5.1) is continuous and posses-
ses the continuous derivatives with regard to x; Px; : : : ; x.n/. Hence, for an arbitrary
point .t0; x0; Px0; : : : ; x.n/0 / such that

f .t0; x0; Px0; : : : ; x.n/0 / D 0;
@f

@x.n/
.t0; x0; Px0; : : : ; x.n/0 / ¤ 0; (5.10)

there is exactly only one solution to Eq. (5.1) defined in the neighbourhood of t0 and
satisfying the initial conditions (5.3).

A general solution constitutes of a family of integral curves in the plane .t; x/
with n parameters C1; : : : ; Cn.

5.2 Linear Homogeneous Differential Equations

Consider the following homogeneous nth-order differential equation

Ln.y/ � y.n/ C p1.t/y
.n�1/ C � � � C pn.t/y D 0; (5.11)

where Ln is called the nth-order linear differential operator (here y.n/ D dny

dtn
).

Recall that in general, a linear differential operator (a function) has the following
properties:

(i) L.Cy/ D CL.y/,
(ii) L.y1 C y2/ D L.y1/C L.y2/;

(iii) L.C1y1 C � � � C Cmym/ D C1L.y1/C � � � C CmL.ym/, for any yi and Ci .
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Theorem 5.4. If y1; : : : ; yn are the solutions to homogeneous equation (5.11), then
y D C1y1 C � � � C Cnyn is also a solution to Ln.y/ D 0 for arbitrary constant
numbers C1; : : : ; Cn.

Remark 5.1. The set of functions fy1.t/; : : : ; yn.t/g is said to be a fundamental set
of solutions of Ln.y/ D 0.

Remark 5.2. The function y.t/ D C1y1.t/ C � � � C Cnyn.t/ is called the comple-
mentary function of Ln.y/ D 0

Definition 5.1 (Linearly Independent Functions). Let u1.t/; : : : ; um.t/ are the
functions defined in the interval a � t � b. If there are numbers ˛1; : : : ; ˛m, not all
of them equal to zero, and the following equation is satisfied

z D ˛1u1 C � � � C ˛mum � 0; a � t � b; (5.12)

then we say that the functions u1.t/; : : : ; um.t/ are linearly dependent in the
considered interval.

The vector z is called a linear combination of the members of the set
fu1; : : : ; umg, whereas the set f˛1; : : : ; ˛mg is called a set of coefficients of the
linear combination.

Recall that:

(i) the set of all linear combinations of members of fy1; : : : ; ymg is called the
linear span (or simply span) of fy1; : : : ; ymg;

(ii) a linear space U is a set that satisfies the following properties:

(a) if u; v 2 U then u C v 2 U ;
(b) if u 2 U and c 2 R, then Cu 2 U ;

(iii) the span defined in (i) forms a linear space.

Assuming that Eq. (5.12) is satisfied if and only if ˛1 D � � � D ˛m � 0, then
the functions u1; : : : ; um are called linearly independent. A linearly independent
spanning set for a linear space U D fu1; : : : ; umg is called a basis for U .
A dimension of U is defined by the number of vectors in a basis of vector space U .
A necessary condition for linear dependence of the functions u1; : : : ; un can be
obtained in the following way. Let the given functions u1; : : : ; un to be are linearly
dependent. It means that they satisfy (5.12). Differentiating n � 1 times Eq. (5.12)
one gets

˛1u
.k/
1 C � � � C ˛nu.k/n D 0; k D 1; : : : ; n � 1: (5.13)

Of course, we have assumed that the functions fu1; : : : ; ung have n�1 continuous
derivatives on some interval (they are Cn�1 smooth). It is known from algebra that
the system of Eqs. (5.12) and (5.13) has non-trivial solution of ˛1; : : : ; ˛n, when the
following determinant function (called Wronskian) is equal to zero:



5.2 Linear Homogeneous Differential Equations 225

W.u1; : : : ; un/ D

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

u1 � � � un
u0
1 � � � u0

n
:::

u.n�1/
1 � � � u.n�1/

n

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D 0; a � t � b: (5.14)

Theorem 5.5. If the functions y1; : : : ; yn are the solutions of Ln.y/ D 0 on a �
t � b, thenW.y1.t/; : : : ; yn.t// is either zero for every t from [a,b] or is never zero
for any t 2 Œa; b�.
Proof. We take n D 2 and follow the proof given in the book [191]. Here we
omit a generalization for any n. Consider the following linear operator with variable
coefficients

L2.y/ � y00 C p1.t/y
0 C p2.t/y D 0:

The Wronskian

W.y1; y2/ D
ˇ

ˇ

ˇ

ˇ

y1 y2
y0
1 y

0
2

ˇ

ˇ

ˇ

ˇ
D y1y

0
2 � y2y

0
1:

On the other hand

W 0 D .y1y
0
2 � y2y0

1/
0 D y1y

00
2�y00

1y2 D y1.�p1y0
2 � p2y2/� y2.�p1y0

1 � p2y1/
D �p1.y1y0

2 � y2y
0
1/ D �p1W;

and hence

lnW D �
Z

p1dt C lnC:

Finally, one gets

W.y1; y2/ D Ce� R

p1.t/dt ;

which for C D 0 is identically zero, or for C ¤ 0 is never zero. ut
Theorem 5.6. If y1; : : : ; yn are solutions of the equation Ln.y/ D 0 and
W.y1; : : : ; yn/jtDt0 D 0, then W.y1; : : : ; yn/ � 0 for a � t � b, and y1; : : : ; yn
are linearly dependent solutions in the interval t 2 Œa; b�:
Theorem 5.7. A necessary and sufficient condition for solutions z1; : : : ; zn of
Ln.z/ D 0 to be linearly independent in an arbitrary point is W.z1; : : : ; zn/jtDt0 ¤ 0.
If W.t0/ ¤ 0, then also W.t/ ¤ 0 for a � t � b, and if W.t0/ D 0, then also
W.t/ D 0.
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Theorem 5.8. If y1; : : : ; yn are linearly independent solutions of the equation
Ln.y/ D 0, then y D C1y1 C � � � C Cnyn is a general solution for a � t � b,
�1 < yk < C1, k D 0; 1; : : : ; n � 1.

In the case of a homogeneous linear nth-order equation Ln.y/ D 0, there are n
linearly independent solutions y1; : : : ; yn forming the fundamental set of solutions
(proof is omitted here). It is interesting to note that the Wronskian can be used to
define a differential equation, when a fundamental set is known.

Recall that a set of all solutions of the linear equation L.y/ D 0 is called a null
space or kernel of the operator L.

Theorem 5.9. A homogeneous linear differential equation Ln.y/ D 0 has n
linearly independent solutions that form a basis for the set of all solutions. The
dimension of the kernel of an nth-order linear differential operator is n.

Example 5.1. Define a linear differential equation possessing the fundamental
solution: y1.t/ D sin t , y2.t/ D et .

We define the Wronskian

W.sin t; et ; y/ D
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

sin t et y

cos t et y0
� sin t et y00

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

et

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

sin t 1 y

cos t 1 y0
� sin t 1&y00

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D et
�

sin t

ˇ

ˇ

ˇ

ˇ

1 y0
1 y00

ˇ

ˇ

ˇ

ˇ
� 1

ˇ

ˇ

ˇ

ˇ

cos t y0
� sin t y00

ˇ

ˇ

ˇ

ˇ
C y

ˇ

ˇ

ˇ

ˇ

cos t 1

� sin t 1

ˇ

ˇ

ˇ

ˇ

�

D et Œsin t.y00 � y0/ � .y00 cos t C y0 sin t/C y.cos t C sin t/�

D et Œ.sin t � cos t/y00 � 2 sin t C y0 C .sin t C cos t/y� D 0;

and the being sought differential equation is defined immediately as

L2.y/ D .sin t � cos t/y00 � 2 sin ty0 C .sin t C cos t/y D 0:

In order to verify the obtained results we check:

L2.sin t/ D �.sin t � cos t/ sin t � 2 sin t cos t C .sin t C cos t/ sin t D 0;

L2.e
t / D etL2.sin t/ D 0: ut

5.3 Differential Equations with Constant Coefficients

Since characteristic equation corresponding to an nth-order homogeneous differen-
tial equation cannot be solved using radicals already for n � 5, very often numerical
or approximate analytical methods are used. The most important observation is that
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the nth-order differential equation is reduced to the nth-order polynomial (algebraic)
equation. The solutions differ from each other qualitatively for distinct and repeated
(multiple) roots of a characteristic equation, which we are going to discuss.

Theorem 5.10. Given the nth-order linear differential equation Ln.y/ D y.n/ C
p1y

.n�1/C� � �Cpn�1y0Cpny D 0: Let the characteristic polynomial corresponding
to Ln.y/ D 0 possess:

(i) n distinct real roots ri , i D 1; : : : ; n. Then the n functions yi .t/ D eri t form a
basis for the kernel of Ln.y/ D 0. A general solution has the form

y.t/ D
n
X

iD1
Cie

ri t I

(ii) Single root repeated n times. Then the n functions y1.t/ D ert ; y2.t/ D
tert ; : : : ; yn.t/ D tn�1ert form a basis for the kernel of Ln.y/ D 0: A general
solution can be written as

y.t/ D .C1 C c2t C � � � C Cnt
n�1/ert I

(iii) Single root repeated m times and there are n � m distinct roots
rmC1; rmC2; : : : ; rn: Then the n functions

y1.t/ D ert ;

y2.t/ D tert ;
:::

ym.t/ D tm�1ert ;
ymC1.t/ D ermC1t ;

:::

yn.t/ D ernt

form the kernel of Ln.y/ D 0. A general solution has the form

y.t/ D .C1 C C2 C � � � C Cmt
m�1/ert C CmC1ermC1t C � � � C Cne

rnt :

Example 5.2. Consider the following third-order differential equation

L3.y/ D y000 � 8y00 C 19y0 � 12y D 0:

Introducing y D ert one obtains the characteristic polynomial r3 � 8r2 C 19r �
12 D 0, with three distinct roots: r1 D 1; r2 D 3; r3 D 4. The linearly independent
solutions are: y1.t/ D et ; y2.t/ D e3t ; y3.t/ D e4t , and every solution is written as
y.t/ D C1e

t C C2e
3t C C3e

4t . ut
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Example 5.3. Consider the fifth-order differential equationL5.y/ D y.5/�12y.4/C
56y000 � 126y00 C 135y0 � 54 D 0:

The characteristic equation corresponding to L5.y/ has the following roots:
r1 D 1, r2 D 2 and r3 D r4 D r5 D 3 (multiplicity 3). The following set forms
a basis fet ; e2t ; e3t ; te3t ; t2e3t g. Every solution in the kernel has the form

y.t/ D C1e
t C C2e

2t C C3e
3t C C4te

3t C C5t
2e3t :

In order to investigate their linear dependence one calculates

W.et ; e2t ; e3t ; te3t ; t2e3t /

D

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

et e2t e3t te3t t2e3t

et 2e2t 3e3t e3t C 3te3t 2te3t C 3t2e3t

et 4e2t 9e3t 6e3t C 9te3t 2e3t C 12te3t C 9t2e3t

et 8e2t 27e3t 27e3t C 27te3t 16e3t C 54te3t C 27t2e3t

et 16e2t 81e3t 108e3t C 81te3t 108e3t C 216te3t C 81t2e3t

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D ete2t e3te3t e3t

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1 1 1 t t2

1 2 3 1C 3t 2t C 3t2

1 4 9 6C 9t 2C 12t C 9t2

1 8 27 27C 27t 16C 54t C 27t2

1 16 81 108C 81t 108C 216t C 81t2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

¤ 0:

Theorem 5.11. Given the nth-order linear differential equation Ln.y/ D y.n/ C
p1y

.n�1/ C � � � Cpn�1y0 Cpny D 0. Let the characteristic equation corresponding
to Ln.y/ D 0 to have:

(i) A pair of complex roots r D a ˙ bi; i2 D �1. Then the functions
y1.t/ D eat cos bt and y2.t/ D eat sin bt are linearly independent solution
of Ln.y/ D 0.

(ii) A pair of complex conjugate roots repeated m times. Then the 2m functions

y1.t/ D eat cos bt; y2.t/ D teat cos bt ; : : : ; ym.t/ D tm�1eat cos bt;

ymC1.t/Deat sin bt; ymC2.t/Dteat sin bt ; : : : ; y2m.t/ D tm�1eat sin bt

are linearly independent solutions of Ln.y/ D 0. In addition, every function
y.t/ D .C1 C C2t C � � � C Cmt

m�1/eat cos bt C .CmC1 C CmC2t C � � � C
C2mt

m�1/eat sin bt is a solution to the studied equation.

In order to get a better imagination of understanding of repeated roots of a
characteristic equation we review some properties of polynomials.
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(i) A polynomial w.t/ has a root r if w.t/ D .t � r/w0.t/.
(ii) A polynomial w.t/ has a double root if w.t/ D .t � r/2w1.t/. In this case w.t/

and w0.t/ D 2.t � r/w1.t/ have a common root r.
(iii) In general, a polynomial w.t/ has a root r of multiplicity k if w.t/

D .t�r/kwk�1.t/. In this case, w.t/;w0.t/; : : : ;wk�1.t/ have a common root r.

Now we focus our attention on a second polynomial corresponding to differential
operatorL2.y/ D y00 �2ry0 Cr2y. The corresponding quadratic equation is w.t/ D
t2 � 2rt C r2 D .t � r/2. According to Theorem 5.10 we have the solutions:
y1.t/ D ert ; y2.t/ D tert . It is true, because L2.y1/ D ert .r2 � 2r2 C r2/ D 0,
and L2.tert / D .tert /00 � 2r.tert /0 C r2tert D .ert C rtert /0 � 2r.ert C rtert /C
r2tert D 2rert C r2tert � 2rert � 2r2tert C r2tert D 0. The above example leads
to more general observation. Namely, have got L2.ert / D ertw.r/. Observe that
@
@r
L2.e

rt / D @
@r
Œertw.r/� D tertw.r/ C w0.r/ert : But recall that r is the double

root of the characteristic equation w.r/ D 0 and hence w.r/ D w0.r/ D 0, i.e.
@
@r
L2.e

rt / D 0: On the other hand @
@r
L2.e

rt / D L2.
@
@r
ert / D L2.te

rt / D 0; which
shows that tert is a solution of the differential operator L2. Finally, let us check a
linear dependence of both solutions. The Wronskian determinant gives

w.ert ; tert / D
ˇ

ˇ

ˇ

ˇ

ert tert

ert ert C tert

ˇ

ˇ

ˇ

ˇ
D e2rt ¤ 0;

which means that they are independent. This observation can be generalized by the
following theorem.

Theorem 5.12. If r0 is a root of m-multiplicity of the characteristic equation

w.r/ D rn C a1r
n�1 C a2r

n�2 C � � � C an�1r C an D 0;

where 1 � m � n, then the functions er0t ; ter0t ; : : : ; rm�1er0t are the linearly
independent solutions of the characteristic equation w.r/.

Proof. If r0 is the root of w.r/ of multiplicitym, then

w.r0/ D dw

dr
.r0/ D d2w

dr2
.r0/ D � � � D dk�1w.r0/

drk�1 D 0:

Consider now the differential operator

L.y/ � y.n/ C a1y
.n�1/ C � � � C any:

It is easy to check that L.ert / D w.r/ert . Consider now L.ti ert / D L
�

@i ert

@ri

�

D
@i

@ri
L.ert / D @i

@ri
.w.r/ert / : We have

i D 0 W w.r/ert D 0I
i D 1 W .w0 C tw/ert D 0I
i D 2 W .w00 C 2tw0 C w.1C t2//ert D 0I
:::
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Since for i D k � 1 we obtain wk�1 D � � � D w00 D w0 D w D 0, hence we
have also L.ti er0t / D 0. It means that t i er0t are solutions to L.y/. In addition, they
are linearly independent, because the polynomials of different orders are linearly
independent. ut

In the case of complex conjugate roots (Theorem 5.12) we recall some funda-
mental properties known from algebra. According to the Euler’s formula we have

eiˇ D cosˇ C i sinˇ;

where: Re.eiˇ/ D cosˇ, Im.eiˇ/ D sinˇ and eaCib D ea.cos b C i sin b/:
Now let the characteristic equation representing the differential equation

L.y/ D 0 to have conjugate complex roots a ˙ ib, and we obtain the following
solutions to the differential equation: e.aCib/t D eat .cos bt C i sin bt/ and
e.a�ib/t D eat .cos bt � i sin bt/. Observe that instead of taking this solution
one can take y1 D eat cos bt and y2 D eat sin bt . Both of them are real-valued
independent solutions (check), and they span the same real-valued solutions as
the complex-valued solutions e.a˙ib/t . This observation can be generalized by the
following theorem.

Theorem 5.13. If u and v are in the domain composed of real elements of a real-
valued functionL, and we take y D uCiv, thenL.y/ D L.u/CiL.v/. In addition,
if L.y/ D 0, then L.u/ D L.v/ D 0.

Remark 5.3. Theorem 5.12 shows that the domain of L can be extended to include
complex-valued component.

Our considerations can be briefly outlined in the following way [191]. The so-
lutions to homogeneous linear nth-order ordinary differential equation (5.11) are
sought in forms of exponential functions

y D ert ; (5.15)

where r is constant. We have

y.k/ D @ky

@tk
D rkert ; k D 1; : : : ; n: (5.16)

Substituting the assumed solution (5.15) to (5.16) we get

L.ert / D ertPn.r/ D 0; (5.17)

where the polynomial

Pn.r/ D rn C p1r
n�1 C � � � C pn�1r C pn D 0 (5.18)
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is called the characteristic equation (or the characteristic polynomial). The roots
of the characteristic equation (5.18) are called the characteristic roots. If the roots
r1; : : : ; rn are real and different, then we have n independent solutions of the form

y1 D er1t ; : : : ; yn D ernt : (5.19)

The Wronsky determinant has the form

w.er1t ; : : : ; ernt / D

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

er1t : : : ernt

r1e
r1t : : : rne

rnt

:::
:::

:::

rn�1
1 er1t : : : rn�1

n ernt

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D e.r1Cr2C���Crn�1/t

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1 1 : : : 1

r1 r2 : : : rn
:::

:::
:::

:::

rn�1
1 rn�1

2 : : : rn�1
n

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D e.r1Cr2C���Crn�1/t .rn � r1/.rn � r2/ : : : .rn � rn�1/.rn�2 � r1/ : : :
: : : .rn�1�rn�2/ : : : .r2�r1/ ¤ 0: (5.20)

Observe that w.t/ ! 0, if t ! C1, when rk < 0; k D 1; : : : ; n: A general
(or every) solution to (5.11) has the form

y D C1e
r1t C � � � C Cne

rnt : (5.21)

If rk < 0; k D 1; : : : ; n; then every solution y governed by (5.21) y ! 0 for
t ! C1.

Consider the case, when r1; : : : ; rn are different, but some of them are complex
conjugate. Let r1 D aC ib. Since the coefficients of the differential equation (5.11)
are real, then also r2 D Nr1 D a � ib exists. A general solution has the form y D
u.t/ C iv.t/, where u.t/ and v.t/ are real-valued functions. However, if y.t0/ D
u.t0/ C iv.t0/ D y0; y

.k/.t0/ D u.k/.t0/ C iv.k/.t0/ D y
.k/
0 ; k D 1; : : : ; n � 1,

where y0 and y.k/0 are real-valued, then v.t0/ D v0.t0/ D � � � D v.n�1/.t0/ D 0, and
hence v.t/ � 0.

Given the initial conditions one finds the being sought constantsC1; : : : ; Cn from
the algebraic equations

y0 D C1e
r1t0 C � � � C Cne

r1t0 ;

y
.k/
0 D C1r

k
1 e

r1t0 C � � � C Cnr
k
n e

rnt0 ; k D 1; : : : ; n � 1: (5.22)
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It can be shown that the solution (5.21), after substituting the constant Cii D
1; : : : ; n from (5.22), is real-valued. Hence, since the solution is real-valued then
instead of complex-valued form of the solution we can use the real-valued form of
the solution. For our case r1 D a C ib, r2 D a � ib we get

C1e
r1t C C2e

r2t D C1e
at .cos bt C i sin bt/C C2e

at .cos bt � i sin bt/

D .C1 C C2/e
at cos bt C i.C1 � C2/e

at sin bt D C10e
at cos bt C C20 sin bt;

where:C10 D C1CC2; C20 D i.C1�C2/. It is easy to check thatC1;2 D C10˙C20=i,
i.e. they are complex conjugate, but Ci0; i D 1; 2 are real-valued. In other words

y D C10e
at cos bt C C20e

at sin bt C C3e
r3t C � � � C Cne

rnt : (5.23)

For real-value initial conditions y0; y0
0; : : : ; y

.n�2/ the solution (5.23) is real-
valued and also C10 and C20 should be real-valued. Since er1t D eat .cos bt C
i sin bt/ is the solution, then also y1 D eat cos bt and y2 D eat sin bt are the
solutions generated by the roots r1 D aC ib; r2 D a�bt . Recall now the discussed
case of the root r1 D � � � D rm with mth-multiplicity. The kth-order derivative
of (5.11) yields

dkL.ert /

drk
D L

�

dkert

drk

	

D L.tkert /; (5.24)

and

L.tkert / D .tkert /.n/ C p1.t
kert /n�1 C � � � C pn�1.tkert /0 C pn.t

kert /: (5.25)

Owing to the Leibniz formula applied to dot product of two functions we have

.uv/.n/ D uv.n/ C
�

n

1

�

u0v.n�1/ C
�

n

2

�

u00v.n�2/ C : : :

: : :C
�

n

n � 1

�

u.n�1/v0 C u.n/v D
n
X

kD0
u.k/v.n�k/;

(5.26)

where: u.0/ D u, v.0/ D v: Applying Leibniz formula (5.26) to (5.25) we obtain

L.tkert / D tkertPn.r/C C
.k/
1 tk�1ertP 0

n.r/

CC .k/
2 tk�2ertP 00

n.r/C � � � C ertP .k/
n .r/; (5.27)

where the numbers C .k/

l depend on k and l . Since r1 D � � � D rm, hence the
characteristic equation has the following property

Pn.r1/ D P 0
n.r1/ D � � � D Pm�1

n .r1/ D 0: (5.28)
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It means that L.tkert / D 0 for k D 1; 2; : : : ; m � 1 and r D r1, where r1
is the root of mth multiplicity. In other words, m times repeated root generates m
solutions of the form er1t ; ter1t ; : : : ; tm�1er1t : If r1; : : : ; rl are different roots of the
corresponding multiplicitym1; : : : ; ml and there are no other roots (i.e. m1 C � � � C
ml D n), then every solution to homogeneous linear differential equation (5.11) has
the form

y D Pm1�1.t/er1t C Pm2�1.t/er2t C � � � C Pml�1.t/erl t ; (5.29)

where: Pm1�1.t/; Pm2�1.t/; : : : ; Pml�1.t/ are the polynomials of t of the
corresponding orders: m1 � 1;m2 � 1; : : : ; ml � 1. It can be checked that a set
fer1t ; rer1t ; : : : ; tm1�1er1t ; : : : ; erl t ; terl t ; : : : ; tml�1erl t g has members which are
linearly independent.

Recall now our considerations related to repeated complex roots. If among the
roots r1; : : : ; rl a complex one appears, say r1 D aCib, then also exists r2 D a� ib
with the same multiplicity. The used real initial conditions y0; y0

0; : : : ; y
.n�1/
0 allow

to find a set of constants to define a real solution.
Assume that r D a C ib and Nr D a � ib are m times repeated roots. Every

solution includes the functions

ert ; tert ; : : : ; tm�1ert ;

e Nrt ; te Nr t ; : : : ; tm�1e Nrt :
(5.30)

Since tkert D tkeat eibt D tkeat .cos bt C i sin bt/ is the solution, then its real
and imaginary part are also solutions. The same consideration holds for Nr . In the
case when a root is purely imaginary with mth multiplicity (a D 0), then every
solution is composed of the functions tk cos bt; tk sin bt; k D 0; 1; : : : ; m:

Let us sum up our brief conclusions related to a repeated root. Any real-valued
root r with mth multiplicity generates m solutions, whereas a complex-valued root
r with mth multiplicity generates 2m solutions. Every solution corresponding to
m-times repeated root is represented by

y D
m�1
X

kD0
Ckt

kert : (5.31)

Every solution corresponding to complex root withmth multiplicity has the form

y D
m�1
X

kD0

�

Akt
keat cos bt C Bkt

keat sin bt
�

: (5.32)

Finally, every solution corresponding to repeated imaginary roots r D ib, Nr D �ib
has the form

y D
m�1
X

kD0

�

Akt
k cos bt C Bkt

k sin bt
�

: (5.33)
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In both latter cases, Ak and Bk are defined by the initial conditions.

Example 5.4. Using formula (5.25) and (5.26) for k D 2 find a corresponding
number Ck

l when

L.y/ D y000 C p1y
00 C p2y

0 C p3y:

Formula (5.26) gives

.uv/000 D uv000 C
�

3

1

�

u0v00 C
�

3

2

�

u00v0 C u000v;

.uv/00 D uv00 C
�

2

1

�

u0v0 C u00v0;

.uv/0 D u0v C v0y;

whereas from (5.25) we get

L.tkert / D .tkert /00 C p1.t
kert /00 C p2.t

kert /0 C p3.t
kert /

D .t2r3C6tr2C6r/ertCp1.t2r2C4trC2/ertCp2.t2rC2t/ertCp3t2ert
D ert Œt2.r3 C p1r

2 C p2r C p3/C t.6r2 C 4rp1 C 2p2/C 6r C 2p1�:

Since

P3.r/ D r3 C p1r
2 C p2r C p3;

P 0
3.r/ D 3r2 C 2p1r C p2;

P 00
3.r/ D 6r C 2p1;

therefore

L.t2ert / D t2ertP3.r/C C2
1 P

0
3.r/e

rt C ertP 00
3 .r/;

and we have C2
1 D 2.

5.4 Linear Non-homogeneous Differential Equations
with Constant Coefficients

In the previous section we have considered linear homogeneous operator defined by
Eq. (5.11). Here we are going to consider non-homogeneous problems.
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Theorem 5.14. If the fundamental solutions y1.t/; : : : ; yn.t/ to Eq. (5.11) are
known, then a general solution to the following non-homogeneous equation

Ln.y/ D y.n/ C p1.t/y
.n�1/ C � � � C pn.t/y D f .t/ (5.34)

has the form

y D yp C C1y1 C C2y2 C � � � C Cnyn; (5.35)

where C1; C2; : : : ; Cn are arbitrary numbers, and yp is an arbitrary particular
solution of (5.34).

There are two general methods to solve a non-homogeneous problem, i.e. the
method of undetermined coefficients and the method of variations of parameters.
The method of undetermined coefficients relies on observation that a being sought
solution is somehow similar to the right-hand side function f .t/.

Example 5.5. Find a general solution to the non-homogeneous differential equation

L.y/ D y00 � 3y0 C 2y D 3t2 � 2t C 4:

First we consider the corresponding homogeneous equation L.y/ D y00 � 3y0 C
2y D 0. The corresponding characteristic equation is r2�3rC2 D 0 with the roots
r1 D 1 and r2 D 2, and hence the general solution of the homogeneous equation
y D C1e

tCC2e2t . Let us look for a particular solution of the form yp D at2CbtCc:
The simple calculus yields

L.yp/ D 2at � 3.2at C b/C 2.at2 C bt C c/

D 2at2 C t.2b � 6a/C 2c C 2a � 3b:

Equating the coefficients standing by the same powers of t we obtain:

t0 W 2c C 2a � 3b D 4;

t1 W 2b � 6a D �2;
t2 W 2a D 3:

The above linear algebraic equations give: a D 1:5; b D 3:5; c D 5:75.
The general solution of the non-homogeneous problem is y D C1e

t C C2e
2t C

1:5t2 C 3:5t C 5:75. ut
Example 5.6. Find a general solution of the non-homogeneous equation

L.y/ D y00 C 2hy0 C ˛20y D q cos!t:

This equation governs oscillation of a one-degree-of-freedom mechanical system
with mass m and with a viscous positive damping, a linear stiffness and a harmonic
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excitation. The parameters have the following physical meaning: c—damping
.2h D c=m/I k—stiffness .˛20 D k=m/IP0—amplitude of exciting force .q D
p0=m/ and ! is frequency of excitation. The characteristic equation is

r2 C 2hr C ˛20 D 0;

which gives the roots r1;2 D �h ˙
q

h2 � ˛20 . If h > ˛0, then we have two real

roots and oscillations do not appear. If h D ˛0 we have so-called critical damping
ccr D 2

p
km and the root is double. Here we consider the case ˛20 > h2 which

corresponds to oscillations and r1;2 D �h ˙ i�, where � D
q

˛20 � h2. Since

e.�hCi�/t D e�ht .cos�t C i sin�t/ and according to our earlier discussion we
can take the following real-valued general solution corresponding to homogeneous
equation: y D C1e

�ht cos�tCC2e�ht sin�t . As it has been mentioned, the form of
the particular solution to the non-homogeneous equation is similar to the right-hand
side excitation and is assumed to be: yp D A cos!t C B sin!t . Since

y0 D �A! sin!t C B! cos!t;

y00 D �A!2 cos!t � B!2 sin!t;

hence

L.yp/ D �A!2 cos!t�B!2 sin!t�2hA! sin!tC2hB! cos!t C ˛20A cos!t

C˛20B sin!t D q cos!t:

Equating the terms standing by sin!t and cos!t yields

A.˛20 � !2/C 2h!B D q;

�2h!AC .˛20 � !2/B D 0;

and therefore

A D WA

W
D

ˇ

ˇ

ˇ

ˇ

q 2h!

0 ˛20 � !2
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

˛20 � !2 2h!

�2h! ˛20 � !2

ˇ

ˇ

ˇ

ˇ

D q.˛20 � !2/

.˛20 � !2/2 C 4h2!2
;

B D WB

W
D

ˇ

ˇ

ˇ

ˇ

˛20 � !2 q
�2h! 0

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

˛20 � !2 2h!

�2h! ˛20 � !2
ˇ

ˇ

ˇ

ˇ

D 2h!q

.˛20 � !2/
2 C 4h2!2

:
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Finally, the general solution to homogeneous equation has the form

y D C1e
�ht cos�t C C2e

�ht sin�t CA cos!t CB sin!t: ut
The obtained solution possesses clear physical interpretation. It is composed of

oscillation of autonomous damped system (this part vanishes, when t ! C1) and
a particular solution generated by the harmonic excitation. A steady state oscillation
is represented by the solution

lim
t!1y.t/ D A cos!t C B sin!t D a cos.!t C '/:

Observe that

a cos.!t C '/ D a cos' cos!t � a sin ' sin!t D A cos!t C B sin!t:

Equating terms standing by cos!t and sin!t we obtain

A D a cos'; B D �a sin';

and hence

a D
p

A2 C B2 D q
q

.˛20 � !2/2 C 4h2!2
;

' D �arctan
B

A
D �arctan

2h!

˛20 � !2
:

This result indicates that the oscillations are harmonic with the amplitude a
and are delayed by the phase shift � in comparison to excitation. The latter
example allows to solve more general problem, which possesses many applications
in engineering, and particularly in mechanics.

Consider now the following non-homogeneous problem

Ln.y/ D eat ŒP.t/ cos bt CQ.t/ sin bt�; (5.36)

where a; b 2 R and P.t/ andQ.t/ are polynomials of orders p and q, respectively.
Let the characteristic equation corresponding to the homogeneous equation has
the form

rn C p1r
n�1 C � � � C pn D 0: (5.37)

By s we denote the largest values amongp and q (forp D q we take s D p D q).
If a C ib is not a solution to the characteristic equation (5.38), then also a � ib is
not a solution. In this case the being sought particular solution has the form

yp D eat ŒR.t/ cos bt C S.t/ sin bt�;
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where R.t/ and S.t/ are polynomials of an order not higher than s. If a C ib is
repeated root of multiplicity k, then

yp D tkeat ŒR.t/ cos bt C S.t/ sin bt�; (5.38)

where R.t/ and S.t/ are polynomials of an order not higher than s.
The steps of the method of undetermined coefficients can be even more detailed

presented by introducing the following theorem (see [191]).

Theorem 5.15. Apply the following steps to solve Ln.y/ D f .t/ using the method
of undetermined coefficients:

(i) Factor the characteristic polynomial wLn.r/ of Ln into linear and irreducible
quadratic factors and form a basis BL for the kernel of L.

(ii) Separate f(t) into groups of terms that are annihilated by a single annihilator.
Form wA.r/, the characteristic polynomial for an annihilator of f .t/ factored
into linear and irreducible quadratic factors. Recall that for a given function
f, an annihilator of f is a linear operator A such that A.f / D 0. For instance,
y00 C 16y is an annihilator of sin�t and cos�t , because the characteristic
equation is .r2 C 16/ D .r C 4i/.r � 4i/:

(iii) The characteristic polynomial of AL is defined by wA.r/wL.r/. Form the basis
BAL, and find B consisting of the functions in BAL that are not in BL.

(iv) Form yp.t/ as a linear combination of the functions in B and equate
coefficients of L.yp/ D f .t/.

(v) Determine values for the coefficients and define a particular solution.
(vi) Find y.t/ D yg.t/C yp.t/:

Example 5.7. Solve the differential equation L.y/ D y000 � 2y00 C 9y0 � 18y D
et C 3 sin 2t using the method of undetermined coefficients.

(i) The characteristic polynomial wL.r/ D r3�2r2 C9r �18 D .r �2/.r2 C9/,
and hence fBL D e2t ; sin 3t; cos 3tg.

(ii) The function f .t/ D et C 3 sin 2t is annihilated by the characteristic
polynomial wA D .r � 1/.r2 C 4/, and the basis for kernel of A is BA D
fet ; sin 2t; cos 2tg.

(iii) The characteristic polynomial of AL is wAwL D .r�2/.r2C9/.r�1/.r2C4/,
and the kernel of AL is BAL D fet ; e2t ; sin 2t; cos 2t; sin 3t; cos 3tg. We have
found also that B D BA D fet ; sin 2t; cos 2tg:

(iv) The particular solution yp D aet C b sin 2t C c cos 2t . The successive
differentiation gives

y0
p D aet C 2b cos 2t � 2c sin 2t;

y00
p D aet � 4b sin 2t � 4c cos 2t;

y000
p D aet � 8b sin 2t C 8c cos 2t;
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and

L.yp/ D aet � 8b sin 2t C 8c cos 2t � 2.aet � 4b sin 2t C 4c cos 2t/

C9.aet C 2b cos 2t � 2c sin 2t/ � 18.aet C b sin 2t C c cos 2t/

D �10aet � 18.b C c/ sin 2t C 2.9b � c/ cos 2t:

Equating the appropriate coefficients with those of f .t/ gives

et W �10a D 1;

sin 2t W �18.b C c/ D 3;

cos 2t W 9b � c D 0:

(v) The solution of the latter linear algebraic equation is: a D �10; b D � 1
60

,
c D � 3

20
, and hence the particular solution is

yp.t/ D �10et � 1

60
sin 2t � 3

20
cos 2t:

(vi) Finally, the general solution is

y D C1e
2t C C2 sin 3t C C3 cos 3t � 10et � 1

60
sin 2t � 3

20
cos 2t:

ut
Now we briefly describe the method of variation of parameters. Recall that

even in the method of undetermined coefficients we have found the kernel of a
homogeneous equation Ln.y/ D 0 first.

Theorem 5.16. A particular solution yp.t/ of non-homogeneous equation
Ln.y/ D f .t/ can be found by quadratures if it will be sought in the form

yp.t/ D C1.t/y1.t/C C2.t/y2.t/C � � � C Cn.t/yn.t/; (5.39)

where fy1.t/; y2.t/; : : : ; yn.t/g is the basis of the kernel of Ln D 0.

Theorem 5.17. If the functions C1.t/; : : : ; Cn.t/ satisfy the system of equations

C 0
1y1 C C 0

2y2 C � � � C C 0
nyn

C 0
1y

0
1 C C 0

2y
0
2 C � � � C C 0

ny
0
n

:::

C 0
1y

.n�1/
1 C C 0

2y
.n�1/
2 C � � � C C 0

ny
.n�1/
n ; (5.40)

then the function yp defined by (5.39) satisfies the non-homogeneous equation
Ln.y/ D f .t/.
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Remark 5.4. The function yp.t/ possesses the form of a general integral of
Ln.y/ D 0, where now the constant are the functions depending on t .

Remark 5.5. Observe that C 0
1; C

0
2; : : : ; C

0
n are uniquely defined, since the determi-

nant of the system (5.41) is the Wronskian determinant, and by definition it never
equals zero.

In order to get C1.t/; : : : ; Cn.t/ we integrate the functions C 0
1.t/; : : : ; C

0
n.t/

without the constant of integrations, because they appear already in the part of n
general solutions of the homogeneous equation.

Example 5.8. Find a general solution of the equation

L2.y/ D y00 C y D t2:

The kernel of L2.y/ D 0 is fsin t; cos tg: The general solution of L2.y/ D t2 is
y D yp C C1 cos t C C2 sin t .

The functions yp.t/ is sought in the form

yp.t/ D C1.t/ cos t C C2.t/ sin t:

From (5.41) we obtain

C 0
1 cos t C C 0

2 sin t D 0;

�C 0
1 cos t C C 0

2 sin t D t2;

and hence

C 0
1 D �t2 sin t; C 0

2 D t2 cos t:

Integration of C 0
1; C

0
2 yields

C1.t/ D .t2 � 2/ cos t � 2t sin t; C2.t/ D .t2 � 2/ sin t C 2t cos t

and

y D t2 � 2C C1 cos t C C2 sin t:

5.5 Differential Equations with Variable Coefficients

We begin with a special class of higher order homogeneous differential equations,
which can be reduced to the differential equations with constant coefficients.
A solution to the differential equation

Ln.y/ D pnt
n d

ny

d tn
C pn�1tn�1 dn�1y

d tn�1 C � � � C p1t
dy

dt
C p0y; (5.41)
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known as the Cauchy–Euler differential equation, can be sought in the form

y D t r : (5.42)

Substituting (5.42) to (5.41) gives

Ln.t
r / D w.r/t r ; (5.43)

and hence Ln D 0, when w.r/ D 0. The analysis is similar to previous one, but now
instead of the function ert , we have t r .

(i) Assume that there are r1; r2; : : : ; rm distinct real roots .m � n/, then
t r1 ; t r2 ; : : : ; t rm are real independent solutions, and

y.t/ D C1t
r1 C C

r2
2 C � � � C Cmt

rm (5.44)

is a general solution (it defines an m-dimensional subspace of the kernel
of (5.41)).

(ii) Assume that r0 is a root with kth multiplicity, then its subkernel follows

ft r0 ; t r0 ln t; : : : ; t r0 .ln t/k�1g;

and a general solution

y.t/ D C1t
r0 C C2t

r0 ln t C � � � C Ckt
r0.ln t/k�1 (5.45)

defines a k-dimensional subspace.
(iii) Assume that r D a ˙ bi , then ta cos.b ln t/ and ta sin.b ln t/ are real linearly

independent solutions. In addition, if a˙ bi has multiplicity k, then

ta cos.b ln t/; ta ln t cos.b ln t/; : : : ; ta.ln t/k�1 cos.b ln t/;
ta sin.b ln t/; ta ln t sin.b ln t/; : : : ; ta.ln t/k�1 sin.b ln t/;

(5.46)

are 2k real linearly independent solutions in the kernel of (5.41). Their linear
combinations span a 2k-dimensional subspace.

Now we show how to reduce the homogeneous and non-homogeneous
Cauchy–Euler equation to an equation with constant coefficients.

Theorem 5.18. Introducing a variable x D ln t in the non-homogeneous Cauchy–
Euler equation

Ln.y/ D pnt
n d

ny

d tn
C pn�1tn�1 dn�1y

d tn�1 C � � � C p1t
dy

dt
C p0y D f .t/; (5.47)



242 5 Higher-Order ODEs Polynomial Form

leads to conversion to the differential equation with constant coefficients

LŒy.ex/� D g.x/; (5.48)

where g.x/ D f .ex/:

Example 5.9. Transform the Cauchy–Euler differential equation

t3y000 � 4t2y00 C 3ty0 C y D 0

to a differential equation with constant coefficients.

Let t C ex, and use the chain rule to get

dy

dt
D dy

dx

dx

dt
D dy

dx

1

t
; i:e: t

dy

dt
D dy

dx
I

d2y

d t2
D d

dt

�

dy

dt

�

D d

dt

�

dy

dx

1

t

�

D d

dt

�

dy

dx

�

1

t
C dy

dx

d

dt

�

1

t

�

D 1

t2

�

d2y

dx2
� dy

dx

�

i:e: t2
d 2y

d t2
D d2y

dx2
� dy

dx
I

d3y

d t3
D d

dt

�

d2y

d t2

�

D d

dt

�

1

t2

�

d2y

dx2
� dy

dx

�	

D �2
t3

�

d2y

dx2
� dy

dx

�

C 1

t2

�

d

dt

�

d2y

dx2

�

� d

dt

�

dy

dx

�	

D �2
t3

�

d2y

dx2
� dy

dx

�

C 1

t3

�

d3y

dx3
� d2y

dx

�

D 1

t3

�

d3y

dx3
� 3d

2y

dx2
� 2

dy

dx

�

; i:e:
d 3y

d t3
D d3y

dx3
� 3d

2y

dx2
� 2

dy

dx
:

Our investigated equation becomes

d3y

dx3
� 7d

2y

dx2
C 5

dy

dx
C y D 0:

The characteristic polynomial is

r3 � 7r2 C 5r C 1 D .r � 1/.r2 � 6r � 1/

and possesses the characteristic roots

r2 D 1; r1 D 3 � p
10; r3 D 3C p

10:
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Hence the solution is

y D C1e
r1x C C2e

r2x C C3e
r3x D C1e

r1 ln t C C2e
r2 ln t C C3e

r3 ln t : ut
A key role in mechanics plays second-order differential equation, since a second

derivative corresponds to acceleration of a moving rigid body with one degree
of freedom. It can happen that one of its solutions is known (for example, from
theoretical considerations or from an experiment), and a question appears, how to
find a second linearly independent solution?

Consider L2.y/ D p2.t/y
00 C p1.t/y

0 C p0.t/y D 0, and assume y.t/ D
v.t/y1.t/, where y1.t/ satisfies L2.y1/ D 0. The assumed form of solution refers
to the so-called Bernoulli method, which is often applied to solve first-order non-
homogeneous differential equations. The successive differentiation gives

y0 D v0y1 C vy0
1;

y00 D v00y1 C 2v0y0
1 C vy00

1; (5.49)

and hence

L2.vy1/ D p2.t/.v
00y1 C 2v0y0

1 C vy00
1/C p1.t/.v

0y1 C vy0
1/C p0.t/vy1

D v00.p2y1/C v0.2p2y0
1 C p1y1/C v.p2y

00
1 C p1y

0
1 C p0y1/

D p2y1v
00 C .2p2y

0
1 C p1y1/v

0 D 0: (5.50)

Denoting v0 D w one can solve first-order linear differential equation with regard
to w0 to give

w.t/ D y�2
1 e� R

p1.t/=p2.t/dt: (5.51)

Hence

v.t/ D
Z

y�2
1 e� R

p1.t/=p2.t/dtdt; (5.52)

and the second solution is

y2.t/ D v.t/y1.t/ D y1.t/

Z

y�2
1 .t/e� R

p1.t/=p2.t/dtdt: (5.53)



Chapter 6
Systems

In the free encyclopedia “Wikipedia”, one can find that the entry “system” is
ambiguous and old. The word “system” comes from Greek and means a “compound
object” (σ Kυτημα), and this explains why it occurs in many different branches
of science such as: social science (social system, law system), astronomy (solar
system, system of planets, heliocentric system), philosophy (philosophical system),
geology (geological system), anatomy (nervous system), mathematics (number
system, decimal system, binary system), computer science (operating system), logic
(deductive system) and many others. It is difficult to give a single definition of
a system suitable for any branch of science. That is why we give only a few
definitions and choose the most suitable one for our purposes (see [45, 48, 107, 132,
150,168,235]). There is a tendency to use a concept of system as a primary one, i.e.
indefinable. However, in this case it is a composed object which contains interacting
elements. We give our own definition within this background.

(i) Definition (generalizing, asymptotical). System is a collection of material
elements or marks, which undergo slow evolutionary processes in space–time.
The interchange of interactions among the systems, ones extracted from the
environment (one being a paradigm determined by a particular branch of
science), is of order ", where " 
 1. Below, we give some features of such
defined system.

(a) elements of the system can vanish or appear in time of order .1="/n, n 2 N ;
(b) in the system one can distinguish subsystems, which interact in a region of

space and time. The way they interact obeys the rules related to a particular
branch of science. The role of a subsystem can be understood as “system
residence” in a particular region of space and time of order .1="/n as opened
or closed subsystem;

(c) the function and purpose of the system is determined by a generating entity
(human, laws of the nature);

© Springer International Publishing Switzerland 2014
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(d) there exists a border between the system extracted from the environment and
the rest of the environment. Matter and energy (the order of magnitude ")
or information (depending on a given paradigm represented by a particular
branch of science) are interchanged through the border. Note that sometimes
in particular cases the interchange may lead to qualitative changes of the
system (or another one, quantitative changes can transfer into qualitative
ones);

(e) we will assume that the mentioned borders undergo slow changes in parallel
with the mentioned changes of the system state;

(f) one can use the definitions from Wikipedia, i.e. a system can (but in a defined
time interval of order .1="/n) characterize with morphostasis (keeping form
and shape the same) or morphogenesis (tendency to changes);

(g) equilibrium state (dynamical or static state, understood as a particular case
of the dynamical one between the system and the rest of the environment is
homeostatic). Note that from Greek homoios means similar (new), and stasis
means residing in time interval .1="/n;

(h) one admits the possibility of various results (after exceeding time .1="/n) or
preservation of the system with the same causes (perturbations of order "),
i.e. so-called equifinality holds (it is just a result of slow evolution of the
considered system);

(i) similarly, one can explain the equipotentiality principle. The causes (per-
turbations) originating from the same source can cause various effects
(responses or behaviour) to the system. It depends on places in the border
region where the causes arrive to the analysed system.

Now, we give three definitions of a system used in mathematics, cybernetics and
natural sciences.

(ii) Definition (mathematical)
System (S) is a subset of N-elements relation, which is the Cartesian product
.�/ of properties set (objects of a system or a process), namely

S � .U1 � U2 � � � � � UN /; (6.1)

where Ui denotes ith set of properties.

In many branches of science, an object is regarded as a “black box”, i.e. we
do not know a mathematical model of an examined object or a process but we
know completely a set of the inputs X and the outputs Y (responses) of the system.
There also exists a concept of a “white box”, when the knowledge of our object is
complete. Such defined system has the form

S � .X � Y / (6.2)

The aim of every examination is to determine the black box. The examination
is equivalent to identification of the system. The identification can be performed
basing itself on the knowledge, investigations, development of science, leading to
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a kind of mathematical model, e.g. based on algebraic, differential, differential-
integral or integral equations. Some parameters of the system are determined by
the identification, i.e. based on the measured or known inputs X and outputs Y (this
problem will be considered in more detail). It can happen that behaviour of the black
box is so complicated that it is impossible to assume a priori a model.

Then, it is useful to apply the concept of neural networks. One needs to “teach”
the network, usually basing oneself on a large amount of input signals, so that the
response of the system is generated by the taught network. In other words, when we
teach our network we make it change its dye from black to white, i.e. a white box.

Note that this method is often used in the behaviour analysis in psychology,
medicine, chemistry and even in mechanics (though mechanics is highly saturated
by mathematics). This way is often more economic with regard to the time
duration of solving the problem or it is not possible to perform the identification
of the whole object due to the costs (e.g. bridge support are immersed deep in water
or some of them are not accessible for examining due to detrimental conditions such
as chemical or nuclear). There is a concept of relation used in the given definition.
Below, we give the definition of relation

Definition of relation (set theory).

Relation � between elements of the sets X and Y is any subset of the Cartesian
product of X and Y, i.e. � � X � Y . The relation defines any set of the ordered
pairs (x,y), where x 2 X and y 2 Y . Notation .x; y/ 2 � is equivalent to x�y.

As an example, consider relation in a set of integer numbers C such that y D kx.
Such defined relation is called the relation of divisibility. For example .2;�6/ is the
element of the relation of divisibility �, whereas .�5; 3/ … �.

(iii) Definition (natural). System is a collection of interacting material elements,
whose mutual interactions make a common goal (function), which cannot be
reduced to a function of a single or a few selected elements.

It is easy to give an example of a natural object, namely a plant or an animal.
For example, the brain consists of cells that are connected by cells of the nervous
system and it receives stimulus’s. The brain would not be able to function without
cells of the nervous system.

(iv) Definition (cybernetic). System is a functional entirety that is extracted from
environment, which influences the system by means of stimulus’s (actions,
signals, input quantities), and the system influences the environment through
“feedback loop” by means of the outputs (reactions).

The notion of cybernetics comes from Greek (kybernetes—steersman, manager;
kyberan—to control) and is a science of control systems, transmitting and proces-
sing information.

Cybernetics is one of the mainstreams of the so-called systematic research and
is an interdisciplinary science. It is assumed that it was Andre Marie Ampere
(1775–1836), who first used this concept in “Essay on philosophy of science”.
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The Polish philosopher Bronislaw F. Trentowski used this concept for the first time
in 1843, in “The relation of philosophy to cybernetics”.

The American mathematician Norbert Wiener is regarded as a creator of
cybernetics as a sole branch of science. Now, one can distinguish theoretical
cybernetics (emerged from biology and mathematics) and applied cybernetics
(technical, economical or biocybernetics).

To sum up, it seems that the definition (i) has the broadest range and can be
applied in many different branches of science. Many of the derived properties (a)–(i)
will be explained further with the help of many examples.

At the end of this chapter, we refer to the genesis of the earlier given definition (i).
The genesis is related to asymptotological understanding of the nature laws and to
the conception of quantitative changes and their transformations into qualitative
changes. In classical textbooks, one usually contrasts traditional Aristotle’s me-
chanics with Newtonian mechanics. However, both conceptions can be seen by
asymptotology. One can show that rough Aristotle’s approach could have been a
stimulus that made modern mechanics arise after asymptotological pattern. The way
the science develops is not like pulling down old theories and building new ones.

It is not unusual for an old theory to be a source of new ideas and concepts.
Although there are many various opinions on development of science today’s, one
can see asymptotological relations between them. Aristotle thought that force is
a cause of motion and a state of rest is when no force is applied. According to
Aristotle, a dropped ball from a horizontally moving object falls downward. Despite
the beliefs outwardly distant from present conceptions, it turns out that one can
point some asymptotological relations between Aristotle’s and Newtonian theory.
In order to make a thorough study of such relations, we consider the motion of
a body experiencing the force F and the viscous resistance with the coefficient c.
Aristotle’s idea can be expressed through the relationship

F D c Px D cv: (6.3)

The relationship confirms the earlier described Aristotle’s ideas. When there is
no force (F D 0), there is no motion (since Px D 0). If the force is constant, then it
makes the motion velocity grow. To Aristotle, the resistance force was an attribute of
motion and was not external. Newton introduced inertial force and resistance force
which are external. The equation of motion of a massive body reads

m
dv

dt
D F � cv; (6.4)

and after integrating it leads to the relationship

v D F

c

�

1� e� c
m t
�

: (6.5)
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One can see as t ! 1 we get Aristotle’s law. Aristotle did not know the law of
inertia and it was Galileo, who made this breakthrough discovery. Thus, Aristotle’s
approximation is a kind of asymptotics of motion for sufficiently long time intervals.
The larger resistance and lower mass, the greater difference is between Aristotle’s
and Galileo’s principle. For small values c

m
t we obtain

v Š F

c

�

1 � 1C c

m
t
�

Š F

m
t: (6.6)

The above equation describes additional asymptotics. This equation holds for
sufficiently small time t intervals. Moreover, the lower resisting coefficient c is, the
longer time will pass before Aristotle’s asymptotics comes into play. This example
shows the described asymptotological transition between two theories, namely
Aristotle’s and Galileo–Newton’s. Aristotle’s theory “generated” the asymptotics,
and after differentiating we get

m
dv

dt
D F; (6.7)

that is definitely Newton’s second law. Did Aristotle discover Newton’s law without
noticing it?

The way through the asymptotics led us to a completely different world, alien to
Aristotle, to the world of Hamiltonian mechanics. Theory of conservative systems is
one of the asymptotics of Newtonian mechanics. In this new world, completely new
notions emerged such as vibrations, periodic and quasiperiodic dynamics, chaotic
orbits. This new, idealized world is a reflection of the real one and approximates it.

Is Aristotle’s theory already dead? Does not it have a reflection in the reality? On
the contrary, it does. Movements of polymer molecules in solutions and relaxation
movements can be well approximated by Aristotle’s principle.

It was Einstein, who made the next asymptotological transformation arise. This
led to the Special Relativity. Let us discuss the asymptotic transition between
Newton’s and Einstein’s theory.

Consider a particle of mass m, moving at the velocity v and experiencing the
force F. According to the Special Relativity, the velocity is described by the formula

v D v0
q

1C �
v0
c

�2
; (6.8)

where v0 D F t
m0

and c is the speed of light. For small values of the velocity we stay
in the world of Newton’s theory and then v Š v0.

The equation allows to discover additional asymptotics. It is easy to see that

lim
t!1 v D lim

1
q

"C �

1
c

�2
D c; (6.9)

where " D v�2
0 .
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We seek the solution in the form

v."/ D v.0/C dv

d"
.0/"C 0."/2: (6.10)

Since

dv

d"
."/ D �1

2

1
�q

"C �

1
c

�2
�3
; (6.11)

then

dv

d"
.0/ D �1

2
c3: (6.12)

By (6.10) we get

v D c

�

1 � 1

2

c2

v20

�

: (6.13)

As one can see, as t ! 1 we get completely new effects. With the help of
the asymptotics, one succeeded to either discover or explain a few new physical
phenomena, namely deviation of light rays in gravitational fields, retardation of
electromagnetic signals propagating in gravitational fields and many others.

Another example of asymptotical relations is classical mechanics and quantum
mechanics. First, let us investigate analogous relations between wave optics and
geometrical one. It turns out that there exists a justified, asymptotical transition
between these theories. The transition from wave optics to geometrical optics is
related to neglecting of the wave of the length "." 
 10�7m/ in comparison with
the size of the object. Let a light wave be described by the following formula:

u D A.x; y; z; "/e
i'.x;y;z/

" ; (6.14)

where A is the amplitude and it can be put into the form of series

A D A0 C A1"C � � � (6.15)

and i 2 D �1 and '.x; y; z/ is a phase-shift at the point .x; y; z/. One puts the
sought solution into the wave equation. Next, one equates the terms occurring by
the same powers of ". Thus we obtain a nonlinear differential equation to determine
'.x; y; z/. This is the equation which corresponds to the approximation introduced
by theory of geometrical optics. It was E. Schrödinger, one of the first, who
transferred asymptotical similarities between the mentioned theories to asymptotical
relation between quantum mechanics and classical mechanics. Similarly, one can
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find asymptotological relations between both mechanics. The point is that the
initially given probability distribution of a particle position varies according to the
classical mechanics laws.

At the end, it is worth mentioning that the methodology of asymptotical methods
enables to comprehend the real world deeply. There are no eternally accurate
rules and laws—they are less or more approximated as Einstein noticed. Such
fundamental laws as follows: Ohm’s law, Hooke’s law, Coulomb’s friction law
T D �N are the approximated laws and the given relations are obtained through
linearization of nonlinear laws.

Even one of the fundamental models of fluid mechanics, namely the Navier–
Stokes model, is the asymptotics of gas flow in the framework of Boltzmann’s theory
as " ! 0, where " is the mean free path of molecules. Such asymptotical transition
allows many completely new concepts to come into being; the concepts which could
not appear in the framework of old theories.



Chapter 7
Theory and Criteria of Similarity

For many years, theory of similarity has been used either in aware or unaware
manner in many branches of science. It turns out that it is impossible to realize the
examining real phenomena and processes, or objects due to their complexity and
costs. For example, the examining water flow in rivers or behaviour of manned and
unmanned flying objects during the flight. In such cases, one usually builds a smaller
object (or larger) in such a way that one could carry out measurements in labs by
means of modern apparatus. The obtained results should be reliable, i.e. there should
exist the possibility of either direct or indirect transition to the real object. Theory
of similarity gives an answer to the essential question: what range and under what
conditions does a model represent a real object? In practice, a researcher fixes his
attention on the object he examines, i.e. on the similar object. Sometimes, it is
difficult for an individual to examine the proper object or the object is out of reach.

It may happen that engineer’s intuition allows building a device that could
not have been built on the basis of mathematical models due to the lack of
sufficient development in a particular scientific discipline. The primary object (real
or imagined) is called original and the object similar to the original is called model.

Let us notice that theory of similarity is based on dimensional analysis. The
theory determines relationships between physical parameters, which influence the
phenomenon under consideration. This approach is often used in nonlinear issues,
especially in fluid mechanics and aerodynamics, or hydrodynamics.

It should be emphasized that theory of similarity is mainly supported by
measurement analysis and defines dependencies between physical parameters
having influence on a being investigated phenomenon. Such approach has been
used often in nonlinear problems especially matched with fluid mechanics, aero-
mechanics or hydromechanics. Obtained results due to theory of similarity can
be transformed from laboratory devices to industry and allow for minimization of
measurement numbers and costs.

© Springer International Publishing Switzerland 2014
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Fig. 7.1 The original (mechanical system) and the model (electrical system)

Traditionally the following partition of similarity has been introduced.

(i) Geometrical—shapes and dimensions of two objects are similar, e.g. a ratio of
two characteristic dimensions;

(ii) Kinematical—distributions of physical fields lines are similar, e.g. velocity,
pressure or acceleration;

(iii) Dynamical—scale of similarity of different characteristic quantities is the
same. In the case of incompressible fluids, Reynolds number Re is such number
and in the case of compressible fluids one uses Mach, Strouhal or Prandtl
numbers. This description requires introducing concepts of force and torque,
or tension.

Let us remind that Reynolds number Re D �lv

�
where l is characteristic

dimension (e.g. diameter of a pipe), v is characteristic velocity of fluid and � is
kinematical viscosity, and � is density. For Re < 2;300 we have a laminar flow, for
2;300 < Re < 10;000 transition flow and for Re > 10;000 turbulent flow appears.

Similarity numbers allow for qualitative evaluation of the examined phenomena.
They are often used in applications. They follow: Abbe, Archimedes, Arrhenius,
Biot, Euler, Fourier, Rayleigh or Weber numbers. Note that relationships original-
model can concern both material systems and processes (e.g. flow), i.e. phenomena
in general.

As an example, we consider a vibration phenomenon described by a second-order
differential equation in the mechanical and electrical systems (Fig. 7.1).

The mechanical system equations of motion, based on Newton’s second law, can
be written in the form

B R' C c P' C k' D M0 cos!t; (7.1)

where .�/ � d
dt

, B is moment of inertia of a shield suspended on a weightless rod
of torsion rigidity k D .GI0/l

�1, G is shear modulus, I0 is moment of inertia of
cross-section and l is length of the rod. M0 and ! are amplitude and frequency of
harmonic excitation respectively, ' is generalized coordinate (angle measured in
radian).
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The electrical system equation of motion is based on Kirchhoff’s law, i.e. we
equate the sum of voltage drops on all elements of the circuit to the voltage on
terminals. We obtain

L
di

dt
CRi C 1

C

Z

idt D U0 cos!t; (7.2)

where L is self-induction coefficient, R—resistance, C—capacitance, i—current
intensity, U0 and ! are amplitude and frequency of external voltage (driving),
respectively.

Since i D dq

dt
, where q is electric charge, then by Eq. (7.2) one gets

L Rq CR Pq C 1

C
q D U0 cos!t: (7.3)

It is easy to see that Eqs. (7.1) and (7.3) are similar. We have the following
similar quantities: the rotation angle ' and the charge q; the angular velocity P' and
the current intensity i ; the moment of inertia B and the self-induction coefficient
L; the viscous damping coefficient c and the resistance R; torsion rigidity k and
reciprocal of the capacitance C�1; the amplitude of the torque M0 and the voltage
U0; frequency ! of torque and voltage.

We aim to determine the “period of damped vibrations in both systems”. On this
purpose, we transform the homogeneous equation, obtained from (7.1) and (7.3),
into the form

R' C 2h P' C ˛2' D 0; (7.4)

q00 C 2h0q0 C ˛02q D 0; (7.5)

where ˛2 D k
B

, 2h D c
B

; ˛02 D .LC /�1, 2h0 D R
L

, 0 D d
dt 0

,PD d
dt

.
In order to determine relationships between the original and the model, we make

use of dimensional analysis. Let us introduce the following values of the scales

k' D '

q
; kt D t

t 0
; kh D h

h0 ; k˛ D ˛

˛0 ; (7.6)

where .0/ refers to the model. Making use of (7.6) in (7.4) we get

k'

k2t
q00 C k'kh

kt
2h0q0 C k'k

2
˛˛

02q D 0: (7.7)

The equations of the original and the model are identical when there are the
following relationships between the scales

k'

k2t
D k'kh

kt
D k'k

2
˛: (7.8)
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The above relationships imply

ktkh D 1; k˛kt D 1;

k˛ D kh
(7.9)

which means

ht D h0t 0 and ˛t D ˛0t 0;

or

h

˛
D h0

˛0 : (7.10)

We have obtained the criterion of similarity (7.10). This means that some
dimensionless combinations of the signal parameters must equal to the analogous
combinations of the model parameters. By Eq. (7.10) we get as well

cp
kB

D R

r

C

L
(7.11)

The above equation implies that two of the three parameters R;C;L can be
chosen freely but the third one is obtained from (7.11).

When we have a model (the electrical system) we can measure the period
of damping vibrations T 0, and then determine the period of vibrations in the
mechanical system (the original) in the following way

T D ktT
0 (7.12)

where

kt D 1

k˛
D ˛0

˛
D

q

1
LC

q

k
B

D
r

B

kLC
: (7.13)

There is another often applied method of obtaining similarity criteria, namely
the transforming equations of both the original and the model into the same
dimensionless form, and the imposing of identity conditions on the form of
the equations and their coefficients. The vibration phenomenon will be described
by the only one dimensionless differential equation of second order. We introduce
to the original and to the model, the following dimensionless values

'1 D '

'0
; t1 D t

T
; q1 D q

q0
; t 01 D t 0

T 0 ; (7.14)

where '0, q0, T 0 and T are values of the angle and the charge, and the time (period).
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Inserting (7.14) into Eqs. (7.1) and (7.3) we get

B R'1
kT 2

C c

kT
P'1 C '1 D M0

k'0
� cos 2�t1; (7.15)

LC Rq1
T 02 C RC

T 0 Pq1 C q1 D U0C

q0
� cos 2�t1; (7.16)

since the cosine input values are assumed to be the same, namely !T D 2� ,
!0T 0 D 2� , !0t 0 D !t .

One can assume that !
!0

D t 0

t
D T 0

T
D 1, which implies t1 D t1

0.
Equations (7.15) and (7.16) possess the same independent variable t1. The quan-

tities '1 and q1 are dimensionless, so the original and the model can be represented
by the second-order differential equation

.T 21 p
2 C T0p C 1/x D K cos 2�t1 (7.17)

where

p D d

dt1
;

x D '1 D q1;

T1 D B

kT 2
D LC

T 02 ;

T0 D c

kT
D RC

T 0 ;

K D M0

k'0
D U0C

q0
:

(7.18)

One can say that the obtained relationships are equivalent to (7.10), (7.11).
Now, let us come to the third way of determining similarity criteria between

the original and the model, using Eqs. (7.4) and (7.5). Each of the equation
terms (7.4) or (7.5) possesses the same dimension. The terms can be written in the
following way

h '

t2

i

D
�

h'

t

	

D Œ˛2'�; (7.19)

dividing the above equality by
�
'

t2




we get

Œ1� D Œht� D Œ˛2t2�: (7.20)
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This implies the products ht and ˛t are dimensionless combinations of dimen-
sional quantities for the mechanical system. Similarly, with regard to Eq. (7.5) we
get that the products h0t 0 and ˛0t 0 are dimensionless combinations of dimensional
quantities for the electric system.

Newton formulated the following law of similarity of two phenomena.

We say that two phenomena are similar to each other when the quantities occurring in the
equations which describe the phenomena form dimensionless combinations are of equal
values.

In regard to the analysed example, the similarity criteria are the following

ht D h0t 0 and ˛t D ˛0t 0 (7.21)

which lead to (7.10).
The example was based on the knowledge of equations describing the phenomena

in the original and the model.
Now, we will try to determine similarity criteria only through the analysis of

physical quantities characterizing the phenomenon (the equations describing the
phenomena are unknown), basing ourselves on dimensional analysis.

Every dimensional quantity can be presented in the following way

Q D qx
a1
1 x

a2
2 : : : x

am
m ; (7.22)

where x1; : : : ; xm are dimensional units, q is dimensionless, and a1; : : : ; am are real
numbers. As an example, let us put 1W D 1N ms�1 or g D 9:81ms�2.

Let n dimensional quantities Q1; : : : ;Qn be given in the description of the exa-
mined phenomenon, however only m measurement units are required to complete
the description, n > m. It turns out that the choice of these m measuring units is
free provided that the condition of dimension independence holds.

We say that the quantitiesQ1; : : : ;Qm are dimension-independent if the equality

Q
r1
1 Q

r2
2 : : : Q

rn
n D 
; 
 > 0; 
; r1 : : : rm 2 R (7.23)

implies r1 D r2 D : : : D rm D 0 and 
 D 1.

Example 7.1. Show that the displacement s, the acceleration p and the force F are
dimension-independent.

According to (7.23) we have

sr1pr2F r3 D 
;

and after taking into account the dimensions

mr1
�

ms�2�r2 �kgms�2�r3 D mokgoso;
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or equivalently

mr1Cr2Cr3kgr3s�2r2�2r3D mokgoso:

Equating the exponents of the same bases we get

r1 C r2 C r3 D 0;

r3 D 0;

�2 .r2 C r3/ D 0;

hence

r1 D r2 D r3 D 0

which proves that s, p and F are dimension-independent.
One can do it in another way. On this purpose, one must determine the rank of

the exponents matrix of each dimensional quantity. For the considered case from the
example 7.1 we have

m kg s
s 1 0 0
p 1 0 �2
F 1 1 �2

Three quantities s, p and F are linearly independent because the determinant of
third order is nonzero, i.e.

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1 0 0

1 0 �2
1 1 �2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D
ˇ

ˇ

ˇ

ˇ

0 �2
1 �2

ˇ

ˇ

ˇ

ˇ
D 2

If there are m of the n dimension-independent quantities, then it is easy to
determine n � m non-dimensional combinations of these quantities referred to the
form

QmC1Q
r1;1
1 Q

r2;1
2 : : : Q

rm;1
m D 
1;

QmC2Qr1;2
1 Q

r2;2
2 : : : Q

rm;2
m D 
2;

:::

QnQ
r1;n�m

1 Q
r2;n�m

2 : : : Q
rm;n�m
m D 
n�m;

(7.24)
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or of analogous form referred to the model (prime mark):

Q0
mC1Q

0r1;1
1 Q

0r2;1
2 : : : Q

0rm;1
m D 
 0

1;

Q0
mC2Q

0r1;2
1 Q

0r2;2
2 : : : Q

0rm;2
m D 
 0

2;

:::

Q0
nQ

0r1;n�m

1 Q
0r2;n�m

2 : : : Q
0rm;n�m
m D 
 0

n�m:

(7.25)

The similarity criteria in number n �m are obtained from the equations


1 D 
 0
1; : : : ; 
n�m D 
 0

n�m: (7.26)

Let us introduce the following scales of independent quantities

ki D Qi

Q0

i
; i D 1; : : : ; m (7.27)

and dependent quantities

kmC1 D QmC1
Q0
mC1

; (7.28)

After dividing both sides of Eqs. (7.24) and (7.25), and making use of (7.26)–
(7.28) we obtain

kmC1kr1;11 k
r2;1
2 : : : k

rm;1
m D 1; (7.29)

hence

kmC1 D k
�r1;1
1 k

�r2;1
2 : : : k

�rm;1
m : (7.30)

Product of type (7.24) takes the form

˛ta D 
1; htb D 
2; (7.31)

where ˛ and h are dimension-dependent.
From the first equation (7.31) we have

s�1sa D s0; (7.32)

hence a D 1, and the first invariant takes the form

˛t D 
1: (7.33)
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The second equation (7.31) leads to determining the second invariant of the form

ht D 
2: (7.34)

Analogous considerations, carried out for the electrical system, lead to determi-
ning invariants of the form

˛0t 0 D 
 0
1; and h0t 0 D 
 0

2: (7.35)

Since we get the following similarity criteria

˛t D ˛0t 0; and ht D h0t 0; (7.36)

dividing both sides we get the invariant

˛

˛0
t

t 0
D 
1


 0
1

� 1;
h

h0
t

t 0
D 
2


 0
2

� 1; (7.37)

thus k˛kt D 1, khkt D 1. ut
At the end, we consider the procedure of transforming Duffing’s equation into

dimensionless form.

Example 7.2. Let us analyse an oscillator described by the second-order differential
equation

d2 Nu
d Nt2 C f .Nu/ D 0:

We Maclaurin-expand the nonlinear function

f .Nu/ D f .0/C Nudf
d Nu .0/C 1

2
Nu2 d

2f

d Nu2 .0/C 1

3Š
Nu3 d

3f

d Nu3 .0/C � � � :

Let us take

f .0/ D d2f

d Nu2 .0/ D 0 and
df

d Nu .0/ > 0;

hence the resulting equation takes the form

d2 Nu
d Nt2 C Nudf

d Nu .0/C 1

6
Nu3 d

3f

d Nu3 .0/ D 0:

After introduction of the following non-dimensional quantities u D Nul�1, t D
NtT �1 one gets
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l

T 2
d2u

dt2
C ul

df

d Nu .0/C 1

6
u3l3

d 3f

d Nu3 .0/ D 0;

which leads to the equation

d2u

dt2
C uT 2

df

d Nu .0/C 1

6
u3T 2l2

d 3f

d Nu3 .0/ D 0: (	)

Assume that
�

T 2
df

d Nu .0/
	

D 1;

what follows from the often applied combination ŒF T 2=ML� D 1, where L is the
length, T the time,M the mass and F the force. Note that Œf � D Nkg�1, ŒNu� D m,
�

T 2

 D s2, and hence

�

T 2
df

d Nu .0/
	

D s2.kgms�2/kg�1m�1 D 1:

Equation (	) takes the following dimensionless Duffing-type form

d2u

dt2
C au C bu3 D 0;

where:

a D df �

du
.0/; b D 1

6

d3f �

du3
.0/; f � D f T 2

l
:

Transformation of the dimensional equation into dimensionless one has a signi-
ficant meaning. It enables to generalize the results, i.e. transition from one scientific
discipline to another one, e.g. from mechanics to electrics. Moreover, transforming
equations into dimensionless form sometimes allow the number of parameters to
be reduced significantly. It has non-trivial meaning in analysis, especially during
numerical computations. ut



Chapter 8
Model and Modelling

8.1 Introduction

The concept of model has deep historical roots and definitely it is not unambiguous.
Especially it is used in both common life and science. In this book, we think of
a model as a simplified representation of the reality. Depending on the goal of
investigation, a human makes some simplifications intentionally leaving the real
system without many details and many features, which are unnecessary from the
awaited goal viewpoint.

The concept of model is very broad. In sociology, culture is treated as a collection
of behaviour models and human activities. In linguistics, in the case of colloquial
language, grammatical rules and writing are models.

The ideal scientific theory should include a collection of minimal axioms
(principles and concepts taken without proof). One can obtain, basing oneself on the
axioms, a solution of any problem with the use of formal logic, i.e. mathematically.
It turns out that complexity of phenomena around us, as well as limitations
originating from creative abilities of Man makes a scientific theory impossible to
apply.

The examining processes proceeding in the reality is performed by means of
suitable mathematical apparatus, based on the earlier chosen mathematical models.
The structure of mathematical model is the key to describing phenomena and
processes. It should be emphasized that any mathematical model is approximated
and is not adequate to the process it describes.

When one constructs a mathematical model, one tends to catch the most
characteristic features of the analysed process. On the other hand, the mathematical
model should be quite simple and it should provide necessary information about
the process under consideration. Consequently, some singularities of a process
are completely taken into account, others at a certain degree and the rest is
ignored. We say about the so-called idealization procedure and the success of the
investigation strongly depends on this procedure.

© Springer International Publishing Switzerland 2014
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In order to make use of mathematical apparatus in practice, any problem should
be simplified. Only experiments can verify the assumptions, the ones that should be
verified not only physically but also mathematically.

One does not require experiments related to problems, which do not differ from
each other too much, while qualitatively new problems require new experiments
since the introduced simplifications can lead to physically unrealizable conclusions.
During the idealization procedure it is necessary to introduce a kind of order of
its elements by comparing them.

For example, if one of the system elements is 1 cm long then a natural question
arises, namely: is this length small or large? Only initial formulation of the problem
can give an answer to this question. It is obvious that when we examine the motion
of an orbiting satellite, we can assume that 1 cm is negligible. On the other hand, if
we consider distances between molecules then 1 cm is huge.

Let us take another example. It is well known that air is compressible. Does one
always need to take into account the compressibility of air? Again, it depends on
initially formulated problem. If an object moves in air at small velocity V , then we
can neglect the compressibility. However, if the velocity is high, even close to the
speed of sound or higher, then we must take into account the compressibility. In this
case, it is convenient to introduce a dimensionless quantity M D V

a
called Mach

number. It plays an important role in aerodynamics.
For example, as M 
 1 one can use the idealized model of incompressible

fluid, however at larger values of Mach number the compressibility of air should
be taken into account. We have the similar situation during the building of a
mathematical model and in other branches of science or technology, where other
characteristic dimensionless numbers play an important role. These numbers are
formed as combinations of three dimensionless quantities, such as: length L, time
T and mass M . For the sake of convenience, one assumes that the dimension of
the combination F T 2=ML equals 1 (where F is force). In other words, one of the
quantities F , T , L and M can be chosen freely.

The concept of model can be defined in regard to a language L. In this case, the
model consists of the universal set U containing all the objects under examination
(symbols), which are significant from the goal of examinations viewpoint, and the
map from L to U , called an interpretation function.

From the viewpoint of logic, a theory is defined as a consistent collection of
sentences. The Austrian scientist Kurt Gödel stated the theorem of consistency,
which says that a theory possesses a model if and only if it is consistent. This means
that theory can lead to the contradiction. Gödel’s theorem, proved in 1931, allows to
verify correctness of a theory through the examining of its models. It follows from
the Gödel’s theorem that the theory T proves the sentence X if and only if each
model of T fulfils X . Validity of a statement X is proved on the basis of statements
belonging to the theory T , axioms and proving rules of classical logic.

Besides Gödel, the Polish mathematician and logician Alfred Tarski had an
impact on the theory of models, called logical semantics. Tarski claimed that in
a theory there must exist true statements, which are not proved by the theory.
He emphasized the importance of meaning (semantics) of the examined statements
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and not only their syntactical relations. He pointed the attention that equivalence
of syntactic and semantic consequences exhibits only internal equivalence of the
theory but it does not allow to conclude about the validity of a sentence as a result
of the analysis of syntactic relations.

In the 1960s of twentieth century, mathematicians and logicians obtained many
significant results so that the theory of models isolated from logic as an individual
science.

The reality around us is so rich that sciences which so far have not under-
gone absolute formalization and their results are based on deductive reasoning
and intellectual evaluations dependent on subjective media. With regard to rich
development of mathematics, a natural tendency of a researcher is to introduce a
mathematical model, i.e. applying mathematical apparatus for description of the
examined object or process. Most of the sciences undergo such an approach. One
needs to mention such sciences as: mechanics, electrical engineering, physics,
biophysics and biomechanics, biology, economy, sociology, medicine or even
politics sciences.

Most of the examples given in this book and concerning the modelling will
be related to applied sciences. Nowadays, it is difficult to imagine life without
engineering achievements based on mathematical fundamentals. This concerns civil
engineering, construction of airplanes and spaceships, transport of people and reso-
urces, production of machines and mechanisms, control of complex technological
processes, novel solutions in bioengineering, or various solutions in electronics and
high technology.

With regard to rapid changes and achievements in science, particular scientific
disciplines underwent the transformations, which originate from the expectations
imposed by the industry, as well as tendency to being interdisciplinary. The field
of interests of mechanics ranges from atomic to astronomic phenomena. The tools
of mechanics are used by physicists, biologists, chemists, ecologists, physicians,
economists and even cryptologists which proves its interdisciplinary.

There exist indissoluble relations between mathematics and mechanics in histo-
rical course and one pointed out how the development of one of the mentioned
scientific disciplines positively influenced the development of the second one.
For example, problems appearing in a field of interests of mechanics stimulated the
development of such branches of science as theory of dynamical systems or theory
of optimization. Mechanics was a source of rise of individual scientific disciplines
such as theory of control or theory of bifurcations and chaos.

Mechanics, in the sense of Gödel’s approach, is a theory represented by
the system hierarchically ordered. The highest level of the hierarchy is usually
connected with a description of the whole “macro-body” with the use of time-
varying parameters. On technical purposes, from mechanics one isolates mechanics
of materials, solids mechanics and fluids mechanics.

Mechanics makes use of classical tools of fundamental physical laws, when
relatively small number of material points is taken. While the number of these
objects increases (in the case of molecules and atoms) then mechanics makes use
of phenomenological theories. It turns out that there is no model, which describes
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transition on the basis of the knowledge concerning particular basic elements
of structures such as atoms and molecules. Mechanics allows for explaining
many biological or medical problems such as biological structures or hemostaza
processes. The attention should be paid to biomechanics—a new and dynamically
developing branch of mechanics.

It should be emphasized that examining any continuum medium is connected
to the analyses of fields of displacements, deformations, temperature, velocity,
acceleration and stress, but these fields vary in time randomly.

The outlined portrait of contemporary mechanics points the difficulties related to
the theory of modelling. Moreover, modelling in this domain of science, supported
by computational methods, gives hopes connected with solving of many courageous
problems in the future such as: predictions based on computer simulations of
properties of natural objects, working out new and complex models of continuum
media, working out transition techniques from nano to micro scales, modelling of
biological systems or yielding new materials of the desirable properties.

8.2 Mathematical Modelling

Let us start from the definition given by Gutenbaum [107]. A mathematical model
is a collection of symbols and mathematical relations, and the rules how to operate
them. The mentioned symbols and relations refer to specific elements of the
modeled part of the reality. Interpretation of symbols and mathematical relations
made a model come into being. Mathematical modelling is characterized by two
essential features:

(i) interdisciplinarity (introducing the language of formal logic enables to examine
many various scientific disciplines);

(ii) universalism (the same mathematical model can be applied in different bran-
ches of science).

Great scientists of eighteenth and nineteenth centuries pointed that applying the
rules of mathematics and logic awaited empirical verification. Since mathematics
and logic is a product of the human mind, and the latter undergoes evolutionary
process according to the laws of the nature, then one can expect that the product of
the mind is also consistent with the nature. Consequently, the product possesses a
corresponding real element of the being.

There are many examples of application of outwardly pure abstract products,
e.g. non-Euclidean geometry or Boole algebra. The aim of mathematical modelling
is to describe our reality. An experiment is an ultimate verification of modelling
correctness.

In general case, a sequence of events leading to appearance of a mathematical
model is depicted in Fig. 8.1.

Mathematical modelling is successful and reaches sciences, which have
been regarded as being resistant to mathematizing as e.g. history. Geometry
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Fig. 8.1 Thinking process leading to the appearance of a mathematical model

undergoes unbelievable mathematical regime, as Spinoza (1632–1677) emphasized.
He presented his philosophy in “a geometric manner” using definitions and axioms.

It was Galileo (1564–1642), who introduced mathematics into physics and
Lavoisier (1743–1794) introduced mathematics into chemistry. In order to fami-
liarize with the modelling procedure we will focus on mechanics.

8.3 Modelling in Mechanics

In order to examine an object or a phenomenon we are interested in, first we must
build its physical model. A physical model is understood as a conception of physical
phenomenon description and determination of parameters having the influence on
its course.

The model should accurately represent processes proceeding in the real object.
On the other hand, the model should not be too large. The next stage of modelling
is the building of a mathematical model that is understood as mathematical
formulation of physical laws. A mathematical model can be represented by algebraic
equations, ordinary or partial differential equations, differential–integral equations,
difference equations or difference equations with a delayed argument.

Although a mathematical model of a phenomenon should describe real condi-
tions as accurately as possible (modern computational methods enable to analyse
very complicated models with nonlinearity, stochasticity and various types of
external interactions involved), it can happen that the costs connected with the
analysis of so complicated problems are very high. Moreover, sometimes very
simple models are sufficient to describe a phenomenon.

In the case of analysis of construction, one can treat the analysis as a system
of coordinates, which are decision variables (constructional) and parameters from
mathematical viewpoint. Moreover in the case of modelling of construction, one
often makes use of a simplified model at the preliminary stage, while in final stages
the model is more complicated.

The goal of mathematical description of construction is mathematical formula-
tion of all constructional features, i.e. geometrical, material and dynamical ones.
On the other hand, one needs to remember that constructional conditions make
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functional limitations. A complete mathematical model of construction covers
determination of decision variables, determination of a set of good constructions
and creating an optimization criterion—an objective function.

Mathematical models of construction can be classified as follows:

a) deterministic—all parameters are determined and each decision corresponds to
one value of the objective function;

b) probabilistic—one or a few parameters are random variable with known
probability distribution;

c) statistic—one or a few parameters are random variable with unknown probabi-
lity distribution;

d) strategic—one or a few parameters can take on one of the determined values.

It is worth noticing that dynamical processes proceeding in a physical model
are not accurate reflection of a real phenomenon but they rather present the actual
knowledge about the examined phenomenon.

The differences between a real process and a process proceeding in a physical
model are called disturbances. By the notion of disturbances we understand
unknown or known influence of small changes of the system parameters on the
process. This influence is intentionally ignored.

In order to understand the concept of disturbances better, let us consider an
example of mechanism with ideally stiff links. Assumption of such a model is a kind
of approximation, since in a real mechanism there are many (omitted) phenomena
described by equations of theory of elasticity, rheology, fluid mechanics and others.

A mechanism with susceptible links can make the same movements as a mecha-
nism with stiff links (classical), but additionally these movements can interfere with
vibrations, which are connected with deformability of the constraints. The motion
of a classical mechanism, called the base motion, is perturbed by additional motion,
namely vibrations in this case. This additional motion will be called a disturbance
of the base motion.

This observation also led to an original method applied in a new branch of
mathematics and physics, namely the asymptotology. Due to the introduction of
a naturally occurring quantity, namely a small parameter (perturbative), there exists
a possibility of suitable separation of equations describing a modeled phenomenon
into several systems. The systems describing processes, which differ in terms of
only magnitude of some characteristics can be solved separately, that significantly
simplifies the computing procedure. Next, the obtained particular solutions are
combined into asymptotic series.

The next stage of modelling is the analysis of equations describing dynamics of
machines. The analysis is performed in various ways, depending upon a type of the
equations. Generally, one can isolate some essential steps applied at this stage. First,
one seeks analytical solutions of such equations. One can do it if one deals with a
linear mathematical model. It turns out that even very simple nonlinear systems
do not possess unique solutions or it is very difficult to find solutions. Then, one
uses analytical methods for finding approximated solutions based on elementary
functions.
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Such solutions allow for at least initial to familiarize with qualitative and often
with sufficient accuracy quantitative dynamics of the system. However, so far
numerical methods have been widely used in the analysis of the equations. On a
present level of development of calculating machines (computers) and numerical
methods, very many problems of dynamics of machines can be successfully solved.

Finally, the last stage of modelling covers the choice of system parameters so
that one achieves the required dynamical properties. The choice is made within a
framework of synthesis and optimization.

The next step, after synthesis and optimization, is a construction of a machine
or a mechanism, which should be optimal with respect to the chosen optimization
criteria. The detailed principles of constructing follows:

(a) functionality;
(b) reliability and durability;
(c) efficiency;
(d) lightness;
(e) cheapness and availability of materials;
(f) producibility;
(g) easiness of usage;
(h) ergonomicity;
(i) agreement with current norms and regulations;
(j) corrosion-proof and resistant to changes of temperature;
(k) aesthetics.

The optimization procedure can be defined as the choice of an element from a
given set with regard to an order in this set [94]. Different variants of construction
or control of particular processes can be included in the set. The set of solutions is
usually bounded to the set of admissible solutions. Numbers (Euclidean space) or
functions (Hilbert space) are components of a vector of decision variables.

The operator transforming an admissible set � (or space of solutions Ex) into
another set �q (or quality space Eq), which is called a set of attainable objectives is
said to be an optimization criterion Q. The optimization criterion can be treated as
a hypersurface located over the admissible set.

If Eq D Rm.m D 2; 3; : : :/, then the operator Q.q1; : : : ;Qm/ associates each
element belonging to the admissible set .�/ with m numbers characterizing the
quality of the element. This is a job of poly-optimization, since m components of a
vector of the function Q correspond m different optimization criteria. An element
of a subset of m-dimensional Euclidean space Q.x/ D .q1.x/; : : : ;Qm.x//, called
an objective vector for a fixed vector of decision variables, is a set of m numbers
determining the value of particular quality coefficients. It is worth noticing that
dimension n of a vector of decision variables does not depend on dimension of a
vector of quality coefficientsm.

From mathematical point of view, by optimization we understand finding such
an element x� 2 �, that for x ¤ x� the values of Q.x/ are not less than the values
of a quality functional at the optimal point x�, i.e. .x� 2 �/ W ^x2�Q.x/ � Q.x�/.
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The point x� D .x�
1 ; : : : ; X

�
n / is said to be optimal, if the components x�

1 ; : : : ; x
�
n

are optimal values of particular decision variables.
Depending on � and Q we have to do with various optimization tasks. If an

admissible set has a finite number of elements, then a problem of optimization is
discrete. A problem of optimization is continuous if we have to do with continuous
variation of decision variables. When we have to do with both mentioned tasks of
optimization, then problems of optimization will be mixed.

Problems of optimization can be classified as problems with and without
limitations, and static or dynamic problems. The case of static analysis in En

belongs to a problem of linear or mathematical programming. If the dimension of
Euclidean space is 1, then we have to do with minimization of a function of single
or multi variables in one direction.

In the case of dynamical optimization, admissible solutions are elements of
infinite-dimensional space, i.e. they are functions of independent variables. In prac-
tice, we mostly have to do with optimal choice of controlling, while an admissible
set is given by equational and inequational constraints, and differential equations of
a state.

Optimization problems can be classified with respect to the way they are solved.
Generally, optimization problems can be classified as partial problems, and then we
say about the decomposition of a problem. Iterative and statistical methods belong
to the computational methods of optimization.

Besides the mentioned theoretical analysis, one should perform experimental
research. The goal of such an examination is identification of elements of a phy-
sical model, identification of a mathematical model and verification of theoretical
considerations. The experimental research is often performed in parallel with the
theoretical research.

By the occasion, it is worth paying attention to significance of modern research
techniques supported by reliable mathematical methods. As an example one can
mention constructions consisting of non-uniform shells of various thickness. It turns
out that the most reliable results can be obtained by using modern experimental
methods.

There is a scheme of elements of modelling in dynamics of machines depicted
in Fig. 8.2.

One distinguishes two classes of physical models. Structural models, belonging
to the first class, whose organization is similar to organization of the analysed object
and there exists correspondence between the elements of the object and model.

In the case of mechanical models, one distinguishes continuous and lumped
models. The first ones are systems with continuously distributed parameters and
they are usually described by means of partial differential equations, integral or
differential-integral equations.

Lumped mechanical systems are described by ordinary differential equations
and are simpler than continuous ones during the analysis. That is why continuous
systems are often approximated by discrete systems. Moreover, one distinguishes li-
near and nonlinear models which are described by linear and nonlinear equations
respectively. Usually, linear systems are approximations of nonlinear ones because
the world outside is nonlinear.
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Fig. 8.2 Scheme of modelling stages in dynamics of machines

It is worth emphasizing that we will consider rather simplified mathematical
models generated by problems related to nonlinear dynamics of machines. More-
over, we will show, even in regard to complicated systems of nonlinear equations,
how to obtain much information, desired by engineers concerning the behaviour of
the systems with the use of an associated simplified model, which is very often a
system of linear differential equations.
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Further considerations will be carried out on the basis of a mathematical model
described by the equations

dys

dt
D Fs.t; y1; : : : ; yn/; s D 1; 2; : : : ; n; n 2 N: (8.1)

This is a very general formulation of equations. The processes proceeding
between ideally stiff bodies, ones connected by a massless system of stiffness and
damping can be brought to these equations. The system (8.1) needs more discussion.
First of all, it is in normal form i.e. derivatives of the quantities are on the left-hand
side of the equation. It can happen that the system Fs.t; y1; : : : ; yn; Py1; : : : ; Pyn/ D 0

is implicit, however such problems will not be discussed here. Most of methods and
textbooks on numerical solutions of ordinary differential equations concern a system
of the form (8.1). Moreover, the right-hand side of the system (8.1) is continuous,
thus some of the processes proceeding in dynamical systems are not modelled by
the system (8.1).

The techniques of transforming mechanics problems into a system of differential
equations (8.1) are described in many textbooks on mechanics and will not be
discussed here. With regard to a problem or needs of a user, on the medial stage
leading to the system (8.1) one uses Lagrange’s equations of the first or second kind,
Lagrange’s equation with multipliers, Boltzmann–Hamel or Maggi’s equations (see
[12, 13]).

The state of a dynamical system is described by y1; : : : ; yn; t , where t designates
time, while y1; : : : ; yn for each fixed t � t0 � 0 take on real values. The Cauchy
problem connected with the system (8.1) requires a “starting point”, i.e. imposing
initial conditions of the form y.t0/ D y0, thus for the initial instant a state of the
system is known, i.e. y10; y20; : : : ; yn0.

Moreover, assume the function F is defined, continuous and its first derivative
with respect to y is continuous as well for all t 2 I D t W t � t0 � 0 and jjyjj < 1,
where jj � jj denotes the norm.

The mentioned assumptions ensure for each t0 � 0 and jjyjj < 1 local existence
and uniqueness of solutions as well as their continuous dependence on the initial
instance y0 in the finite time interval.

Moreover, we will deal with only such a class of equations for which solutions
can be extended to C1, and this covers most of mechanical systems. Assume we
know a particular solution to the system (8.1)

ys D 's.t/; s D 1; : : : ; n; (8.2)

while 's.t0/ D 's0. This solution for t > t0 means that for each value of t the
instantaneous state of the system is generated by the initial state.

This raises a question: can one, on the basis of proximity of two states (proximity
of two sets of initial conditions), come to conclusion about the distance between
these two states as t ! 1. Theory of stability of motion deals with such problems.
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8.4 General Characteristics of Mathematical Modelling
of Systems

One can distinguish the following types of models of systems connected with the
goals of modelling:

(i) phenomenological model—describes and explains functioning of a system;
(ii) prognostic model—allows for predicting the behaviour of a model in future

even when there are different conditions of environment interactions;
(iii) decision model—allows for a proper choice of input interactions satisfying

required conditions;
(iv) normative model—allows for a proper choice of parameters and structure of a

model for realization of particular tasks.

As one already mentioned, mathematical models should be compatible with
the modeled system and easy in usage on the basis of the modelling procedure
in mechanics. Verification and validation of a model plays a crucial role during
the modelling procedure. Comparison of results obtained during the modelling
procedure with a modeled object conserved (piece of the reality or more complex
medial model) with respect of theory and experiment is called verification of a
model.

The following criteria decide about consistency between an original and
model:

(i) Internal, based on formal consistency (no logic and mathematical con-
tradictions) and algorithmic (correctness of functioning of computational
algorithms);

(ii) External, based on heuristic consistency (ability of interpretation of phenomena
or verification of hypotheses and formulation new research task) and pragmatic
(evaluating whether a built model is good).

In 1976 Zeigler [251] formulated the following types of consistency:

(i) Replicative—relies on evaluation of consistency with the same data as one used
during identification of models;

(ii) Predicative—relies on evaluation of consistency with the modeled system
under another conditions than during the performance of identification of a
model;

(iii) Structural—relies on preservation of consistency also with respect to the
structure of a model.

8.5 Modelling Control Theory

Now, we deal with modelling in automation and control theory which can be suc-
cessfully applied in scientific disciplines such as: mechanics, electronics, physics,
civil engineering, chemistry, chemical and process engineering, biochemistry and
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biomechanics, materials science and others. Moreover, many conceptions of the
mentioned sciences can be easily transferred to another system, which is an object
of considerations of cybernetics, psychology, linguistics or other arts. This chapter
is based on the textbook [37].

Classification of control systems is performed on the basis of assumed criteria.
One of the most important criterions is the one of required initial information (a
priori) about a controlled system. According to this criterion, automatic control
system can be divided into:

(i) ordinary control systems;
(ii) adaptive control systems;

(iii) distributed control systems.

Ordinary control systems require some initial information about a controlled
process, i.e. detailed information about properties, equations, characteristics and
parameters of the process before the start of controlling. Such systems are charac-
terized by a constant structure and time-invariant values of parameters of particular
elements during the system operation.

Ordinary control systems are widely discussed in literature and applied in prac-
tice. Since conditions variation of many physical processes is slow in time enough, it
is sufficient to apply ordinary control systems (instead of more complicated control
systems, namely adaptive ones).

In Fig. 8.3 one presented classification of ordinary control systems.

Fig. 8.3 Classification of ordinary control systems
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Fig. 8.4 Block diagram of an open-loop control

8.5.1 Ordinary Automatic Control Systems

Principles of operation and basic structure of control systems of different types will
be presented in block diagrams.

8.5.1.1 Open-Loop Control Systems

Open-loop control systems constitute a group of systems, in which there is no
feedback, which makes the input dependent on a selected output quantity. This type
of systems requires complete initial information about a controlled system (process)
with regard to the lack of feedback. The operating information is contained mainly
in controlling and disturbing quantities. Open-loop control systems can be divided
into open program-following control systems and open systems with disturbance
compensation.

Principle of operation of an open-loop control system is depicted in Fig. 8.4.
Such systems perform jobs in order, preset by a controller, independently of the

state of a controllable quantity y and disturbances acting on a plant (an object to
be controlled). A correcting element in the system is necessary, when the response
yz of the object to the disturbance z differs from the response yu of the object
on the control signal u, and this can occur in both stationary and transient states.
An amplifier is an element of the system which amplifies its output by means of the
energyEz taken from outside.

Open program-following control systems very often occur in processing industry
in machines such as: numerically controlled machine, cyclic automata, etc. The
information (program) is stored in controllers (memory devices), e.g. magnetic
drums, perforated tapes or diskettes. The information in digital form is delivered
to actuators and ensures the preset order and parameters of the procedure. In the
similar way mechanical copy devices operate, in which a program is contained in a
suitable type of cam mechanisms. Another example of an open-loop control system
is control of the traffic lights.

A block diagram of an open system with disturbances compensation is depicted
in Fig. 8.5.

Open systems with disturbance compensation are used to reduce undesirable in-
fluence of the environment (disturbances) on a process or object to be controlled by
means of measurement of these interactions and compensation, which is performed
by the additional inverse interaction on the object. The operating information is



276 8 Model and Modelling

Fig. 8.5 Block diagram of open-loop control system with disturbance compensation

Fig. 8.6 Block diagram of a constant-value control system with a regulator of indirect operation

contained in disturbing quantities, but one needs to choose only those disturbances
which influence the process most, since it is impossible to cover all disturbing
interactions. As an example of this kind of systems, one can mention thermo-
compensation systems in sensitive measurement devices.

8.5.1.2 Closed-Loop Control Systems (Automatic Control Systems)

Closed-loop control systems operate on the basis of the negative feedback principle,
in other words measurement of the output quantity of an object (controllable
quantity) and comparison of this result with the preset value of this quantity.
Hence, a signal of control deviation arises. So the operating information is contained
in the controlled signal itself. The initial information about a process to be controlled
must be moderately complete, however less so than in open systems.

A control system with single controlled quantity and single feedback loop is
called a one-dimensional system, while systems with many controlled quantities are
called multi-dimensional.

Closed-loop control systems can be classified as follows: constant-value automa-
tic control systems (stabilizing), program-following automatic control systems and
follow-up control systems (tracking systems in other words).

A block diagram of a simple constant-value control system is depicted in Fig. 8.6.
As one can see in Fig. 8.6, the system possesses a backward feedback loop

running through the meter of the controlled quantity y. Thus, it is a closed system.
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In the main loop of the system there is an amplifier supplied with the energy Ez

besides an actuator, adjuster and plant.
In consequence, the signal power from the controller is amplified and such

systems are called systems with a controller of indirect operation. Otherwise, if a
regulator does not amplify signals (there is no amplifier), then we have to do with
simple systems with a regulator of direct action. A characteristic feature of constant-
value control systems is constant value of the presetting quantity (w.t/ D const:),
which can be varied (if necessary) by means of various inputs wz adjusted in the
controller by means of handwheels. On the preset level w of the controlled value y
the system will stabilize its course despite the undesirable disturbance z interaction
on the object.

Control systems containing one loop of control are called one-loop systems.
Such a system is depicted in Fig. 8.6. However, both one-dimensional and multi-
dimensional systems can be multi-loop.

A set of elements of a simple regulator of indirect operation (see Fig. 8.6) is not
always sufficient in practice. One introduces correcting serial and parallel elements
into the system in order to ensure the necessary stability of operation, suitable
quality and accuracy of control.

A block diagram of such a stabilizing one-dimensional system (which is then a
one-loop system) is depicted in Fig. 8.7.

Constant-value control systems are the largest group of control systems, which
are encountered in practice.

The second group of closed-loop control systems is different from stabilizing
systems by that the presetting quantities w.t/ (preset values of controlled quantities)
vary in time according to the program introduced by the service of the controller.
Thus, these quantities are known, programmed functions of time .w.t/ D f .t//.

A block diagram of the program-following control is similar to that in Fig. 8.7
but instead of an ordinary controller a program controller occurs. The controllable
quantity y varies according to the program stored in a controller. Follow-up control
systems do not possess a controller. The presetting quantity w.t/ is a random,
previously unknown function of time .w.t/ D fl .t//. The controlled quantity y
follows or tracks the course w.t/.

Fig. 8.7 Block diagram of a stabilizing system with a serial and parallel correcting element
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In practice, one can also meet combined systems (closed-open), where feedback
loop occurs with section of disturbances measurement.

8.5.1.3 Adaptive Automatic Control Systems

Adaptive control systems are such systems in which required initial information
about a controlled process or object does not have to be complete. This means that
in order to ensure the required accuracy and quality control, these systems require
smaller range of the initial information than ordinary systems do. It follows from
the fact that adaptive systems have an ability to adapt to such changes of the object
operating conditions, which result in a change of its parameters or characteristics.

Activities connected with an object control in these systems rely on continuous
or periodic examination of the object, and this results in completing the initial
information.

Cars (changes of the tractive adhesion coefficient, changes of intensity of
wind) and airplanes (changes of flight parameters according to altitude or weather
conditions) are examples of objects, whose characteristics change as the operating
conditions change.

Another type of objects of variable properties are objects with characteristics
possessing extrema. The objective of an adaptive system is to keep an object
operating point at maximal point of this characteristic. An example of such an object
can be a radio receiver, whose circuit must be aligned to the frequency of a received
electromagnetic wave in order to obtain a maximal value of intensity of the received
signals. Another example is a water turbine, whose efficiency coefficient � under
different loads Zi varies according to curves possessing maxima according to the
value of angle ˛ of blades configuration (Fig. 8.8). Keeping a turbine operating point
at maximal efficiency requires an adaptive system.

Fig. 8.8 Extremal characteristics of a water turbine
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Adaptive systems can be divided into extremal control systems, control systems
with self-adjustable correcting devices and self-optimizing systems. Extremal ad-
aptive control systems refer to objects of characteristics, which possess extrema.
The operating information in these systems is deviations from an extremum of a
particular function of a single or multiple variable and it is not necessary to know
precise position of the extremum at the beginning. In fact, it is sufficient to know
a type of the extremal function and occurrence of the very extremum. The system
gains the lacking information about position of the extremum during the seeking
procedure.

Adaptive systems with self-adjustable devices allow to ensure the stability
and required quality of control under incomplete knowledge of parameters and
characteristics of a plant.

These systems are classified as follows: systems with open adjustment loops,
closed adjustment loops and automatic control of object characteristics, and systems
with extremal adjustment of correcting devices. Additional operating information
in these systems is: information about disturbances influencing the parameters of
a plant, information about deviation of transient processes in the main loop and
information about deviation of quality control from the extremum of this quality.

Self-optimizing systems are a kind of control systems, which improves their
characteristics during the control. The operating information, which concerns the
existing interactions, and conclusions about necessary changes of the characteristics
are gained by the system during the operation. Such processes as: prediction of
occurrence of a random event, classification of complex situations, etc. are the basis
of control algorithm of such systems. These systems are used in e.g. remote control
and optimization of flight trajectories of rockets.

8.5.2 Distributed Automatic Control Systems

Distributed systems constitute a group of systems, which are meant to control
motion of a large number of elements, means of transport or elements of communi-
cation network, etc.

Control in such systems is like playing game between two sides, from which one
side is controlled by the system (computer) but the second side is not. The control
is to ensure the most useful kind of motion of particular elements according to
a criterion called a success function. This function can be e.g. required amount
of transported goods in determined terms at the smallest costs of the transport.
A system which is controlled is a set of means of transport, and the other side,
the uncontrolled one, is a set of goods requirements, which pour in from various
regions of a territory. In such systems, the required initial information about the
uncontrolled side is poor. Only in successive game stages (control) the system gains
the operating information about the other side.

A block diagram explaining the distributed system functioning is depicted
in Fig. 8.9.
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Fig. 8.9 Scheme of functioning of a distributed control system

8.5.3 Classification of Control Systems with Respect
to Another Criteria

Besides the main criterion of classification of control systems with respect to initial
information about a process to be controlled, it is advisable to discuss another
classification criteria, which are used in theory and practice.

8.5.3.1 Classification with Respect to Purpose

It covers control systems or automatic regulation systems of: level, intensity, flow,
power, voltage, angular velocity, pressure, temperature, humidity, etc.

8.5.3.2 Classification with Respect to Type of Energy of the Control
Factor

It covers control systems such as: mechanical, electrical, electronical, hydraulic,
pneumatic, electro-hydraulic, electro-pneumatic, chemical systems, etc.

8.5.3.3 Classification with Respect to Types of Signals Occurring
in a System

We distinguish here: continuous systems, in which all occurring signals are conti-
nuous functions of time and discontinuous systems (discrete), in which at least one
element generates a discrete quantized signal in time.
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The following systems belong to the discrete systems:

(i) impulse systems, in which quantized in time signals occur, and this means that
output quantities (coming from impulsators) appears only in pulsing instants
(e.g. each 1 second), while the width of the pulse can be constant and the height
can be variable or otherwise. One encounters impulse systems of variable period
of pulsing;

(ii) relay systems, in which output signals of relays attain only two (e.g. zero–
maximum) or three (minimum–zero–maximum) values, while transition from
one to another level is done, when the input signal of a relay exceeds so-called
switch point.

So-called finite automata belong to the class of discontinuous systems. These are
systems, which take on (under influence of external signals and internal couplings)
finite number of specific states, whose change obeys deterministic or stochastic
rules (algorithms). Thus, a finite automaton will be a simple relay as well as digital
mathematical machine. Complex finite automata can serve for modelling of neural
networks of alive organisms.

8.5.3.4 Classification with Respect to Linearity of Elements

Linear systems, in which all elements have linear static characteristics (dependen-
cies between inputs and outputs in stationary states) and are governed by linear
differential, integral or algebraic equations. These are systems, for which one can
apply the superposition principle, i.e. a complete output signal of the system with
simultaneous action of several input signals is equal to the sum of output signals of
the system.

Nonlinear systems are such systems in which there is at least one nonlinear
element, and this makes that the whole system can be described by means of
nonlinear equations, whose analysis is more difficult than the analysis of linear
equations.

In the reality, one does not meet ideal linear elements. However with good ap-
proximation, one can often linearize for technical purposes nonlinear characteristic
in neighbourhoods of operating points of an element.

8.5.3.5 Classification with Respect to Character of System Parameters

In this case we distinguish the following systems:

• stationary, whose parameters do not vary in time. In the case of stationary linear
systems, they are described by linear equations of constant coefficients;

• non-stationary (parametric), whose parameters clearly vary in time, mostly
according to known functions of time. Equations describing these systems are
so-called parametric equations, whose coefficients are known functions of time,
e.g. harmonic functions.
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Fig. 8.10 Scheme of a temperature control system in a gas furnace

8.5.4 Examples of Control Systems and Their Block Diagrams

Classify elements occurring in control systems and make block diagrams (structural)
of control systems, which are presented in schematic block diagrams and described
with respect to their destination and operation. Moreover, determine the type of the
considered control systems.

Example 8.1. Description of the system functioning.

The presented system (Fig. 8.10) serves for controlling the internal temperature
of a furnace (1). It is achieved through the change of intensity Q of the heating
medium (gas) delivered to a valve (5) under constant pressurep. The degree of valve
opening is controlled by the electric engine (4), whose angle of rotation depends on
the delivered voltage ux, which is amplified in the amplifier (3) by the voltage ue.
Voltage ue is a difference between the voltage uz on the resistor (2) and the one um
on the temperature sensor (6). So, the value of temperature � can be changed by the
service through adjusting position of the slider of the resistor (2), which is under
constant voltage u1.

After the analysis of the system functioning one can say that temperature control
is carried on in a closed loop of signals, since the signal um from the measurement
of the temperature � backward-influences the value of this temperature, which in
turn depends on the voltage uz set on the resistor (2) by the service. The considered
system is a constant-value automatic control system, in other words a stabilizing
system.

Essential Elements in the System

1. Plant—a furnace (1), in which a process of temperature � control proceeds by
means of variation of inflow intensity Q of the heating medium.
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2. Controller—a potentiometer (2); with its help the service can preset the required
value of the temperature � in the furnace (1) adjusting the potentiometer to the
proper voltage value uz.

3. Summer—an electric circuit of thermoelement connections (6), a potentiometer
(2) and an amplifier (3).

4. Amplifier—an electrical amplifier (3), serves for amplifying a difference ue
voltage uz and um to the value, which allows to start the engine (4).

5. Actuator—an electric engine (4), serves for changing the degree of valve opening
(5). Elements mentioned in points 2–5 constitute a regulator.

6. Adjuster—a valve (5), serves for variation of inflow intensity Q of the heating
medium.

7. Sensor—a thermoelement (6), serves for measurement of the temperature, which
is transformed into voltage um.

Essential Quantities Occurring in the Considered Temperature Control System

1. Controllable quantity—temperature � inside the furnace.
2. Input—position “w” of the potentiometer slider.
3. Presetting quantity—voltage uz on the potentiometer.
4. Processed quantity (measuring)—voltage um on the thermo-element.
5. Control error—voltage ue, which is a difference between the voltages uz and um.
6. Controlling quantity (adjusting)—angle˛ of rotation of an electrical engine shaft

(4) adjusting a valve (5).
7. Adjustable quantity—inflow intensity Q of the heating medium through the

valve (5).
8. Disturbances—opening of the furnace (2), the external temperature �z, eventual

changes of the supply pressure p.

Basing oneself on the analysis of signal courses in the considered system, one
made its block diagram (Fig. 8.11).

Fig. 8.11 Block diagram of the system from Fig. 8.10
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Fig. 8.12 Scheme of a system of humidity control of a material band

As one can see, the considered control system is a one-loop constant-value
automatic control system (stabilizing), since there is a negative feedback and the
presetting quantity Uz does not vary during the system operation.

Example 8.2. Description of the system functioning.

The presented system in Fig. 8.12 is meant for regulation of tapes humidity of
material moving by means of system of rolls at velocity v. Functioning of this
system is as follows: we insert the material (8) containing some amount of humidity
into a drying chamber (1). The material containing some amount of humidity is
subject to drying air flow of temperature � measured by a sensor (6). The humidity
D of the material is measured at the dryer output (1) by means of the humidity
sensor (7). Signals from sensors (6) and (7) in a form of respective voltages Ux1
and Ux2 are subtracted from the adjusted voltage Uw on the potentiometer (2). The
differenceUe amplified in the amplifier (3) arises, then it starts the engine (4), which
change the degree of valve opening (5), and consequently the flow intensityQ. The
value of temperature � of the heating medium, which influences the temperature
inside the dryer depends on the flow intensity Q. The temperature inside the dryer
has an influence on the vaporization intensity of humidity in the material.

After the analysis of the system one can say that stabilization of humidity of the
tape (8), coming out the dryer chamber (1) is made through the variation of the
temperature � inside the chamber. The signal coming from the temperature sensor
(6) and the signal from the humidity sensor (7) are summed up with the input signal
in the summer. Thus, we have to do with a double-loop system of humidity control.
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Essential Elements in the System

1. Plant—a furnace (1) together with a material (8).
2. Controller—a potentiometer (2).
3. Summer—electric circuit of the thermoelement connections (6), a humidity

sensor (7), a potentiometer (2) and an amplifier (3).
4. Amplifier—an electric amplifier (3).
5. Actuator—an electric engine (4).
6. Adjuster—a valve (5).
7. Sensor—a thermoelement (6) and a humidity sensor (7).

Essential Quantities Occurring in the Considered Temperature Control System

1. Controllable quantity—humidityD of a tape (8).
2. Input—position “w” of a slider on the potentiometer.
3. Presetting quantity—voltage Uz on a potentiometer (2).
4. Processed quantity—voltage Ux1 and Ux2 from the sensors.
5. Control error—input voltage Ue on an amplifier (3).
6. Adjusting quantity—angle ˛ of rotation of a shaft of an engine (4).
7. Adjusted quantity—intensityQ of inflow of the heating medium.
8. Disturbances—opening (2) of the drying chamber, the outer temperature �z,

variations of the velocity v of the tape displacement, variations of the tape
humidityDwej on the entry of the furnace chamber.

A block diagram of the considered system is depicted in Fig. 8.13
We can see from the block diagram that we have to do with a two-loop system.

The first, internal loop concerns a temperature control and the second, external
loop concerns the very humidity control. This is a constant-value control system
of the humidity, whose value can be adjusted on the potentiometer (2). There are
two negative feedbacks in the system, and the total control error Ue is a difference
between the presetting quantity Uw and two measured quantities Ux1 and Ux2.

Fig. 8.13 Block diagram of the system from Fig. 8.12
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Fig. 8.14 Schematic diagram of the numerically controlled lathe

Example 8.3. Description of the system functioning.

Figure 8.14 presents a schematic block diagram of a numerically controlled lathe.
The machining program of the item is saved on a perforated tape (1). Data read
from the tape in the form of pulses sequence are changed into another kinds of
pulses, from which each pulse corresponds to the precisely determined increment
of the coordinates w and p. It is performed by an interpolator (3). Position of the
board in arbitrary instant of time is measured by sensors (6). The information about
this position is transmitted from the sensors in a form of signals, which come from
the interpolator. Thus, the signals determine the required position of the board in a
given instant of time. When there is a difference between these signals, the electric
engines rotate and move the board by means of a gear, and this makes the difference
vanish.

It follows from the above description that quantities presetting the position of the
board in the form of signals Uzw and Uzp from the interpolator (3) are not constant,
but they vary according to the treat program saved on a perforated tape (1). There
are also two feedback loops reaching from the sensors (6) to the amplifiers (5). The
considered system is a two-loop program-following control system.
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Essential Elements in the System

1. Plant—a treated object (9) together with a cross slide (7) and carriage (8).
2. Controller—a perforated tape (1), a reader (2) and an interpolator (3).
3. Summer—an electric circuit of interpolator connections (3), sensors (6) and

amplifiers (5).
4. Amplifier—an electric amplifiers (5).
5. Actuator—an electric engines (4).
6. Adjuster—gears moving the slide cross (7) and carriage (8).
7. Sensor—position sensors (6).

Essential Quantities Occurring in the System

1. Controllable quantity—coordinates yw and yp of positions of the slides.
2. Input—configuration of perforation on the tape (1) (wz).
3. Presetting quantity—voltage Uzw and Uzp from an interpolator (3).
4. Processed quantity—voltage Umw and Ump from sensors (6).
5. Control error—input voltage of the amplifiers (5)
6. Adjusting quantity—angles ˛w and ˛p of rotation of shafts of electric engines

(4).
7. Adjusted quantity—displacements of the slides on the gears
8. Disturbances—movements resistance of the slides, technological inaccuracy.

A block diagram of the considered system (Fig. 8.15) is as follows: the consi-
dered system is an example of a program-following control of two loops. The first
loop serves for program-following control of the carriage position and the second
loop serves for program-following control of the cross slide position; presetting

Fig. 8.15 Block diagram of the system in Fig. 8.14
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Fig. 8.16 Schematic block diagram of a register of voltage signals

quantities of these position are obtained from the controller consisting of a reader
of the perforated tape (2) and interpolator (3).

Example 8.4. Description of the system functioning.

Figure 8.16 illustrates the principle of operation of a voltage signals register.
A signal Ux, whose course is to be registered on a tape (8), is delivered to the input
of a correcting element (1), where it is compared with the voltage Um obtained
from a slider of a potentiometer (2) supplied with a constant voltage Uz. Voltage
Ue D Ux � Um is obtained on the output of the correcting element The voltage is
amplified in an amplifier (3) and then it supplies the electric engine (4). The engine
via the gear (5) and the strand (6) moves the slider of the potentiometer (2) in such
a direction that the difference of voltage Ux and Um decreases. The engine stops
when the voltage Ue is zero. The strand (6) moves the pen (7). If the input signal
Ux varies, then the slider of the potentiometer will be moved so that the voltage Um
follows the voltage Ux . The pen, which is displaced together with the slider saves
on the tape (8) a graph of variation of the input signal Ux vs time.

It follows from the description of the system functioning that the input voltage
Ux varies arbitrarily and independently of the service. This voltage is followed by
the voltage Um, whose value influences the position of the slider. The positions of
the pen and the slider depend on the value of Um. To conclude, the system depicted
in Fig. 8.16 can be classified as a follow-up control system, tracking in other words,
since the position y of a pen follows changes of the input voltage Ux and there is a
closed cycle of signals in the system.
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Essential Elements in the System

1. Plant—a pen (7) of the register.
2. Controller—it can be an electric device, whose voltage characteristicsUx.t/ is to

be registered on the tape (8).
3. Summer—an electric comparison unit (1).
4. Amplifier—an electric amplifier (3).
5. Actuator—an electric engine (4).
6. Adjuster—a gear (5) with a strand (6).
7. Sensor—a potentiometer (2).

Essential Quantities Occurring in the System

1. Controllable quantity—position y of a pen of the register.
2. Presetting quantity—input voltage Ux .
3. Processed quantity—voltage m on the potentiometer.
4. Control error—voltage Ue on the correcting element (1).
5. Adjusting quantity—angle ˛ of rotation of an engine shaft (4).
6. Adjusted quantity—displacement of the strand on the shaft.
7. Disturbances—resistance of the pen, elongation of the strand, variation of voltage
Uz applied to the potentiometer, slides of the strand on a shaft.

A block diagram of the considered system has the following form.
In Fig. 8.17, one can see that this is a tracking system. Its structure is similar

to the structure of a stabilizing system in Fig. 8.11, but the presetting quantity Ux
varies arbitrarily and in a completely independent way, i.e. it can be neither adjusted
nor programmed by the service.

Example 8.5. Description of the system functioning.

In Fig. 8.18 a schematic block diagram of a system is presented, which serves
for keeping the flow intensity Q constant or in other words a constant discharge
of the liquid in a common part of a pipeline. A discharge Q is, as one can see
in Fig. 8.18, a sum of two discharges Q1 and Q2. The discharge Q1 undergoes
indeterminate changes, while the dischargeQ2 depends on the angular velocity of a

Fig. 8.17 Block diagram of a system in Fig. 8.17
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Fig. 8.18 Schematic block diagram of a system of keeping the flow Q constant

pump (1), which is driven by a direct-current motor (2). The motor is supplied with
the constant voltage Uz, and its revolutions depend on the resistance R of a resistor
(3), which in turn depends on a slider (6) position. The slider (6) position at fixed
length of a mandrel (7) by means of a screw (8) depends on displacement of a sensor
(4) membrane, which in turn depends on the pressure drop on a measuring orifice
plate (5). This pressure drop depends on actual value of the flow intensityQ1. As the
flow intensityQ1 grows, the resistanceR grows as well, and in turn angular velocity
of the engine (2) decreases. Hence, the discharge Q2 of the pump (1) decreases.
Thus, the total dischargeQ is kept on a constant level. The service is able to change
the value of the dischargeQ by changing the mandrel (7) length.

It follows from the description of the system functioning that the system serves
for keeping the discharge Q on a constant level. As follows from the schematic
block diagram, the quantity Q is not measured. The quantity Q1 is measured by
means of the orifice (5) and the sensor (4). One needs to say that there is no classical
feedback in the system. Thus, it is an open-loop automatic control system and not a
closed-loop one. By further analysis we can conclude that it is an open-loop system
with disturbance compensation. The disturbances are certain indeterminate changes
of the flow intensity Q1.
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Essential Elements of the System

1. Plant—common part of the pipeline.
2. Controller—a mandrel (7) with a device (8) serving for adjusting of its initial

position on a resistor (3).
3. Summer—a resistor (3).
4. Amplifier—there is none in this system.
5. Actuator—an electric engine (4).
6. Adjuster—a pump (1).
7. Disturbance sensor—an orifice (5) together with a membrane sensor (4).

Essential Quantities in the System

1. Controllable quantity—flow intensity Q.
2. Presetting quantity—initial position l of the slider on the resistor.
3. Processed quantity—displacement s of a sensor mandrel (4) corresponding to the

flow intensity Q1.
4. Control error—increment of the resistance se resulting from the displacement of

the slider of the resistor with respect to the initial position l corresponding to the
resistance R.

5. Adjusting quantity—angular velocity of an engine (2).
6. Adjusted quantity—flow intensity Q2 from a pump (1).
7. Disturbances—flow intensity Q1.

A block diagram of a system in Fig. 3.18 has the following form.
In Fig. 8.19 one can clearly see that it is an open-loop control system without

feedback. In this system, there is a slotted line of disturbance influencing the
controllable quantity.

Example 8.6. Description of the system functioning.

It follows from the schematic block diagram (see Fig. 8.20) that the system serves
for controlling of a piston motion (3). It is performed with the use of a programmed
motion of the slider (2) of a hydraulic divider, which guides the oil (which is

Fig. 8.19 Block diagram of the system in Fig. 8.18
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Fig. 8.20 Scheme of a piston motion control

delivered under constant pressure pz) over or under the piston. The device presented
in Fig. 8.20 consisting of a slider divider (2) and a piston, which moves in a cylinder
is called a servo-mechanism. In this servo-mechanism slight movements of the
slider make the piston move. Small movements of the slider requiring small forces
to be applied result in large displacements of the piston (3), which can overcome
significant resistance.

It follows from Fig. 8.20 that it is an open program-following control system
since there is no feedback. This means that there is no connection between
movement y of a piston (3) and movement s of a slider (2) of the hydraulic divider.
The motion s, as can be seen, follows from the cam (1), which is a program of this
motion, and motion of the piston (3) in consequence.

Essential Elements of the Considered System

1. Controller—a cam (1) of a particular angular velocity !.
2. Amplifier—a hydraulic amplifier, which is a slider divider (2).
3. Actuator, adjuster and plant—a cylinder together with the piston (3).

A block diagram of a system in Fig. 8.20 has the following form (Fig. 8.21).
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Fig. 8.21 Block diagram of the system in 8.20

Essential Quantities of the System

1. Controllable quantity—movements y of the piston (3).
2. Input—curvature of the cam (1).
3. Presetting quantity—position s of a divider slider.
4. Controlling quantity—degree of gaps opening s1 delivering the oil to the engine.
5. Adjusted quantity—flow intensity Q of oil in the system.
6. Disturbances—resistanceR of the piston movements, changes of the pressure pz

of oil supply.



Chapter 9
Phase Plane and Phase Space

9.1 Introduction

A dynamical state of an autonomous system is completely determined by the
generalized coordinates yi .t/ and the generalized velocities Pyi .t/ .i D 1; 2; : : : ; n,
where n is the number of degrees of freedom). Treating time t as a parameter, a point
of the coordinates .yi ; Pyi / will be a point of 2n-dimensional phase space. Motion
of this point describes a phase trajectory as time increases. In the case of n D 1

a vibrating system has one degree-of-freedom and the phase space reduces to the
phase plane. Then, a phase trajectory is a curve lying in the plane, and a set of all
phase trajectories, corresponding to distinct initial conditions, form a phase portrait.

If the motion of one degree-of-freedom autonomous system (or two-dimensional
system because it is governed by two first-order differential equations) is governed
by the equation

Ry D F.y; Py/; (9.1)

then phase plane is said to be a plane with the rectangular coordinate system
.y; Py D v/.

Equation (9.1) is transformed into a system of two first-order differential
equations

Py D v;

Pv D F.y; v/:
(9.2)

Equation (9.2) describes motion of a point A.y; v/ in the phase plane. Elimina-
ting the time, we obtain an integral curve (phase trajectory) formula of the form

C.y; v/ D 0: (9.3)
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Fig. 9.1 Phase plane and phase trajectories

Dividing both sides of the system of Eq. (9.2) by themselves, we obtain

dv

dy
D F.y; v/

v
D tan
; (9.4)

where 
 is an angle between a phase trajectory and positive direction of the y-axis.
There are a few phase trajectories depicted in Fig. 9.1 with the marked phase point
and the angle 
 .

Phase points, at which a tangent line is determined, will be called ordinary or
regular points. Phase points, at which a tangent line is not determined, will be called
singular points. The latter are equilibrium positions, determined from the equation

F.y; 0/ D 0: (9.5)

One can see in Fig. 9.1 that the phase trajectories intersect the y-axis at right
angles. It turns out that each phase trajectory must pass through a regular point
lying on the y-axis at right angle, since

lim
v!0

dv

dy
D lim

v!0

F.y; v/

v
D 1; (9.6)

and hence the value of 
 at these points is �=2. A characteristic feature of nonlinear
system follows from Eq. (9.5). These systems can possess one or several equilibrium
positions depending on the character of the functionF.y; 0/. Phase trajectories have
some general properties, given below.
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1. Direction of motion of the phase point A.y; v/ along the phase trajectory is
such that the positive velocity v is in correspondence with increment of the
displacement y according to positive direction of the y-axis, and the negative
velocity v is in correspondence with the increment, which is opposite to the
positive direction of the y-axis.

2. A phase trajectory cannot have a tangent line parallel to the v-axis at regular
points, which do not lie on the y-axis. The phase trajectory cannot have a tangent
line parallel to the v-axes at points, which do not lie in the v-axis.

3. If any continuous phase trajectory intersects the y-axis at two successive points,
then there is at least one singular point between them.

4. In time interval, in which a continuous phase trajectory does not intersect the
y-axis, the trajectory can intersect, at most, once any straight line parallel to the
v-axis.

5. Closed curves in a phase plane correspond to periodic motions.

9.2 Phase Plain and Singular Points

A broader class of physical systems can be described by first-order differential
equations of the form:

dy

dt
D Q.y; v/;

dv

dt
D P.y; v/: (9.7)

Equation (9.4) is a particular case of Eq. (9.7). In what follows we analyse the
linearized equation (9.7):

dv

dy
D ay C bv

cy C dv
: (9.8)

In the dynamical system described by Eq. (9.8) there can be three types of phase
trajectories, namely: a point, a closed (corresponds to a periodic solution) and open
(corresponds to a non-periodic solution) curve. The aim of qualitative examination
of the dynamical systems (9.8) is to determine a phase portrait and its topological
structure. By a notion of topological structure we mean such properties of a
phase portrait that remain unchanged under topological (i.e. unique and mutually
continuous) mapping of a plane into itself. In order to perform such a qualitative
analysis of the dynamical system (9.8), in most cases one can confine oneself
to determining equilibrium positions, periodic trajectories and limit cycles, and
phase semi-trajectories, which are curves separating qualitatively different phase
trajectories in a neighbourhood of equilibrium position.

A limit cycle is said to be a closed phase curve, surrounded by a region
completely filled with trajectories tending to the curve as t ! C1 or t ! �1.
After Taylor expanding the functions P.y; v/ and Q.y; v/ about the analysed
singular point we obtain
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dv

dy
D ay C bv C P 0.y; v/
cy C dv CQ0.y; v/

: (9.9)

Ignoring the nonlinear terms, Eq. (9.9) takes the form

� Pv
Py
	

D A
�

v

y

	

; (9.10)

A D
�

b a

d c

	

: (9.11)

The point y D v D 0 is a critical point (or a trivial solution) of Eq. (9.10)
and if det A ¤ 0, then the system (9.10) is called simple [191]. Eigenvalues of the
matrix A allow to determine the canonical basis in R2, where the matrix A takes a
canonical form. A characteristic equation leading to determination of eigenvalues
can be obtained by standard procedure, namely by assuming solutions of the form

v D C1e
�t ;

y D C2e
�t ;

(9.12)

where C1 and C2 are constants. Substituting (9.12) into (9.10) we obtain

ˇ

ˇ

ˇ

ˇ

b � � a

d c � �
ˇ

ˇ

ˇ

ˇ
D 0; (9.13)

and after expanding

�2 � .b C c/�C bc � ad D 0: (9.14)

By the above equation we find the discriminant

� D .b � c/2 C 4ad: (9.15)

The above equation possesses the following roots

�1;2 D 1

2

�

.b C c/˙
q

.b � c/2 C 4ad

	

: (9.16)

Considerations based on the phase plane (x; y) are transferred into the plane
(
; �) and correspond to the canonical form of the matrix A. After the transfor-
mation, corresponding curves in both planes are rotated and deformed but their
qualitative features remain unchanged, e.g. a circle corresponds to an ellipse but
both curves are closed. The character of the curves depends on the ratio �1=�2 and
a constant C (see (9.20)).
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We will consider the following cases:

1. Both roots are real and distinct, and of the same sign. We have such a situation
when � > 0, ad � bc < 0. Then, the matrix A in the canonical basis has the
form

A D
�

�1 0

0 �2

	

; (9.17)

where �1;2 2 R, and Eq. (9.10) takes the canonical form

P� D �1�;

P
 D �2
:
(9.18)

Equation (9.18) can be easily solved by separating the variables. Consequently,
we obtain

�.t/ D C1e
�1t ;


.t/ D C2e
�2t :

(9.19)

Next, we have

ln
�

C1
D �1

�2
ln



C2
;

thus

ln
�

C1
D ln

�




C2

�
�1
�2

;

hence

� D C j
j �1�2 ; (9.20)

where C D .C1=C2/
�1
�2 . The singular point .0; 0/ is called a stable (unstable)

node.
2. If bc � ad D 0 and b C c < 0, then by (9.14) we get

�Œ� � .b C c/� D 0; (9.21)

and this implies �2 D 0 and �1 D bC c < 0. In this case, the analysed system is
not simple. The matrix A has the following canonical form
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A D
�

�1 0

0 0

	

: (9.22)

and its rank equals 1. Such a singular point is called a stable centre. It is
noteworthy that when the rank of the matrix A equals 0, then the matrix is a
zero matrix and each point of the phase plane is critical.

Critical points, called nodes, also occur when the discriminant of (9.14)
� D 0. Then �1 D �2 D �0 (double root) and if two linearly independent vectors
are associated with a double eigenvalue, then canonical form of the matrix A
reads:

A D
�

�0 0

0 �0

	

: (9.23)

A critical point corresponding to this matrix is called a star-shaped node, which
is stable, if �0 < 0 (and conversely). Only one eigenvector can be associated with
a double eigenvalue. Then, a canonical form of the matrix A takes the form of
the following Jordan block

A D
�

�0 0

1 �0

	

: (9.24)

The differential equations (9.10) take the form

Pv D �0v;

Py D v C �0y;
(9.25)

and their solutions follow

v D C1e
�0t ;

y D .C2 C C1t/e
�0t :

(9.26)

In this case, the critical point .0; 0/ is a degenerate node, which is stable for
�0 < 0 and unstable for �0 > 0.

3. In this case both roots are real and have opposite signs. The orbits surround a
singular point, which is called a saddle. Two orbits approach and move away
from this point—these are axes of a coordinate system.

4. If the discriminant of (9.14) � < 0 and b C c ¤ 0, then the roots �1 and �2
are complex conjugate. Then, the critical point is a stable b C c < 0 or unstable
b C c > 0 focus. Assume that �1;2 D ˛ ˙ i!, while ˛ ¤ 0 and ! ¤ 0 (farther
we will assume ! > 0). In this case the canonical matrix has the form

A D
�

˛ �!
! ˛

	

; (9.27)
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and we will consider the following system of equations

Pv D ˛v � !y;
Py D !v C ˛y:

(9.28)

Parametric equations of orbits of the above system (its general solutions) are:

v.t/ D Ce˛t cos .!t C '/;

y.t/ D Ce˛t sin .!t C '/;
(9.29)

where C and ' are any constants.
Orbits in neighbourhood of a focus can be also presented in the polar

coordinates .%; �/. Let us make a change of the variables

v D � cos �;

y D � sin �:
(9.30)

By Eqs. (9.28) and (9.30) we get

P� cos � � � P� sin � D ˛� cos � � !� sin �;

P� sin � C � P� cos � D ˛� cos � C !� sin �:
(9.31)

Multiplying (9.31) respectively by cos � and sin � (and by sin � and by � cos �),
and adding the equations we get

P� D ˛�;

P� D !:
(9.32)

The solution in the polar coordinates takes the form

� D �0e
˛t ;

� D !t C �0; (9.33)

where �0 and �0 define any initial conditions. The solutions (9.33) have simple
physical interpretation. The argument � grows linearly in time, while a ray
originating from the focus and passing through the point .y.t/; v.t// rotate
anticlockwise at angular velocity ! [rad/s].

By Eq. (9.33) after eliminating the time we obtain

� D �0e
� ˛
! �0e

˛
! � : (9.34)
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In this case the orbit is represented by a curve called a logarithmic spiral in the
coordinates .�; �/. It is worth emphasizing that in the case of an unstable focus

lim
t!C1 �.t/ D C1, and the shape of logarithmic spirals depends on the ratio ˛

!
.

In the case when b C c D 0, then �1;2 D ˙i! .˛ D 0/. Then Eq. (9.32) we get

� D �0 � const:;

� D !t C �0:
(9.35)

The above formulas represent a circle of radius �0 in the polar coordinates .�; �/.
While, by Eq. (9.28) we get

Pv D �!y;
Py D !v; (9.36)

and eliminating the time we obtain

dy

dv
D � v

y
; (9.37)

and hence v2 C y2 D C2.
A critical point, in this case, is called a centre. The centre is a stable point but

not asymptotically stable in Lyapunov’s sense.
There is only one particular case left to discuss, namely the case of vanishing

discriminant � D 0, when zero is a double root, and the matrix A has the
following canonical form

A D
�

0 0

1 0

	

: (9.38)

A normal form of a system of differential equations takes the form

Pv D 0;

Py D v;
(9.39)

and their solutions are the following functions

v D C1;

y D C1t C C2: (9.40)

In Table 9.1 one classified phase portraits associated with critical points in two-
dimensional space R2. Using linear transformation


 D ˛y C ˇv; � D 
y C ıv: (9.41)
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Table 9.1 Phase portraits classification

Eigenvalues Eigenvectors

�1; �2 (comment) Name of a critical point

0 < �1 < �2 Unstable node

�1 < �2 < 0 Stable node

�1 < 0 < �2 Saddle

0 D �1 < �2 Unstable centre

�1 < �2 D 0 Stable centre

�1 D �2 < 0 Two eigenvectors Stable star-shaped node

�1 D �2 > 0 Two eigenvectors Unstable star-shaped node

�1 D �2 < 0 One eigenvector Stable degenerate node

�1 D �2 > 0 One eigenvector Unstable nondegenerate node

�1 D �2 D 0 One eigenvector Degenerate centre

�1;2 D ˛ ˙ i! ˛ > 0, ! ¤ 0 Unstable focus

�1;2 D ˛ ˙ i! ˛ < 0, ! ¤ 0 Stable focus

�1;2 D ˛ ˙ i! ˛ D 0, ! ¤ 0 Stable centre

one can transform Eq. (9.8) into the form of separated variables (see 9.18)

d�

d

D �1�

�2

: (9.42)

Equation (9.41) yields

d
 D ˛dy C ˇdv; d� D 
dy C ıdv: (9.43)

Inserting the nominator and denominator of the formula (9.8) instead of dy and
dv, we obtain

d�

d

D 
.cy C dv/C ı.ay C bv/

˛.cy C dv/C ˇ.ay C bv/
: (9.44)

Comparing nominators and denominators of the above equation and of the
formula (9.42), and using the linear transformation (9.41) we obtain the following
system of equations


.cy C dv/C ı.ay C bv/ D �1� D �1.
y C ıv/;

˛.cy C dv/C ˇ.ay C bv/ D �2
 D �2.˛y C ˇv/:
(9.45)

In order to determine the constants 
 and ı, for the first of the formulas (9.45),
we equate the terms occurring by y and v. We obtain two algebraic equations of the
form
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.c � �1/C ıa D 0;


d C ı.b � �1/ D 0:
(9.46)

The algebraic equations for the second equation (9.45) have very similar structure
and allow to determine the coefficients ˛ and ˇ

˛.c � �2/C ˇa D 0;

˛d C ˇ.b � �2/ D 0:
(9.47)

This implies that �1 and �2 are roots of the same characteristic equation, which is
formed by equating the characteristic determinant of the system of Eqs. (9.46) and
(9.47) to zero, i.e.

ˇ

ˇ

ˇ

ˇ

c � � a

d b � �

ˇ

ˇ

ˇ

ˇ
D 0: (9.48)

9.3 Analysis of Singular Points

Nowadays there are many softwares allowing to solve the differential equ-
ation (9.10) analytically and numerically. The obtained results are automatically
plotted in a plane in the coordinates .y; v/. The character of a singular point
under consideration depends only on the coefficients a; b; c; d . The obtained phase
trajectories are slightly deformed but it is possible to rotate them by solving the
differential equation (9.10). This equation allows to obtain the rectified trajectories
in the coordinate system .
; �/. The shape of these graphs depends only on a ratio
of the roots �1 and �2 of the characteristic equation (9.10).

9.3.1 Unstable Node

The first singular point .0; 0/ will be a node. In this case the roots �1 and �2 of the
characteristic equation must be real and distinct, and have the same signs. These
conditions will be satisfied when

.b � c/2 C 4ad > 0 and bc � ad > 0: (9.49)

The solution curves in the plane .
; �/ will be parabolas passing through the
point .0; 0/. If b C c > 0, then a critical point is an unstable node, a phase point
moves away from the origin as time increases. These conditions are satisfied for
e.g.: a D 0, b D 2, c D 1, d D 1. This situation is presented in Figs. 9.2 and 9.3.
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Fig. 9.2 The phase trajectories passing through the unstable node in the coordinates .y; v/

Fig. 9.3 Phase trajectories passing through the unstable node in the coordinates .
; �/

By the above graphs one can see that all the trajectories pass through the singular
point .0; 0/, which is an unstable node because phase point move away from the
node as time increases.

In Fig. 9.4 one can see the trajectory obtained numerically. This verifies the
earlier obtained analytical solutions.
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Fig. 9.4 Numerical solution for an unstable node in the coordinates (y; v)

Fig. 9.5 Phase trajectories passing through the stable node in the coordinates .y; v/

9.3.2 Stable Node

If bCc < 0 then a phase point approaches to the singular point .0; 0/ as time grows.
For instance, it takes place for a D 1, b D �2, c D �1, d D 0. These conditions
are demonstrated in Figs. 9.5 and 9.6.

The phase trajectories are parabolas passing through the origin .0; 0/ of the
coordinate system but the origin, which is a singular point is called a stable node,
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Fig. 9.6 Phase trajectories passing through the stable node in the coordinates .
; �/

Fig. 9.7 Numerical solution for a stable node in the coordinates .y; v/

since phase points approach the point .0; 0/. Below in Fig. 9.7 one can see the
numerical verification of the analytical solution.

If the roots �1 and �2 differ from each other significantly, then the phase
trajectories change the direction more rapidly. Moreover, if one of the roots equals
zero, then the curves are transformed into vertical straight lines.
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Fig. 9.8 Phase trajectories passing through the critical node in the coordinates .
; �/

9.3.3 Critical Node

When roots of the characteristic equation are real and �1 D �2, then a node is called
a critical node. In this case we have

.b � c/2 C 4ad D 0 and a D d D 0: (9.50)

Let the coefficients be: a D 0, b D 2, c D 2, d D 0. If b D c > 0, then a
phase point moves away from the origin as time increases. This situation is depicted
in Fig. 9.8.

While b D c < 0, then the coefficients can be: a D 0, b D �2, c D �2,
d D 0. Then phase points approach the point .0; 0/ as time increases. This situation
is depicted in Fig. 9.9.

Figures 9.8 and 9.9 imply that the trajectories form a bunch of lines, on which
a phase point approaches or moves away from the node .0; 0/, which is now called
critical. Verification of the analytical solution is the numerical one depicted in
Fig. 9.10.

9.3.4 Degenerate Node

We deal with a degenerate node if roots of the characteristic equation are equal
and no special case occurs e.g.: a D 2, b D 5, c D 1, d D �2. Now, we have
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Fig. 9.9 Phase trajectories passing through the critical node in the coordinates .
; �/

Fig. 9.10 Numerical solution for a critical node in the coordinates .
; �/

b C c > 0, and the singular point .0; 0/ is called a degenerate node and a phase
point moves away from the origin of the coordinate system (Fig. 9.11).

When a D 1, b D �2, c D �4, d D �1, then b C c < 0, and a phase point
approaches the origin and we also have to do with a degenerate node illustrated in
Fig. 9.12. The numerical solution for a degenerate node is presented in Fig. 9.13.
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Fig. 9.11 Phase trajectories passing through the degenerated node in the coordinates .
; �/

Fig. 9.12 Phase trajectories passing through the degenerated node in the coordinates .
; �/

9.3.5 Saddle

The second critical point is a saddle point, which is always unstable. In this case,
the roots �1 and �2 are also real and distinct but they must be of opposite signs. This
case occurs when the following conditions are satisfied:

.b � c/2 D 4ad > 0 and bc � ad < 0: (9.51)
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Fig. 9.13 A phase trajectory presenting a degenerated node obtained numerically in the coordina-
tes .
; �/

Fig. 9.14 Phase trajectories around the saddle in the coordinates .y; v/

The solution curves in the plane .
; �/ are hyperbolae, which do not pass through
a singular point. One of the roots (a positive one) is associated with the value growth
of the solution as the time t increases, while the second solution tends to zero. In the
plane .y; v/ the curves will be deformed. Figure 9.14 illustrates this situation, where
the coefficients: a D 1, b D 2, c D �2, d D 1 and then �1 > �2.

In order to “rectify” the phase trajectories, we transfer the solutions into the plane
.
; �/. This situation is illustrated in Fig. 9.15.
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Fig. 9.15 Phase trajectories around the saddle in the coordinates .
; �/

Fig. 9.16 Numerical solution in the case of a saddle in the coordinates .
; �/

Verification of the analytical solution is illustrated in Fig. 9.16, where there is
numerically obtained singularity of saddle type.

All the analysed dynamical systems possessed real roots, which were solutions
of the characteristic equation (9.14). This means that we did not have to do with
any types of vibrations. Below, we characterize dynamical systems, whose roots of
a characteristic equation are not real any more, i.e. there are no vibrations in these
systems. For a stable and unstable focus damped oscillations appear, while in the
case of a centre undamped oscillations appear.
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Fig. 9.17 Phase trajectories around the unstable focus in the coordinates .
; �/—numerical
computations

9.3.6 Unstable Focus

The next analysed singular point appears, when

.b � c/2 C 4ad < 0 and b C c ¤ 0: (9.52)

Then, roots of the characteristic equation (9.14) are complex conjugate, but any
of the roots is neither real nor purely imaginary. It is possible for e.g. the following
coefficients a D 2, b D 0, c D 1, d D �1 then b C c > 0, and a singularity of this
type is called a non-stable focus, from which phase trajectories move away.

Figures 9.17 and 9.18 illustrate this situation.

9.3.7 Stable Focus

When b C c < 0 and the coefficients equal e.g. a D �2, b D 0, c D �2, d D 2

then we have a stable focus. Then, the phase trajectories approaches the origin of
the coordinate system (Fig. 9.19).

We have also added the numerical solution of this problem (Fig. 9.20).
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Fig. 9.18 Phase trajectories around the unstable focus in the coordinates .
; �/—numerical
computations

Fig. 9.19 Phase trajectories around the stable focus in the coordinates .y; v/

9.3.8 Centre

The last possible singularity, occurring in the origin is a centre point. The roots �1
and �2 are then complex conjugate and purely imaginary �1;2 D i!, when

.b � c/2 C 4ad < 0 and b C c D 0: (9.53)
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Fig. 9.20 The stable focus obtained numerically in the coordinates .
; �/

Fig. 9.21 Phase trajectories around the centre in the coordinates .y; v/

In the plane .y; v/ the phase trajectories are deformed, but their character is left
unchanged, thus they are closed curves surrounding the origin of the coordinate
system. The coefficients can be selected in the following way: a D �3, b D 2,
c D �2, d D 2. This is illustrated in Fig. 9.21.

In this case, the normal form of the equations differs from the previous one since
we have to do with the case described by Eq. (9.37).

Figure 9.22 presents the phase trajectories around the origin of the coordinates
.
; �/, whereas the numerically obtained solution is shown in Fig. 9.23.
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Fig. 9.22 Phase trajectories around the centre in the coordinates .
; �/

Fig. 9.23 The phase trajectory obtained numerically for a singularity of centre type in the
coordinates .y; v/

It follows from the analysis performed in this subsection that the character of an
equilibrium position and the shape of phase trajectories near the position depends
only on the coefficients a, b, c, d . They have significant influence on the structure
of the characteristic equation (9.14).
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9.4 Analysis of Singular Points Governed by Three
Differential Equations of First Order

In this section we deal with dynamical systems which are governed by three
differential equations of first order. The obtained solutions will be presented
by means of three-dimensional graphs of phase trajectories. Both analytical and
numerical solutions will be plotted for properly selected values of all three constants
C1, C2, C3. Selecting in a proper way the values occurring in the equations, we
will obtain singularities of special types. In Sect. 9.4.1, we will present the analysed
system of equations and its characteristic equation, which will serve for determining
proper matrices.

A given matrix will be characteristic for a specific type of a considered
singularity. While, in Sect. 9.4.2, graphs of solutions of the corresponding system
obtained numerically and analytically will be presented. These are solutions of a
system of three first-order differential equations.

9.4.1 Theory Concerning the Solving a System of Differential
Equations and Method for Determining Roots
of a Polynomial of Third Degree

Considerations will be based on a system of three first-order differential equations.
The analysed system of differential equations written in a form of rectangular
coordinate system can be presented in the following way:

dx

dt
D ax C by C cz;

dy

dt
D dx C ey C f z;

d z

dt
D gx C hy C iz:

(9.54)

In this system, the coefficients (characterizing the equations), i.e. a, b, c, d , e,
f , g, h, i , can take on real as well as complex values. A solution of this system of
equations, we will seek in the form

x D C1 exp .�t/;
y D C2 exp .�t/;
z D C3 exp .�t/:

(9.55)

The characteristic equation can be written in a matrix form
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2

4

a b c

d e f

g h i

3

5 � �

2

4

1 0 0

0 1 0

0 0 1

3

5 D 0: (9.56)

This equation has a trivial solution when we equate the determinant below to
zero

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

a � � b c

d e � � f

g h i � �

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D 0: (9.57)

Expanding the determinant we get the following characteristic equation

�3�.aCeCi /�2C.aiCeiCae�cg�f h�bd/�CbdiCaf hCceg�gbf�dhc�aei D 0:
(9.58)

The above properly selected coefficients allow to obtain singularities, we are
interested in, in a three-dimensional space. The coefficients are responsible for the
character of curves plotted after solving the system of differential equations (9.54).

9.4.2 Analysis of Singular Points Described by Three
First-Order Differential Equations

Below, we consider and analyse different dynamical systems, in which we select
and change the values, which we will write in the matrix form:

A D
2

4

a b c

d e f

g h i

3

5 : (9.59)

9.4.2.1 Unstable Node

An unstable node will be the first analysed type of equilibrium in a three-
dimensional phase space. We meet this type of singularity, when components of
the matrix A are following

A D
2

4

2 1 1

0 3 1

1 �1 1

3

5 :

Then the characteristic equation (9.58) possesses three roots. All of them are
positive and real. They are: �1 D 1, �2 D 2, �3 D 3.
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Fig. 9.24 The analytical
solution, when an unstable
node is an equilibrium
position in the
three-dimensional space

Fig. 9.25 The numerical
solution, when an unstable
node is an equilibrium
position in the
three-dimensional space

In Fig. 9.24, one can see that the solution is a parabola. One could have expected
this, since we have obtained a similar graph during the analysis of equilibrium
positions in the phase plane. Verification of this solution is a numerically obtained
graph depicted in Fig. 9.25.

Another example of the matrix A (this matrix enabled to obtain equilibrium
position of unstable node type), whose elements are

A D
2

4

0:1 0 0

0 0:06 0

0 0 0:01

3

5 :
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Fig. 9.26 The analytical
solution, when an unstable
node is an equilibrium
position in three-dimensional
space

Fig. 9.27 The numerical
solution, when an unstable
node is an equilibrium
position in three-dimensional
space

Then roots of the characteristic equation are positive and real, but one of the roots
is a double root. They are: �1 D 0:06, �2 D 0:1, �3 D 0:1. Below (Fig. 9.26), one
can see the analytical solution graph (Fig. 9.27).

The graph presented in Fig. 9.26 was obtained with the use of symmetry
principles and selecting the constants, which appear as a result of solving the system
of differential equations (9.54).
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Fig. 9.28 The analytical
solution, when a stable node
is an equilibrium position in
three-dimensional space

9.4.2.2 Stable Node

The second equilibrium—a stable node occurs, when the matrix A has the following
components

A D
2

4

�2 1 1

0 �1 1
1 �1 3

3

5 :

Then, the characteristic equations (9.58) possesses also three real roots but all of
them are negative. They are: �1 D �1, �2 D �2, �3 D �3. Both analytical and
numerical solutions of this example coincide and they are reported in Fig. 9.28.

9.4.2.3 Saddle

A next equilibrium position is a saddle point, which is always unstable. The matrix
A has the following form then

A D
2

4

0:1 0 0

0 0:09 0

0 0 �0:09

3

5 :

The characteristic equation (9.58) possesses then three real roots, but they are of
opposite signs, i.e. two of them are positive and the last one is negative. They are:
�1 D �0:09, �2 D 0; 09, �3 D 0:1. The analytical solution is depicted in Fig. 9.29.
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Fig. 9.29 The analytical solution, when a saddle is an equilibrium position in three-dimensional
space

The solution is hyperbola, just like in the case of a two-dimensional saddle. In this
case, when two roots of the characteristic equation are positive and one is negative,
then the solution approaches the equilibrium position.

When a solution of Eq. (9.58) is three real roots of opposite signs, but two of them
are negative and one is positive, then we also have to do with equilibrium position
of saddle type. The matrix A has the following elements:

A D
2

4

0:1 0 0

0 �0:07 0

0 0 �0:1

3

5 :

Roots, as one can predict, are following: �1 D 0:1, �2 D �0:07, �3 D �0:1, and
the analytical solution with the use of symmetry principles is depicted in Fig. 9.30.

In Fig. 9.30, similarly to Fig. 5.30, a hyperbola is a solution. This result differs
from the previous one, since the phase trajectories move away from the equilibrium
position. Roots of the characteristic equation have influence on this situation, since
both of them are negative and previously were positive.
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Fig. 9.30 The analytical
solution, when a saddle is an
equilibrium position in
three-dimensional space

9.4.2.4 Unstable Focus

Now, we will consider the cases, when only one root of the characteristic equ-
ation (9.58) is real, while two remaining roots are complex conjugate.

When the matrix A has the following components

A D
2

4

0:2 0 0

0 0:1 �1
0 1 0:1

3

5 ;

then roots of Eq. (9.58) equal: �1 D 0:2, �2 D 0:1C i , �3 D 0:1� i . Then we have
to do with equilibrium position of unstable focus type. This situation occurs since
the real root as well as the real parts of complex roots are positive. The obtained
result is depicted in Fig. 9.31.

As a result, we obtained spirals stretching along the x-axis. As one can see a
radius of these spirals grows and moves away from the equilibrium position. This
type of singularity is called an unstable focus. Verification of this solution is a
numerically obtained graph depicted in Fig. 9.32.

The spirals stretching is better seen for a similar matrix A, which also characte-
rizes an unstable focus, namely:

A D
2

4

0:05 0 0

0 0:1 �1:3
0 1:3 0:1

3

5 :

The roots are following: �1 D 0:05, �2 D 0:1C 1:3i , �3 D 0:1 � 1:3i , and the
solution is depicted in Fig. 9.33.
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Fig. 9.31 The analytical solution, when an unstable focus is an equilibrium position in three-
dimensional space

Fig. 9.32 The numerical
solution, when an unstable
focus is an equilibrium
position in three-dimensional
space

9.4.2.5 Stable Focus

Similar graphs, in which phase trajectories approach to the equilibrium position,
occur in the case of a stable focus, which can be characterized by the following
matrix
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Fig. 9.33 The analytical solution, when an unstable focus is an equilibrium position in three-
dimensional space

A D
2

4

�0:2 0 0

0 �0:1 �1
0 1 �0:1

3

5 :

In this case, a root of the characteristic equation (9.58) is negative. While
complex conjugate roots have a negative real part: �1 D �0:2, �2 D �0:1 C i ,
�3 D �0:1 � i . Then, the solutions converge to the equilibrium position. This
situation is illustrated in Fig. 9.34.

9.4.2.6 Saddle-Node

Similar graphs of phase trajectories can be obtained in the case of equilibrium
position of saddle-node type. This singularity occurs when among three roots of
Eq. (9.58), the real one is negative and real parts of the remaining complex conjugate
roots are positive. It is possible when the matrix A has the following elements

A D
2

4

�0:1 0 0

0 0:09 �0:5
0 0:5 0:09

3

5 :

The roots are: �1 D �0:1, �2 D 0:09C0:5i , �3 D 0:09�0:5i , and the trajectories
are presented in Fig. 9.35.
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Fig. 9.34 The analytical
solution, when a stable focus
is an equilibrium position in
three-dimensional space

Fig. 9.35 The analytical
solution, when a saddle-node
is an equilibrium position in
three-dimensional space
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9.4.2.7 Saddle-Focus

An identical graph but flipped can be obtained if the matrix A has the form

A D
2

4

0:1 0 0

0 �0:1 �0:5
0 0:5 �0:1

3

5 :

The roots are: �1 D 0:1, �2 D �0:1C0:5i , �3 D �0:1�0:5i . One can see that in
this case a real root is positive and real parts of the complex roots are negative. The
singularity of this type is called a saddle-focus, and the phase trajectories approach
the equilibrium. This situation is illustrated in Fig. 9.36.

As one can see by the above considerations (just like in the case of phase plane),
the graphs of three-dimensional phase trajectories corresponding to specific equili-
brium points depend on coefficients occurring in the characteristic equation (9.58).
Only they decide about the number of real roots of this equation and their values.

Fig. 9.36 The analytical solution, when a saddle-focus is an equilibrium position in three-
dimensional space



Chapter 10
Stability

10.1 Introduction

If a dynamical system is governed by a system of equations

dys

dt
D Fs.t; y1; y2; : : : ; yn/; s D 1; 2; : : : ; n; (10.1)

then a point .y1 : : : yn/ will be called a phase point, and a space y1 : : : yn will be
called a phase space. In this chapter, we will consider systems, for which the Cauchy
theorem holds, which implies that for each point .t0; y10; : : : ; yn0/ there exists a
single solution (10.1) satisfying the initial conditionys.t0/ D ys.0/, s D 1; 2; : : : ; n.
More detailed discussion on this problem, including discussion on critical points and
curves, for which the Cauchy theorem holds can be found in [191]. The solution
ys D ys.t/ is a phase trajectory and the time t is a parameter.

Definition 10.1 (Lyapunov Stability). A solution y�
s D y�

s .t/ of the system (10.1)
is called stable in Lyapunov’s sense, if for any numbers " > 0 and t0 there exists
ı D ı."; t0/ > 0 such that all the solutions ys D ys.t/ of the system (10.1) along
with the solutions y�

s .t/, which satisfy the initial conditions

jys.t0/� y�
s .t0/j < ı; (10.2)

also satisfy the inequality

jys.t/ � y�
s .t/j < "; (10.3)

for t0 6 t < 1.

This means that the solution y�
s .t/ is stable, if in any given instant of time t0 all

the solutions ys.t/ sufficiently close to y�
s .t/ lie within any small (but ı-dependent)

© Springer International Publishing Switzerland 2014
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Fig. 10.1 Illustration of the stable solution in Lyapunov’s sense

epsilon band. It is depicted in Fig. 10.1. It is worth emphasizing that stability of the
solution y�

s .t/ does not imply its boundedness, and the boundedness does not imply
the stability. For example, solutions near resonance can be unbounded, yet stable.

On the other hand, chaotic orbits are characterized by the fact that when they
start from any close initial conditions they move away from each other exponentially
(they are unstable) but they stay bounded. Contradicting the definition (10.1) in the
sense of logic, we obtain the following definition.

Definition 10.2. A solution y�
s D y�

s .t/ is called unstable in Lyapunov’s sense, if
for some " > 0, t0, and any ı > 0 there exist at least one solution ys.t/ and the
instant t1 D t1.ı/ > t0 such that

jys.t0/ � y�
s .t0/j < ı and jys.t/ � y�

s .t/j � ": (10.4)

This situation is presented in Fig. 10.2.

Definition 10.3. A solution y�
s D y�

s .t/ is called asymptotically stable as t !
C1, if it is stable and the following condition is satisfied

lim
t!1 jys.t/ � y�

s .t/j D 0: (10.5)

Definition 10.4. If a solution y�
s .t/ is asymptotically stable as t ! C1 for the

whole considered region of initial conditions, then the solution y�
s .t/ is called global

asymptotically stable.

This means that a region of attraction of y�
s .t/ is the whole considered space.

One can show that it is sufficient to examine stability of a solution for any chosen
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Fig. 10.2 Illustration of an unstable solution in Lyapunov’s sense

instant of time t0. If the examined solution is stable or unstable for t D t0, then it is
also stable or unstable respectively for each instant of time in the considered interval
of variation of t [77]. Examination of stability by constantly acting perturbations is
a very important problem, as will be clear hereafter.

Definition 10.5. A solution ys D y�
s .t/ of the system (10.1) is said to be orbital

stable, if the solution trajectory ys.t/ located sufficiently close to the solution y�
s .t/

at instant t0 stays at distance, no greater than any arbitrarily small number " > 0,
from this solution. Or equivalently, for each " > 0 there exists such ı."; t0/, that if

jys.t0/� y�
s .t0/j < ı; (10.6)

then

�.ys.t/; y
�
s .t// < "; (10.7)

for t � t0 and � is a distance between ys.t0/ and y�
s .t0/.

Definition 10.6. A solution y�.t/ which is orbitally stable (or stable in Poincaré
sense) is called asymptotically orbital stable, if there exists such ı > 0, that for all
solutions satisfying the condition

jys.t0/� y�
s .t0/j < ı; (10.8)

the following condition is satisfied

�.ys.t/; y
�
s .t// ! 0; (10.9)
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Fig. 10.3 Scheme of stability and instability of a solution represented by the origin of the
coordinate system (equilibrium position)

as t ! 1. This means that the trajectory ys.t/ coincides with the trajectory y�
s .t/

as t ! 1.
It is worth emphasizing that a stable solution (asymptotically stable) in Lyapu-

nov’s sense will be orbitally stable (asymptotically orbital stable). While orbital
stability does not imply Lyapunov stability.

If we consider only perturbations of the unperturbed solution x.t/, then we can
introduce the following definitions of stability. An unperturbed solution is stable if
for any real value of " > 0 there exists real value of ı such that if kx.t0/k < ı, then
kx.t/k < " for all t > t0. A norm is defined by the formula

kxk D
p
xT x: (10.10)

An unperturbed solution is asymptotically stable, if lim
t!1 kx.t/k D 0. Stability

and instability of unperturbed solutions of equilibrium position on the basis of the
analysis of perturbations are depicted in Fig. 10.3.

In the case of analysis of the unperturbed solution y�.t/ the scheme of evolution
of a perturbed and unperturbed trajectory is depicted in Fig. 10.4.

The above figure differs from Fig. 10.3 by that the origin is time-independent in
the latter, while in Fig. 10.4 the unperturbed trajectory changes in time. A notion of
stability in Poisson sense is rarely used. A phase trajectory is called stable in Poisson
sense, when it is bounded and 8t0>0 and ı > 0 there exist (sufficiently large) values
of time ti , 0; 1; 2; : : :, for which the following inequality kx.ti / � x.t0/k < ı, is
satisfied, where ı is the neighbourhood of the mentioned singular point.
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Fig. 10.4 Stable time-dependent solution

Definition 10.7 (Lagrange Stability). The system (10.1) is stable in Lagrange
sense, if each of its solutions exists in time interval t 2 .t0;1/ and its norm is
bounded in this interval.

It is worth emphasizing that Lagrange stability concerns stability of a system,
thus stability of its all solutions (they are stable if they are bounded). As distinct
from this case, the notion of stability in Lyapunov’s sense concerns single phase
trajectories and their stability is not connected with the notion of boundedness. Now,
we give definitions of exponential stability.

Definition 10.8 (Exponential Stability). A trivial solution of the system (10.1)
will be called exponentially stable as t ! 1, if for any solution of this system
fx.t/g D ft I t0fx0gg originating from the region k.x0/k � ı the following inequality
holds

kx.t/k � L kx.t0/k e�˛.t�t0/; (10.11)
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where L and ˛ are some positive constants, which are independent of the choice of
the solution fx.t/g.

Exponential stability of a trivial solution implies asymptotical stability. If we
consider the exponent function exp.ˇt/, ˇ 2 R, then the coefficient ˇ characterizes
a function growth and we will call it a characteristic exponent of the function
exp.ˇt/. In the case of a complex function

F.t/ D FR.t/C iFI .t/; (10.12)

of real variable t , then a number (or a symbol ˙1) defined by the formula

�ŒF � D lim
t!1.1=t/ ln jF.t/j ; (10.13)

will be called a characteristic exponent (a notion of a characteristic number
of a function F.t/ has been introduced by Lyapunov), the number taken with
the opposite sign is a characteristic exponent. It is worth emphasizing that by
the inequality (10.11) a trivial solution is exponentially stable, if characteristic
exponents f�Œfx.t/g�g of the solutions fx.t/g of the system (10.1) close to the trivial
solution satisfy the inequality

�Œx.t/� � �˛ < 0: (10.14)

Definition 10.9 (Conditional Stability). A solution x�.t/ of the system (10.1) is
called conditionally stable as t ! 1, if there exists such k-dimensional manifold
(in the n-dimensional space) Sk .k < n/ that, for each solution satisfying the
condition

x.t0/ 2 Sk; kx.t0/ � x�.t0/k < ı."/; (10.15)

the following inequality holds

kx.t/ � x�.t/k < " for t � t0: (10.16)

The above definition can be easily generalized on a case of conditional asympto-
tical stability.

A solution x�.t/ will be called conditional asymptotically stable, if besides the
mentioned conditions in the Definition 10.9, the following property holds

lim
t!1 kx.t/ � x�.t/k D 0; (10.17)

where kx.t0/ � x�.t0/k < ı, while ı > 0 is constant.
The sense of the above definition will be discussed in more detail with the use

of an example of a system, which can be obtained from (10.1) by Taylor expansion
and extraction of a linear part
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dx

dt
D Ax C F.t; x/: (10.18)

We assume that the constant matrix A possesses k eigenvalues of negative real parts
and n � k characteristic roots (eigenvalues) of non-negative real parts. Moreover,
we assume that the function F.t; x/ satisfies Lipschitz condition, namely

kF.t; x�/� F.t; x/k � L kx� � xk ; (10.19)

for all t 2 .�1;C1/, and Lipschitz constant L is sufficiently small. Then, in
some neighbourhood of the point x D 0 there exist manifolds SC

k and S�
n�k of

dimensions k and n � k, and such that for solutions of the system (10.18) the
following boundary conditions are satisfied:

lim
t!C1 kx.t/k D 0; if x.0/ 2 SC

k ;

lim
t!�1 kx.t/k D 0; if x.0/ 2 S�

n�k:
(10.20)

It is worth emphasizing that the second boundary condition is sometimes used, when
one seeks position of an unstable equilibrium point or a periodic orbit in the case of
Poincaré map during numerical calculations.

The described notions of stability refer only to ideal systems governed by
ordinary differential equations. In real systems it often happens that the observation
time of the examined system is finite and sometimes very short. For such examples,
it is impossible to examine asymptotical stability as t ! C1. Consequently,
there exists a need for introduction a less rigorous definition of practical stability
(technical stability).

Definition 10.10. Consider a system of equations of the form

Px D F.t; x/CR.t; x/; (10.21)

while x.t0/ D a. The function R.t; x/ is a perturbation constantly influencing the
system, which is defined as sufficiently small, i.e. kR.t; x/k � r2, where r is a
sufficiently small number.

If all the solutions of the system (10.21) which satisfy the initial condition, i.e.
they are imposed with inaccuracies determined by the inequality

ka � bk D
n
X

iD1
.ai � bi /2 < ı2 (10.22)

and with constantly acting limited perturbationsR satisfy the condition

^
t>t0

kx.t/ � x�.t/k D
n
X

iD1
Œxi .t/ � x�

i .t/�
2 < "2; (10.23)
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then the solution x�.t/ will be called technically stable with respect to limitations
ı2, "2 and r2. A region determined by the number 2ı will be called a region of initial
conditions !, while a region determined by the number 2" will be called a region of
admissible solutions�.

We will point the differences between the above definition (referring to sys-
tems with constantly acting perturbations) and a definition in Lyapunov’s sense.
According to the definition in Lyapunov’s sense, for each region of admissible
solutions � there exists a region of initial conditions ! (can be selected), so that
solutions starting from this region stay in the region � all the time. In the case
of requirements determined by the definition of technical stability, notions of both
regions are independent. They can be a result of requirements concerning the quality
of technological, material conditions, etc.

In order to make a thorough study of this issue we will consider dynamics of a
system governed by the first-order differential equation:

dy

dt
D y

�

˛2 � y2
�

; ˛ > 0: (10.24)

A singular solution (equilibrium positions) is obtained by equating the right-hand
side of (10.24) to zero. The solutions are:

y�
1 D 0; y�

2 D ˛; y3 D �˛: (10.25)

A general solution of the above equation has the form:

y D ˛y0e
˛2.t�t0/

q

.˛2 � y20/C y20e
2˛2.t�t0/

; (10.26)

where y.t0/ D y0

lim
t!1 D y.t/ D ˙˛:

For ˛ D 1, a solution for four different initial conditions is shown in Fig. 10.5.
Some singular points are stable when they attract solutions, which are within

their neighbourhoods. And conversely, unstable singular points (or solutions) repel
solutions, which are within their neighbourhoods. The former will be called
attractors and the latter repellers [184].

With regard to detection of chaotic responses of simple dynamical system, but
governed by at least a system of three second-order differential equations, it is not
easy to define an attractor and repeller precisely and there exist several equivalent
definitions.

Going back to our dynamical system (10.1) we can observe that its right-hand
side generates a vector field, while the solution x.t/ D ˆ.t; t0; x0/ will be called a
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Fig. 10.5 Solution to Eq. (10.26)

vector state. The solution x.t/ is a vector, which has its origin in a point x0 D x.0/

and whose end moves at velocity f .x/, which depends on the position.
Systems governed by differential equations belong to the class of dynamical

systems with continuous time. If for every initial condition the Cauchy problem
possesses one solution, then a dynamical system is unique.

As one can see by the last example, only a small class of differential equations po-
ssesses analytical solutions and most differential equations are solved numerically.
With regard to applying of various numerical methods, it is necessary to introduce
discrete time. Then, one introduces a notion of a dynamical system with discrete
time (a cascade). A dynamical system .Rn; f / can present a cascade (discrete time)
or flow (continuous time).

In the case of a cascade, a sequence of successive values of fˆn.x/g, n D
0; 1; 2; : : : will be called a trajectory of the point x. If there exists a natural number
k � 2 and a point x0 satisfying the relationship x0 D ˆk.x0/, and x0 ¤ ˆl.x0/

for 0 < l < k, then x0 will be called a periodic point of period k. A trajectory
(periodic sequence) is connected with such a periodic point, whose k-element set
fx0;ˆ.x0/;ˆ2.x0/ : : : ˆk�1.x0/2g will be called a periodic orbit associated with a
point .x0/. Each point of this orbit is a periodic point of period k.

A point x� will be called an !-limit point of the trajectory fˆn.x/g if there exists
a sequence such that lim

n�!1ˆn
�

.x/ D x�. The set of all !-limit points will be called

the �-limit of the trajectory fˆn.x/g.
The compact subset X� of the space Rn will be called an invariant set of a

cascade .Rn;ˆ/ if ˆ.x�/ D x�.
The mentioned fixed points, periodic points and sets �-limit are examples of

invariant sets. Moreover we add quasi-periodic sets, which are one of �-limit sets.
They can occur in a system of at least third order. The simplest case, which is
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often encountered in technical problems is a harmonically driven linear oscillator.
Frequencies of free oscillations and excitation are not commensurable, e.g.: 1 andp
2. In this case, the observation and registration of a stationary state of the system

each period of the driving force allow to observe a course of a quasi-periodic orbit,
which is a collection of points constituting the closed curve.

On the basis of the earlier introduced notions we can make a notion of an attractor
and repeller clear. All of the mentioned sets, namely fixed points, periodic and
quasiperiodic solutions can be attractors or repellers.

An attractor of a dynamical system .Rn;ˆ/ is a bounded and closed invariant
set A � Rn if there exists such its neighbourhood O.A/, that for any x 2 O.A/

the trajectory fˆn.x/g stays in O.A/ and moreover asymptotically approaches this
point as n ! 1. Moreover, a set of all values of x, for which the sequence fˆn.x/g
tends towards the set A is called its set (basin) of attraction.

A repeller of a dynamical system .Rn;ˆ/ is a closed and bounded invariant set
A � Rn if there exists such a neighbourhood O.A/ that if x … A and x 2 O.A/,
then no matter the neighbourhood we choose, the property holds such that for some
l we haveˆk.x/ … O.A/ for k > l .

Recently, one encounters in the literature many examples of both strange
attractors and repellers, whose basins of attraction or repulsion can possess very
complicated character and properties [183–186, 189].

The next step in adaptation of definition for the purposes of real dynamical
systems is to introduce a notion of technical stability in finite time. This problem
has been stated and solved by Bogusz [52, 53].

Definition 10.11. Let a dynamical system be governed by Eq. (10.21) with the
initial conditions x.t0/ D x0, x 2 !. Let ! � � � En, where � is a bounded
and closed set, while each point x 2 ! possesses a compact neighbourhood within
�, i.e. 8

x2! _
R>0

K.x;R/ � �, where K.x;R/ denotes a ball, described in a set En,

with a centre at the point x and the radius R.
The dynamical system (10.21) will be called technically stable with respect to

.!;�/ in the finite time T > 0, if each trajectory starting at instant t0 from the point
x0 2 ! will not leave the set � within the time shorter that t0 C T , 8

x02$
x.t/ 2 �

for t0 < t < t0CT , and this illustrates Fig. 10.6.

Theorem 10.1. Let a positive definite function V.x/ of class C1 on En be given. If
the following conditions are satisfied:

.a/
dV.x.t//

dt
< 0;

for all x.t/ 2 �=! and 0 < t � t0 � T ;

.b/ V .x1; t1/ � V.x2; t2/;
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Fig. 10.6 Graphical
interpretation of
Definition 10.11

for all x1 2 !, x2 2 E=� and 0 < t2 � t1 < T , then the system (10.1) is technically
stable in the time T .

Proof. Let us denote by t0, t1, t2 and t3 the time of start of a trajectory from the point
x0, the time of leave of the set ! and set �, and the end of the observation when the
trajectory is outside � (see 10.6). According to the theorem assumptions we have
0 < t2 � t1 < T and V.x1; t1/ � V.x2; t2/. When a trajectory resides in the sets !
and �, the energy decreases along the trajectory as time increases, and this means
that

V.t2/� V.t1/ D
Z t2

t1

@V .x.t//

@t
dt < 0; (10.27)

and V.t2/ < V.t1/, which is in contradiction with the condition .b/ of
Theorem 10.1. ut
Theorem 10.2. Let a positive definite function V(x) be given of class C1 onto En.
If the following conditions are satisfied:

.a/ 8
x12!

V.x1; t1/ < C0; 0 < t1 � t0 < T I
.b/ V .x2; t2/ � C1; 0 < t2 � t0 < T; where C0 � C1I
.c/

dV.x.t//

dt
< C1�C0

T

for x.t/ 2 �=! and 0 < t2 � t1 < T , then the system (10.21) is technically stable
at the time T .

More examples concerning this problem can be found in the mentioned papers
of Bogusz as well as in [9]. A definition of stability in technical sense assumes
that a region of admissible solutions �, with respect to technological processes,
requirements, etc. includes a region of initial conditions !. It often happens that
a trajectory leaves the region of initial conditions ! � �, which come into the
region (set) � and stay there. This means that one can assume that behaviour of
the system is stable, when the system is in one of the equilibrium positions, from
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whose neighbourhood trajectories pass to a neighbourhood of another equilibrium
position. The stability understood in that way comes forward the effective needs of
technical stability investigations, which extend the range of Bogusz stability.

Definition 10.12. Consider the system (10.21) with initial conditions x.0/ D x0,
while a function R is constantly acting perturbation, and kR.t; x/k < r , where r is
a sufficiently small number. Let ! � En and � � En be two bounded and closed
regions (Fig. 10.7), while ! š �. The system (10.21) is called technically stable
with respect to .!;�/ at the time t > T , if each trajectory starting at the instant
t D 0 at the point x.0/ 2 ! will not leave the region � within the time t � T , i.e.
x.0/ 2 ! ) ^

t�T x.t/ 2 �.

The above definition has been stated by Szpunar [225]. When one examines
stability with the use of Szpunar’s method, one can make use of the following
theorem.

Theorem 10.3. Assume that there exists a positive definite function H.t � T; x/

of class C1 onto En. If the following conditions are satisfied: H.0; x/ D A.x/,
H.t � T; x/ ! �1 as jxj ! 1 in the interval 0 � t � T , derivative of the
functionH along the solutions of the system (10.21) satisfies

dH
dt
< M�C�

T
for t � 0; x … �� D fx;A .x/ � C �g (10.28)

where: M D max
x.0/2!0

HŒ�T; x.0/�; and the following inequality holds for C �

M �m � C � � M and C � < C (10.29)

Fig. 10.7 Scheme of stability in Szpunar’s sense with marked quantities occurring in The-
orem 10.3
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where:m� D min
x.0/2!HŒ�T; x.0/� and the inequalityH.t1 � T; x1/ < H.t2 � T; x2/

for t1 > t2, is satisfied x1 2 ��, x2 … � then the system (10.21) is technically stable
in Szpunar’s sense.

Radziszewski [203–206] and Sławiński [209–211] contributed to a discipline
connected with stability of dynamical systems. These works are connected with
so-called second Lyapunov’s method and the choice of Lyapunov’s function. Many
recent results point that this method requires the least amount of assumptions, which
weaken generality of considerations concerning a given system and that Lyapunov’s
function gives the best estimation of stability.

Consider the following nonlinear system [210]

Px D f .t, x/ (10.30)

where f W I �� ! Rn, I D .	;1/, 	 � �1 and � is a subset of Rn containing
the point .0; 0/. We will assume that f .t; 0/ D 0 for all t 2 I . On the basis of the
mentioned works we will show how one can estimate exponential stability, a set of
attraction and the so-called exponential index of convergence for the equilibrium
positions .0; 0/.

An exponential set of stability is defined by the relation:

�e.t0/ D



x0 2 � W
�

_
��1

��

_
ı>0

��

_
t�t0

�

kx.t; t0; x0/k < � kx0k e��.t�t0/
�

;

(10.31)

where k � k denotes a norm of a vector ! 2 Rn. The exponential index of stability is
a limiting value of the derivative of Lyapunov’s function.

V.x/ D kxks D .x; Sx/1=2; (10.32)

where x W R ! Rn, S 2 MC
n .R/, and MC

n .R/ is a set of symmetric positive
definite n � n real matrices. Derivative of the function V.x/ reads

PV .t; x/ D .x; Sf .t; x//

kxkS
: (10.33)

Before we go further, let us consider a simple particular case

Px D Ax; (10.34)

where A � Mn.R/. For this case, Eq. (10.33) takes the form:

PV .x/ D .x; SAx/

kxkS
: (10.35)
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According to Lyapunov’s definition the system (10.34) is exponentially stable if and
only if there exists such 
 that the following inequality holds

PV .x/ � 
V.x/; (10.36)

for all x 2 Rn. Assume that we choose 
 in the following way


s D sup
x2Rn

PV .x/
V .x/

D sup
.x; SAx/

.x; Sx/
: (10.37)

The system (10.34) will be called exponentially stable if there exists a positive
definite symmetric matrix S, such that 
 < 0. It is worth emphasizing that for the
system (10.34) and matrices S the values of 
s can be non-negative, in that case it is
interesting to make such a choice of a matrix S that the value of 
s is minimal, i.e.
solve the equation

Q
 D inf
S2MC

n .R/

sup
.x; SAx/

.x; Sx/
: (10.38)

A matrix S0 satisfying (10.38) will be called a best matrix for the linear sys-
tem (10.34). In general case, such a matrix may not exist. If the matrix A has a
complex structure, then the matrix S0 can be singular and S0 … MC

n .R/. One can
prove that

Q
 D max
j
Re�j .A/; (10.39)

where �j .A/ is an eigenvalue of the matrix. The condition Q
 < 0 is a necessary and
sufficient condition of exponential stability of a system. In the case of the considered
linear system, a choice of the best matrix S is given by the following lemma

Lemma 10.1. A best matrix S0 for the linear system (10.34) is a matrix determined
by the equations S0 D X�X , where X is a matrix of eigenvalues, which correspond

to the eigenvalues of the analysed system, and X� D X
T

.

In what follows we consider a system described by differential equations of the
form

� Px1
Px2
	

D
�

0 1

�1 2a
	 �

x1
x2

	

; (10.40)

where a 2 R is some parameter. A determinant of the matrix occurring in (10.40)
has the form

ˇ

ˇ

ˇ

ˇ

�� 1

�1 2a � �

ˇ

ˇ

ˇ

ˇ
D 0; (10.41)
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and this leads to the characteristic equation

�2 � 2a�C 1 D 0 (10.42)

Roots of the above equation are

�1;2 D a ˙
p
a2 � 1; (10.43)

and the following equality holds �1�2 D 1.
According to the lemma, let us look for a matrix of eigenvalues corresponding

the eigenvalues �1 and �2 which can take two forms. The former has the form

�

1 p

1 q

	 �

0 1

�1 2a
	

D
�

�1 0

0 �2

	 �

1 p

1 q

	

; (10.44)

and this leads to the following equations

p D ��1; 1C 2pa D �1p;

q D ��2; 1C 2qa D �2q:

Consequently, the sought values p D ��1, q D ��2 and the above two equations
(see the characteristic equation) are identically satisfied. A sought matrix X has the
form

X.1/ D
�

1 ��1
1 ��2

	

: (10.45)

The following matrix equation presents another form of a matrix composed of
eigenvectors

�

1 p

q 1

	 �

0 1

�1 2a
	

D
�

�1 0

0 �2

	 �

1 p

q 1

	

; (10.46)

and this leads to the following system of algebraic equations

p D ��; 1C 2pa D �1p;

q D �1=�2 � ��1; q C 2a D �2:

Finally, the sought matrix has the form

X.2/ D
�

1 ��1
��1 1

	

; (10.47)
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According to the lemma for jaj > 1 we have Q
 D a C p
a2 � 1 and the sought

matrix S0 has the following forms:

S
.1/
0 D

�

1 1

��1 ��2
	 �

1 ��1
1 ��2

	

D 2

"

1 � .�1C�2/
2

� .�1C�2/
2

.�21C�22/
2

#

and

S
.2/
0 D

�

1 ��1
��1 1

	 �

1 ��1
��1 1

	

D 2

"

1C�21
2

��1
��1 1C�21

2

#

;

and taking into account the dependence �1;2.a/ we have:

S
.1/
0 D 2

�

1 �a
�a 2a2 � 1

	

;

S
.2/
0 D 2k2

�

1 � 1
a

� 1
a
1

	

;

(10.48)

where k2 D a�1. Substituting the obtained values of the matrix into (10.38) we get
Q
 D �1.

Consider a limiting value of a derivative of Lyapunov’s function of the form


s.�/ D sup
t2I

sup
x2Bs�

.x; Sf .t; x//

.x; Sx/
; (10.49)

where BS
r D fx 2 Rn W kxkS < �g.

According to Krasowski theorem concerning the exponential stability (see
[138]), if there exists S 2 MC

n .R/ and � > 0 such that


S.�/ < 0; (10.50)

then the trivial solution (10.34) is exponentially stable and BS
� 2 �e.t0/ for each

t0 2 I . If there exists S 2 MC
m .R/ and � > 0 such that

Q
.�/ D lim
�!0

.�/ < 0; (10.51)

then a trivial solution of the system (10.34) is exponentially stable. In [210], the
time duration of the transient process is given. The time needed to reaching the
neighbourhood of the equilibrium position for any two sets �i D fx W kxkS D �i g
i D 1; 2; : : : such that �2 < �1 < �. If the condition (10.50) is satisfied, then
time duration of a transient process can be estimated directly with the use of the
introduced notion of a limiting value of derivative of Lyapunov’s function in the
following way:
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TS;�.�1; �2/ � 1


S.�/
ln
�2

�1
: (10.52)

The time needed to overcome the distance between x 2 BS
� and the equilibrium

position decreases k-times in the sense of a norm k � k if

T kS;� � � ln k


S.�/
: (10.53)

The value of the exponential index of convergence depends on the matrix S if for

S.�/ < 0. The less value 
S.�/, the better estimation is of �e.t0/ and T kS;�. We
demand the following minimal value of an exponential index of convergence with
respect to the matrix S 2 MC

n .R/

Q
� D inf
S2MC

n


S.�/: (10.54)

An analytical solution of such a stated problem can exist only for some systems of
several degrees-of-freedom. In the case of nonlinear system the problem reduces to
numerical determination of extremal values of the function

q.t; x/ D .x; Sf .t; x//

.x; Sx/
: (10.55)

A dimension of such a stated problem of optimization (10.54) is .n2C3n/=2, where
n is a dimension of the considered phase space. If the matrix S is known, then the
dimension of the problem is nC 1 and it is a linear function with respect to n. So in
order to decrease the dimension of the optimization problem we assume the matrix
S0 (which is a linear part of the analysed system) as the best one of the matrices S
occurring in (10.55). We will estimate the set of attraction and the exponential index
of convergence for an equilibrium position after the linearization of the system

f .t; x/ D Ax C h.t; x/; (10.56)

where:A 2 Mn.R/ and h W I �Rn ! Rn is a continuous function at the point .t; 0/
and lim

x!0

h.t;x/

kxk D 0 with respect to the time t , where k � k is an arbitrarily chosen

norm. Taking into account (10.49) and (10.50) we obtain

Q
S D lim
�!0

sup
t2I

sup
x2BS�

.x; SAx/C .x; Sh.t; x//

.x; Sx/
D max

i
Re�i

�

1

2
.ATS C AS/

	

;

(10.57)
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where AS D S1=2AS�1=2. If S D S0 � X�X and X satisfies the equation
XA D ƒX , then

Q
S0 D max
i
Re�i.A/ < 0: (10.58)

The exponential index of convergence 
S0;� is a non-decreasing function of �.
Taking into account the condition (10.50) and performed calculations one can state
the following theorem:

Theorem 10.4. If max
i

Re�i .A/ < 0 and lim
x!0

h.t;x/

kxk D 0 with respect to t , then a

trivial solution of such system (10.32) is exponentially stable and BS0
�0

2 �e.t0/,
where S0 � X�X and

�0 D supf� W 
s.�/ < 0g: (10.59)

The above theorem is a good tool to estimate an exponential index of convergence
and a set of attraction of the trivial solution. As can be seen by the mentioned
definitions of stability, very serious difficulties arise by precise determination of
many factors connected with real objects. Glendinning [99] states that there are
about 60 different definitions of stability.

Despite the fact that discussion of these definitions is not a goal of this
chapter, we will describe one more definition, which is one of the classical ones
(besides Lyapunov [159], Poincaré [201, 202]). The definition has been given by
Zhukovskiy [253]. Lyapunov’s definition refers to analysis of a trajectory from
neighbourhood of the examined one, whereas the Poincaré definition concerns
a distance between neighbouring trajectories and the examined trajectory in the
phase space. The Zhukovskiy definition seems to gather advantages of both of the
mentioned definitions. In the case of the stability analysis of equilibrium positions
all three definitions are equivalent.

With regard to detection of chaotic orbits, it turns out that applying two first
definitions to evaluate the stability of chaotic orbits is not satisfactory. The main
idea of Zhukovskiy’s method is to estimate the distance between neighbouring
trajectories on a piece of a surface, which is perpendicular to one of the trajectories
[154], and this allows to introduce a completely new conception of linearization.
In order to introduce a notion of Zhukovskiy stability we introduce the following
class of a homeomorphic mapping. Let us recall a notion of homeomorphism: if
X and Y are topological spaces, then a homeomorphism is called a continuous,
bijective mapping between two spaces X and Y , and the inverse mapping is
continuous as well. Two topological spaces will be called homeomorphic if there
exists homeomorphism, which maps one space into another one.

� D f	 j	 W Œ.0;C1/ ! .0;C1/; 	.0/ D 0�g; (10.60)

while the function� will play a role of a parameterizing factor of the trajectory x.t/.
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Definition 10.13 (Zhukovskiy’s Stability). A solution x.t/ D x.t; x0/ will be
called stable in Zhukovskiy sense if 8

">0
_

ı."/>0
for any y0 2 Bı.x0/ (Bı.x/ is an

open ball of a radius ı and its centre x) one can find two parameterizing factors
	1; 	2 2 � such that for all t � 0 the following inequality holds:

kx.	1.t/; x0/ � x.	2.t/; y0/k < ": (10.61)

Next definitions concern asymptotical stability and non-stability in Zhukovskiy
sense.

Definition 10.14. A solution x.t/ D x.t; x0/ is asymptotically stable in Zhukovski
sense if one can find such ı0 > 0, that for all y0 2 Bı0.x0/ there exist two
parameterizing functions 	1; t2 2 � , that the following condition is satisfied:

lim
t!C1 kx.	1.t/; x0/� x.	2.t/; y0/k ! 0: (10.62)

Definition 10.15. A solution x D x.t; x0/ is called unstable in Zhukovskiy sense as
t ! C1, if there exists such e > 0, that for any ı > 0 one can select y0 2 Kı.x0/

in the way that for any two parameterizing function 	1; 	2 2 M and for the first
	1 � 0 following inequality holds:

kx.	1.t/; x0/� x.	2.t/y0/k � ": (10.63)

As was mentioned, in the case of stability analysis of equilibrium position
Lyapunov’s, Poincaré and Zhukovskiy’s definitions are equivalent.

Consider a periodic solution x D x.t; x0/, i.e. an image of this solution in the
phase-space is a closed curve.

In this case, one can see the essential differences between definitions in Lyapunov
and Poincaré sense, as was mentioned earlier. Assume we will consider an autono-
mous conservative harmonic oscillator. Then the perturbed solution with respect
to the examined periodic solution will be also periodic. Thus, an arbitrary small
perturbation makes a solution transfer from one closed curve to another one in the
phase space and it is stable in Poincaré sense. However, it is not stable in Lyapunov
sense because the periods of the mentioned orbits are distinct. For the considered
case, Zhukovskiy’s definition is equivalent to Poincaré but not to Lyapunov’s one.

Consider a more general situation, when the analysed trajectory is neither
periodic nor degenerate periodic orbit, i.e. an equilibrium position. In the considered
case, a phase point belonging to the perturbed solution can leave neighbourhood
of a segment of the analysed trajectory so as to find itself in " neighbourhood of
another segment of the trajectory. In this case, a trajectory is unstable in Zhukovskiy
sense, though distances between phase points belonging to the perturbed and
unperturbed orbit remain arbitrarily small. Thus, the solution is stable in Poincaré



348 10 Stability

sense. Many other examples, which point out usefulness of applications of the
Zhukovskiy definition (in particular, to analysis of stability of quasi-periodic or
chaotic trajectories) have been discussed in [154].

10.2 Lyapunov’s Functions and Second Lyapunov’s Method

If

xS.t/C y�
S .t/ D yS.t/; (10.64)

then substituting (10.64) into Eq. (10.1) we get

dxs
dt

D Xs.t; x1; : : : ; xn/; s D 1; : : : ; n; (10.65)

where

XS.t; x1; : : : ; xn/ D FS.t; x1 C y�
1 ; : : : ; xn C y�

n / � FS.t; y�
1 ; : : : ; y

�
n /:

The quantities xS.t/ are understood as perturbations of the analysed (unperturbed)
solution y�

S .t/. It is noteworthy that the solutions xS � 0 of Eq. (10.64) (which are
called equations of perturbations hereafter) correspond to the solution y�

S .t/. Thus,
stability analysis of the solution y�

S .t/ reduces to the analysis of a trivial solution
(equilibrium position) of equations of motion of a perturbed system which are also
called reduced equations.

Now, we will introduce some notions and definitions, which are necessary for
further considerations.

Definition 10.16. A scalar, real and continuous function V.t; x1; : : : ; xn/ is cal-
led a weak definite (positive or negative) function, if V.t; x1; : : : ; xn/ � 0 or
V.t; x1; : : : ; xn/ � 0, respectively.

Definition 10.17. A function V.t; x1; : : : ; xn/ is called positive definite if there
exists a scalar functionW.x1; : : : ; xn/ such that

V.t; x1; : : : ; xn/ � W.x1; : : : ; xn/ > 0; (10.66)

V.t; 0 : : : ; 0/ D W.0; : : : ; 0/: (10.67)

Similarly, we define a negative definite function V .
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Fig. 10.8 Illustration of a positive definite function for a two-dimensional system

Definition 10.18. If there exists W.x1; : : : ; xn/ such that:

V.t; x1; : : : ; xn/ � W.x1; : : : ; xn/ < 0; (10.68)

V.t; 0 : : : ; 0/ D W.0; : : : ; 0/ D 0; (10.69)

then the function V.t; x1; : : : ; xn/ is called negative definite.

A positive or negative definite function is called sign definite. One can show that
if V.t; x1; : : : ; x2/ D V.x1; : : : ; xn/ is a sign definite function, then there exists such
a number H > 0, for which all the surfaces V.x1; : : : xn/ D C are closed around
the point .0; : : : ; 0/ for jC j < H . If there is time in the function V , then though
the surfaces V.t; x1; : : : ; xn/ change as time flows, after a suitable selection of
C the surfaceV.t; x1; : : : ; xn/ stays within the region surrounded by a closed surface
W.x1; : : : ; xn/. For a system of two variables one can give a graphical illustration
(see Fig. 10.8).

When one examines stability by means of Lyapunov’s method one needs to relate
a function V.t; x1; : : : ; xn/ to the reduced system (10.65). If a variable .x1; : : : ; xn/
of this system is the same variable occurring in the function V.t; x1 : : : ; xn/, then
the function

PV .t; x1; : : : ; xn/ D @V

@t
C

n
X

iD1

@V

@xi
Xi .t; xi ; : : : ; xn/; (10.70)

is called an exact derivative of the function V.t; x1; : : : ; xn/ with respect to time t ,
associated with the reduced system.

Theorem 10.5 (First Lyapunov’s Theorem). If for the reduced system (10.64)
there exists a scalar function V.t; x1; : : : ; xn/, defined up to a sign which possesses
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a time derivative PV .t; x1; : : : ; xn/ and is associated with the system (10.64), and is
a function of a constant sign, which is opposite to the sign of V or is identically
zero, then a trivial solution .x1; : : : ; xn/ D .0; : : : ; 0/ of this system is stable in
Lyapunov’s sense as t ! C1.

Theorem 10.6 (Second Lyapunov’s Theorem). Let for the reduced system (10.64)
exist a function V.t; x1; : : : ; xn/, defined up to a sign which possesses a time
derivative PV .t; x1; : : : ; xn/, defined up to a sign, which is opposite to the sign of
V , then a trivial solution .x1; : : : ; xn/ D .0; : : : ; 0/ of this system is asymptotically
stable in Lyapunov’s sense as t ! C1.

Theorem 10.7 (The First Theorem on Instability). Let for the reduced
system (10.64) exist a function V.t; x1; : : : ; xn/ such that its derivative
PV .t; x1; : : : ; xn/ with respect to t , associated with this system, is definite and

can attain, in the neighbourhood of zero, values of the same sign as the function
V.t; x1; : : : ; xn/ does, then a trivial solution (unperturbed solution) is unstable.

Theorem 10.8 (The Second Theorem on Instability). If for the reduced
system (10.64) one can find a bounded function V.t; x1; : : : ; xn/, whose derivative
can be transformed into the form

PV D �V CW; (10.71)

where � is a particular constant positive number, W � 0 or is a particular weak
definite function and if the function V.t; x1; : : : ; xn/ is not weak definite of opposite
sign to the function W, then a trivial solution is unstable.

Two first Lyapunov’s theorems and the first theorem on instability allow for a gra-
phical illustration. If the function V.t; x1; : : : ; xn/ and its derivative PV .x1; : : : ; xn/
are definite and of opposite signs functions, then a phase point moving along the
phase trajectory intersects each surface V.x1 : : : ; xn/ D C from outside, since the
function V values should decrease. In this case, phase trajectories should approach
the origin of the coordinate system (Fig. 10.9a).

Finally, in the case of fulfilment of conditions concerning the first theorem on
instability, a phase point moving outward the curve (Fig. 10.9c) intersects the surface
V.t; x1; : : : ; xn/ D C . The case from Fig. 10.9b is particular, since PV D 0.

As can be noted, one assumed that the derivative PV .t; x1; : : : ; xn/, associated
with the system, whose stability we want to determine, is weak definite at some
neighbourhood of the origin. In order to show that a dynamical system is unstable
it is sufficient to show that there exists at least one trajectory, which has its origin in
the neighbourhood of an equilibrium position and the trajectory moves away from
this point. It is not necessary to take into account the whole neighbourhood of the
equilibrium position.

Theorem 10.9 (Chetayev Theorem). Let for the reduced system (10.65) exist a
function V.t; x1; : : : ; xn/, which possesses continuous partial derivatives of first
order and whose projection of its cross-section on the plane .0; x1; : : : ; xn/ is not
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Fig. 10.9 Graphical illustration corresponding theorems on stability and instability

an empty and closed set, and its boundary includes the origin of the coordinate
system and moreover on the boundary V.t; x1; : : : ; xn/ D 0. If the function
V.t; x1; : : : ; xn/ is bounded in a region of projection and has a derivative in this
region PV .t; x1; : : : ; xn/ associated with the system (10.65), provided that in each
subregion of this region for which V.t; x1; : : : ; xn/ � ˛ > 0 the inequality
PV .t; x1; : : : ; xn/ � ˇ > 0 holds, where ˇ D ˇ.˛/ is a certain positive number,

which depends on a positive number a, then a trivial solution of the system (10.65)
is unstable in Lyapunov’s sense as t ! C1.

Projection of the cross-section of function V.t; x1; : : : ; xn/ on the plane
.0; x1; : : : ; xn/ is depicted in Fig. 10.10. The origin belongs to the boundary
of this projection. If there exists an internal point .t0; x

.0/
1 ; : : : ; x

.0/
n / such that

0 < kfx.0/gk < ı, and V.t0; x
.0/
1 ; : : : ; x

.0/
n / D ˛ > 0, PV .t; x1.t/; : : : ; xn.t// > 0,

then the projection of the trajectory, which has its origin in the cross-hatched region
will leave this region.

Consider the reduced system (10.64) again. If a trivial solution of this system
is global asymptotically stable, then it is asymptotically stable in Lyapunov’s sense
and its region of attraction is the whole space.

A function V.t; x1; : : : ; xn/ will be called infinitely large, if for an arbitrary
positive number ˛ there exist a positive number R such that the inequality
V.x1; : : : ; xn/ > ˛ holds for all x1; : : : ; xn lying inside a ball of radius R.

Theorem 10.10 (Barbashin–Krasovskiy Theorem). If there exists a positive de-
finite, infinite function V.x1; : : : ; xn/ and such that its derivative associated with
the system (10.65) is a negative definite function (while dV=dt D 0 holds for
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Fig. 10.10 Graphical
illustration of Chetayev’s
theorem

.x1; : : : ; xn/ D .0; : : : ; 0/), then a trivial solution of the system (10.65) is global
asymptotically stable.

The above theorem concerns necessary and sufficient conditions of a system
stability in Lagrange sense.

Theorem 10.11. It is sufficient and necessary for the system (10.1) to be stable
in Lagrange sense if there exists a function V.t; y1; : : : ; yn/, which satisfies the
following conditions:

(a) V.t; y1; : : : ; yn/�W.y1; : : : ; yn/, and W.y1; : : : ; yn/!1 for k.y1; : : : ; yn/
k!1;

(b) for any expansion ys.t I t0; y10; : : : ; yn0/, s D 1; : : : ; n a function V.t; ys/ is
non-increasing with respect to t.

This last condition is equivalent to the condition PV .t; y1; : : : ; yn/ � 0; where PV
is a derivative of a function associated with the analysed system.

Consider a very general nonlinear oscillator described by the following equation

Rx C p.t/ Px C q.t/f .x/ D 0; (10.72)

with the following initial conditions: p.t/, q.t/ and f .x/ W 0 < q.t/ < M; p.t/ �
� Pq=2q and

R ˙1
0

f .x/dx D C1.
One can show that solutions and their derivatives of this equation are bounded

for t 2 Œt0;1�. Let us transform the system (10.72) into two first-order equations of
the form

dx

dt
D y; (10.73)
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dy

dt
D �p.t/y � q.t/f .x/: (10.74)

We assume the following form of the function V :

V.t; x.t/; y.t// D
Z x.t/

0

f .�/d� C y2.t/

2q.t/
; (10.75)

and since q.t/ � M , then we assume

W.x; y/ D
Z x

0

f .�/d� C y2

2M
; (10.76)

where: V.t; x; y/ � W.x,y/ and W.x; y/ ! C1, when x2 C y2 ! 1.
Next, we calculate the derivative associated with the system (10.72)

dV.t; x; y/

dt
D f .x/y � y

q
Œpy C qf � � y2 Pq

2q2
; (10.77)

and after transformations we obtain the inequality

PV D �y
2

q
.p C Pq

2q
/: (10.78)

According to the inequality p.t/ > � Pq=2q, taking into account the assumption that
q > 0, we obtain PV Œt; x.t/; y.t/� � 0, and this proves boundedness of x.t/ and Px.t/
in the interval .0;1/.

Now, we give a few theorems concerning characteristic exponents. Proofs of the
theorems can be found in the monograph [77].

Theorem 10.12. A characteristic exponent of finite sum of functions fm.t/ .m D
1; : : : ;M / is not greater than the greatest one of the characteristic exponents of
each of the sum components.

Theorem 10.13. A characteristic exponent of product of the finite number of
functions fm.t/.m D 1; : : : ;M / is not greater than the sum of characteristic
exponents of these functions.

A characteristic exponent of a matrix ŒFjk.t/� is said to be a number or symbol
.˙1/ defined by the formula

�ŒF � D max
j;k

�ŒFj;k.t/�: (10.79)

Theorem 10.14. A characteristic exponent of the sum of finite number of matrices
does not exceed the largest one from among characteristic exponents of these
matrices.
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Theorem 10.15. A characteristic exponent of the product of finite number of
matrices is not greater than the sum of characteristic exponents of these matrices.

A solution fy.t/g, which is not a trivial solution of the system (10.65) is
exponentially stable, if the solution and close solution x.t/ for t D t0 satisfy the
inequality

kx.t/ � y.t/k � L kx.t0/� y.t0/k e�ˇ.t�t0/; (10.80)

for t � t0 and for particular positive constants L and ˇ.
For a homogeneous linear system of constant coefficients, the asymptotical

stability of its trivial solution implies the exponential stability. In general it is not
true, when the coefficients are variable.

Theorem 10.16. If there exists a positive definite quadratic form

V.x1; : : : ; xn/ D .Ax; x/; (10.81)

whose derivative PV .x1; : : : ; xn/ associated with the reduced system (10.65) satisfies
the inequality

PV .x1; : : : ; xn/ � W.x1; : : : ; xn/; (10.82)

while

W.x1; : : : ; xn/ D �.Bx; x/; (10.83)

is a negative definite quadratic form, and matrices A and B are constant and
symmetric, then a trivial solution of the system (10.65) is exponentially stable as
t ! 1.

Now, we will examine the stability with the use of Lyapunov’s function.

Example 10.1. Examine the stability of equilibrium positions of a pendulum
governed by the equation

R� C ˛2 sin� D 0:

The above equation is transformed into a system of two first-order differential
equations

d�

dt
D v;

dv

dt
D �˛2 sin �:
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First, we will consider a more general problem, namely a dynamical system of the
form

d�

dt
D v;

dv

dt
D �F.�/:

(	)

We will show that if F.�/ is a function satisfying two conditions

F.0/ D 0;

�F .�/ > 0 for � ¤ 0

then the equilibrium position � D v D 0 is stable. One can observe that the system
(	) possesses a first integral of the form

v2

2
C
Z �

0

F.�/d� D C:

Differentiating th above relation yields we get

vdv C F.�/d� D 0;

and this follows from Eq. (	). In the interval .0; �/ the function F.�/ > 0, and this
means that

Z �

0

F.�/d� > 0

for � ¤ 0. Hence, a function

V.�; v/ D v2

2
C
Z �

0

F.�/d� (		)

is positive definite. Its derivative reads

dV

dt
D @V

@�
v � @V

@v
F.�/:

Therefore, we get

dV

dt
D F.�/v � vF.�/:
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According to the first Lyapunov theorem (Theorem 10.1) the equilibrium position
� D v D 0 is stable, since the function PV is identically zero.

Now, let us go back to our studied system. The system possesses infinitely many
equilibrium positions of the form .�; v/ D .k�; 0/ for k D 0; 1; 2; : : : . With regard
to periodicity of a function sin�, it is sufficient to examine only one top and bottom
position of the pendulum, i.e. .0; 0/ and .�; 0/. Let .�0; v0/ be a particular solution
we want to examine. Then, we obtain

d.�0 C �/

dt
D v0 C v;

d.v0 C v/

dt
D �˛2.sin �0 cos� C cos�0 sin �/;

since for small � we have sin � 
 � and cos� 
 1.
After linearization we have

d�

dt
D v;

dv

dt
D �˛2� cos�0:

Solutions of the latter equations are sought in the form � D Ae�t ; v D Be�t . We
obtain the following characteristic equation

ˇ

ˇ

ˇ

ˇ

� �1
˛2 cos�0 �

ˇ

ˇ

ˇ

ˇ
D �2 C ˛2 cos�0 D 0:

For the top position, i.e. .�; 0/ we have � D ˙˛ and since ˛ > 0, then
the equilibrium position is unstable. For the bottom position, i.e. .0; 0/ we have
� D ˙i˛ and stability of the equilibrium position can be examined by means of
Lyapunov’s function. According to (		) we have

V.�; v/ D v2

2
C
Z �

0

˛2 sin &d& D v2

2
C ˛2.1 � cos�/:

A function V.�; v/ is positive definite. Let us examine its derivative

dV.�; v/

dt
D �v˛2 sin � C sin�˛2v � 0:

Thus, according to Theorem 10.1 the equilibrium position � D v D 0 is stable.

�

Example 10.2. Examine stability of a solution .0; 0/ for a dynamical system
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dx

dt
D ax5 C by;

dy

dt
D cx C dy3;

provided that a < 0 and d < 0.

By the linearized equation we have

dx

dt
D by;

dy

dt
D cx;

hence we get the characteristic equation

ˇ

ˇ

ˇ

ˇ

� b

c �

ˇ

ˇ

ˇ

ˇ
D �2 � bc D 0: (	)

If bc > 0, then the examined equilibrium position is unstable. If bc < 0, then by
Eq. (*) we get purely imaginary complex conjugate roots �1;2 D ˙i p

bc, and this
corresponds to the critical case. Examination of stability of an equilibrium position
should be performed with the use of Lapunv’s function.

We seek Lyapunov’s function of the form

V.x; y/ D A1.x/C A2.y/;

where A1.0/ D A2.0/ D 0. Derivative of this function reads

dV

dt
D dA1

dx
.ax5 C by/C dA2

dy
.cx C dy3/:

We want function dV
dt

to have the following form

dA1

dx
by C dA2

dy
cx D 0:

By the latter equation we get

by
dA2
dy

D � cx
dA1
dx

D 1

2
; (		)

where one assumed that the ratios should equal 1=2. By Eq. (		) we obtain
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dA2

dy
D 2by;

dA1

dx
D �2cx;

and integrating we obtain

A2 D by2;

A1 D �cx2:

If these expressions are taken into account in V.x; y/, then we get the sought
function

V.x; y/ D by2 � cx2:

Its derivative is

dV

dt
D 2bdy4 � 2acx6:

If the parameters b and c are of distinct signs, then V.x; y/ is a function determined
up to a sign, since it is everywhere positive or negative except at the point x D y D
0. The function PV has zeros different from x D y D 0, when the conditions are
satisfied bdy4 D acx6. If a < 0, d < 0 and bc < 0, then the trivial solution .0; 0/
is asymptotically stable.

�

10.3 Classical Theories of Stability and Chaotic Dynamics

A natural question arises whether introduced classical theories of stability and
instability can be applied to analysis of perturbed chaotic orbits? This problem was
investigated by Leonov [154]. Firstly, let us introduce a definition of invariance of a
set K .

Definition 10.19. We say that a set K is invariant, if x.t;K/ D K for any t , while

x.t;K/ D ˚

x.t; x0/jx02K
�

:

An invariant set is generated by already described continuous systems (of continu-
ous independent variable)
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dx

dt
D F.t/; t 2 R1; (10.84)

or discrete ones (cascades with the independent variable t D 0; 1; 2; : : : ),

x.t C 1/ D F.x.t//; (10.85)

where: x 2 Rn and F.x/ is a vector function.

In mathematical sense, if for any x0 a trajectory x.t; x0/ for t 2 .0;C1/ is
uniquely determined, then we say that Eqs. (10.84) and (10.85) govern a dynamical
system.

Now, on the basis of Leonov’s work [154], we extend classical theory of stability,
referred not to single trajectories but to invariant sets.

Definition 10.20. We say that the invariant set K is locally attracting (attractor), if
for some neighbourhood of e this set K."/, the following condition is satisfied

lim
t!C1�.K; x.t; x0// D 0; 8

x0
2 K."/; (10.86)

where % is a distance between a point x and the set K . The distance is defined by
the formula

�.K; x/ D inf
z2K kz � xk ;

where k�k is an Euclidean norm in Rn, and K."/ is a set of points x, for which
�.K; x/ < ".

Definition 10.21. We say that the invariant set K is a globally attracting set if

lim
t!C1�.K; x.t; x0// D 0; 8

x0
2 Rn:

Definition 10.22. We say that an invariant set K is locally uniform attracting, if for
any number ı > 0 and a bounded set B � Rn there exists such a number t.ı; B/,
that the following relation holds

x.t; B/ � K.ı/; 8t � t.ı; B/:

A graphical interpretation of Definition 10.22 is illustrated in Fig. 10.11.
Note that if the neighbourhoodK."/ grows and covers Rn, then B \ Rn D B .

Definition 10.23. We say that the invariant set K is global uniformly attracting,
if for any number ı > 0 and bounded set B � Rn there exists such a number
t.ı; B/ > 0, that the following relation holds
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Fig. 10.11 A set K being local uniformly attracting

Fig. 10.12 A set K being
global uniformly attracting

x.t; B/ � K.ı/; 8t � t.ı; B/:

The above definition implies that a trajectory starting from any point of the set B
will reach the set K.ı/ and stay there (see Fig. 10.12).

Definition 10.24. We say that an invariant set K is stable in Lyapunov’s sense if for
any number " > 0 one can find such a number ı > 0, that the following relation
holds

x.t;K.ı// � K."/; 8t � 0:

An illustration of this theorem is depicted in Fig. 10.13.
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Fig. 10.13 A set K being
stable in Lyapunov’s sense

Referring to the earlier introduced notions of stability one can come to the
following conclusions (proved in the monograph of Leonov [154]):

(i) For continuous dynamical systems, Lyapunov stability implies Zhukovskiy
stability, and Zhukovskiy stability implies Poincaré stability.

(ii) For discrete dynamical systems, Lyapunov stability implies Poincaré stability.
(iii) In the case of equilibrium positions, all the introduced notions of stability are

equivalent.
(iv) In the case of periodic orbits of discrete systems, the notions of Lyapunov and

Poincaré stability are equivalent.
(v) In the case of periodic orbits of continuous systems, the notions of Poincaré

and Zhukovskiy stability are equivalent.

It follows from the analysis of chaotic orbits that perturbed orbits are sensitive
on perturbations and characterize of rapid mutual repelling. The considerations
performed in monograph [154] imply that periodic orbits, in the case of continuous
dynamical systems, can be stable in Poincaré and Zhukovskiy sense but unstable
in Lyapunov’s sense. On the other hand, orbits repelling each other (chaos) can be
stable in Poincare sense. Moreover, Leonov comes to conclusion, on the basis of
examples, that from among classical notions of instability the ones in Zhukovskiy
and Lyapunov senses are the best choices for analysis of strange chaotic attractors,
respectively for continuous and discrete systems.



Chapter 11
Modelling via Perturbation Methods

11.1 Introduction

Asymptotical methods, including perturbative ones, belong to the methods com-
monly applied in physics, applied mathematics and engineering sciences.

In this chapter, we will limit ourselves to analysis of only a few simple examples
on the basis of modelling with the use of classical perturbative methods. Many
monographs and thousands of scientific articles are devoted to this problem (see,
for example, [7, 24]).

Before we start considering particular examples of modelling, we will briefly
mention the advantages and disadvantages of asymptotic modelling.

The advantages include the following features of asymptotic methods:

(i) asymptotic methods are closely related to the examined physical process;
(ii) they enable to obtain solutions in analytic forms;

(iii) they enable to determine many important features of the sought solution;
(iv) they enable the unique mathematical approach to many various physical

problems;
(v) they allow for initial estimation of possible solutions, which can be more

thoroughly analysed via numerical methods;
(vi) they enable to construct solutions by means of combined methods, i.e.

asymptotical and numerical ones.

The disadvantages include:

(i) it is difficult to estimate an error connected with a construction of an approxi-
mated solution;

(ii) the proof that an asymptotic series is convergent to a real solution is very
laborious;

(iii) there are no general rules concerning the choice of perturbative parameters, so
it depends on intuition and experience of a researcher.

© Springer International Publishing Switzerland 2014
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It is worth emphasizing that a small perturbation parameter, which plays a
key role by evaluation of asymptotical convergence of series, can have a physical
interpretation or can be introduced artificially.

The ideal for application of the asymptotic method is to introduce an artificial or
small physical parameter ", so that the problem can be reduced to the analytically
solvable problem for " D 0.

In spite of the standard classical approaches, there exists also a few new methods
allowing to eliminate a small perturbation parameter, and hence to extend a validity
of the obtained results. The mentioned approaches include the multiple scale
methods [180] and its further modifications [134], max–min approach [118] and
improved amplitude-formulation [117], homotopy perturbation method [116] and
parameter-expanding method [119].

11.2 Selected Classical Perturbative Methods

11.2.1 Autonomous Systems

11.2.1.1 The Krylov Method

Consider a system governed by the equation

Ry C ˛20y D "Q.y/: (11.1)

For the sake of simplicity, we assume thatQ.0/ D 0, and this means that y D 0 is
an equilibrium position. The functionQ.y/ can be expanded around the equilibrium
position, while .dQ=dy/yD0 D 0. A solution of Eq. (11.1) is sought in the form

y D y0.t/C
K
X

kD1
"kyk.t/: (11.2)

Additionally, in order to eliminate so-called secular terms (unbounded growth in
time) one introduces the series

˛2 D ˛20 C
K
X

kD1
"k˛k: (11.3)

Taking into account (11.2) and (11.3) in (11.1), we get

K
X

kD0
"k Ryk C

 

˛2 �
K
X

kD1
"k˛k

!

K
X

kD0
"kyk D "Q

 

K
X

kD0
"kyk

!

: (11.4)
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Next, we expand the right-hand side of (11.4) in a power series around " D 0 and
we get

"Q.y/ D "Q

 

K
X

kD0

"kyk

!ˇ

ˇ

ˇ

ˇ

ˇ

"D0

C
(

Q

 

K
X

kD0

"kyk

!

C "Q0

 

K
X

kD0

"kyk

!

K
X

kD1

k"k�1yk

) ˇ

ˇ

ˇ

ˇ

ˇ

"D0

"

C
(

Q0

 

K
X

kD0

"kyk

!

K
X

kD1

k"k�1yk CQ0

 

K
X

kD0

"kyk

!

K
X

kD1

k"k�1yk C "Q0

 

K
X

kD1

"kyk

!

�
K
X

kD1

k"k�1yk

K
X

kD1

k"k�1yk C "Q0

 

K
X

kD1

"kyk

!

K
X

kD2

k.k � 1/"k�2yk

) ˇ

ˇ

ˇ

ˇ

ˇ

"D0

"2

2
C � � �

D Q.y0/"C 2Q0.y0/y1
"2

2
C � � � ;

(11.5)
where:Q0 D dQ

dy
, Q00 D d2Q

dy2
; : : : .

Taking into account (11.5) in (11.4) and equating terms standing by " of the same
powers in (11.4) we obtain:

"0 W Ry0 C ˛2y0 D 0;

"1 W Ry1 C ˛2y1 D ˛1y0 CQ.y0/;

"2 W Ry2 C ˛2y2 D ˛2y0 C ˛1y1 C y1Q
0.y0/;

: : : : : :

(11.6)

A solution of the first recurrent equation of a sequence of equations is a function

y0 D a0 cos ; (11.7)

where

 D ˛t C‚0: (11.8)

Taking into account (11.7) in the second equation (11.6) we have

Ry1 C ˛2y1 D ˛0a0 cos CQ.a0 cos /: (11.9)

The function Q.a0 cosy/ is even and periodic of period 2� , thus one can be
expanded in Fourier series

Q.a0 cos / D 1

2
b0 C

1
X

nD1
bn cosn ; (11.10)

where

bn D 2

�

Z �

0

Q.a0 cos / cosn d : (11.11)
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Taking into account (11.10) in (11.9) we get

Ry1 C ˛2y1 D 1

2
b0 C .˛1a0 C b1 .a0// cos C

1
X

nD2
bn cosn : (11.12)

In order to obtain a periodic solution we need to eliminate a secular term in the
solution y1.t/, i.e. we assume that

˛1a0 C b1 .a0/ D 0: (11.13)

By the above equation we determine ˛1 D � b1.a0/

a0
, so the first unknown

component of the series (11.3). A solution of (11.12), including (11.13), is

y1 D a1 cos .˛t C‚1/C b0

2˛2
C

1
X

nD2

bn

˛2 � .n˛/2 cosn : (11.14)

Constants a0 and ‚0 are determined by the initial conditions, so we assume that
a1 D ‚1 D 0. This leads to determining a0 and ‚0 from Eq. (11.2), which can be
troublesome in practice. That is why the constants a0 and ‚0 are often determined
in a way that the solution y0 satisfies the initial conditions.

In further considerations we assume a1 D ‚1 D 0 and by (11.14) we get

y1.t/ D b0

2˛2
C

1
X

nD2

bn

˛2 � .n˛/2
cosn : (11.15)

Knowing y1 we see that the right-hand side of the third equation of the
system (11.6) is determined. By the condition of vanishing of the secular term in the
solution y2.t/ we get the coefficients ˛2, and the solution y2 is another component
of the series (11.2). Confining ourselves to the first approximationO."2/ we obtain:

y D a0 cos .˛t C‚0/C" 1
˛2

"

1

2
b0 C

1
X

nD2

bn

1 � n2
cosn .˛t C n‚0/

#

; (11.16)

where

˛ D
q

˛20 C " ˛1 .a0/ D
s

˛20 � "
b1 .a0/

a0
: (11.17)

A period of the sought solution reads

T D 2�
q

˛20 � " b1.a0/
a0

; (11.18)
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Fig. 11.1 Oscillator of a
mass m and stiffness k.y/

and depends on the vibration amplitude.

Example 11.1. Determine equations of motion and period of free vibrations of a
system depicted in Fig. 11.1. Assume that stiffness k D k0 C�ky2.

The equation of motion has the form

Ry C ˛20y D �"y3;

where

˛20 D k0

m
; " D �k

m
:

The recurrent sequence of Eq. (11.6) takes the form

Ry0 C ˛2y0 D 0;

Ry1 C ˛2y1 D ˛1y0 � y30 ;

Ry2 C ˛2y2 D ˛2y0 � ˛1y1 � 3y20y1:

A solution of the first equation of the recurrent sequence is a function

y0 D a0 cos ;  D ˛t C‚0:

Taking into account the second equation of the recurrent sequence and the
following identity

cos3  D 3

4
cos C 1

4
cos 3 ;

we obtain

Ry1 C ˛2y1 D a0

�

˛1 � 3

4
a20

�

cos � 1

4
a30 cos 3 :
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The condition of vanishing of a secular term gives

˛1 D 3

4
a20:

Assuming a1 D ‚1 D 0 we get

y1 D a30
32˛2

cos 3 :

Therefore, we have

Ry2 C ˛2y2 D ˛2a0 cos C 3a50
128˛2

cos 3 � 3 a50
32˛2

cos 3 cos2  :

Since

cos2  cos 3 D 1

4
.cos 5 C 2 cos 3 C cos / ;

we get

Ry2 C ˛2y2 D
�

˛2a0 � 3a50
128˛2

�

cos � 3a50
128˛2

cos 3 � 3a20
128˛2

cos 5 :

Avoiding secularity yields

˛2 D 3a40
128˛2

;

and for a2 = Q2 = 0 we have

y2 D 3

1024

a50
˛4
.cos 3 C cos 5 / :

Finally a solution (ignoring terms O."2/) has the form

y D a0 cos C "
a30
32˛2

cos 3 C "2
a50

1024˛2
.3 cos 3 C cos 5 / ; (	)

where

˛ D
s

˛20 C "
3

4
a20 C "2

3

128

a40

˛20 C " 3
4
a20
;  D ˛t C‚0:
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The amplitude of oscillations, understood as the biggest displacement of the
system from the equilibrium position, we obtain when

 D ˛t C‚0 D n�;

hence

tn D n� �‚0

˛
;

and we get from (	)

A D a0 C "
a30
32˛2

C "2
a50

256˛4
;

The period of oscillations is

T D 2�
r

˛20 C " 3
4
a20 C "2 3

128

a40
˛20C" 34 a20

:

�

11.2.1.2 Krylov–Bogolubov–Mitropolskiy (KBM) Method

The Krylov method was developed and improved first by Bogolubov, and then by
Mitropolskiy. It can be applied to second-order differential equations, which govern
dynamics of mechanical systems. Its essential elements will be exposed here during
the analysis of an autonomous system of a single degree-of-freedom of the form

Ry C ˛20y D "Q.y; Py/: (11.19)

Assume that y D Py D 0 is an equilibrium position and a function Q.y; Py/ is
analytic with respect to its variables. The main element which makes a difference
between this method and the previous one is the assumption that the amplitude a.t/
and the phase y.t/ are functions of time. A solution of Eq. (11.19) is sought in the
form

y.t/ D a cos C
K
X

kD1
"kyk Œa.t/;  .t/� : (11.20)

In conservative systems, the amplitude a is constant so its derivative with respect
to time reads

da

dt
D 0: (11.21)
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Derivative y with respect to time is also constant for conservative systems. The
derivative reads

P D ˛ D ˛0 C
K
X

kD1
"k˛k.a/: (11.22)

When we deal with nonconservative systems, we should complete the relation-
ships (11.21) and (11.22) with time-dependent series, which are taken in the form

Pa D
K
X

kD1
"kAk Œa.t/� ; (11.23)

P D ˛0 C
K
X

kD1
"kBk Œa.t/� : (11.24)

In order to take into account (11.20) in (11.19) we calculate the first and second
derivative of y.t/ with respect to time (the functions yk are composed functions of
two variables a and y) and we get

Py D Pa cos � a P sin C
K
X

kD1
"k
�

@yk

@a
Pa C @yk

@ 
P 
�

; (11.25)

Ry D Ra cos � Pa P sin � Pa P sin � a R sin � a P 2 cos 

C
K
X

kD1
"k
�

@2yk

@a2
Pa2 C @2yk

@a@ 
P PaC @yk

@a
Ra C @2yk

@ @a
P Pa C @2yk

@ 2
P 2 C @yk

@ 
R 
�

:

(11.26)

Taking into account (11.20) and (11.26) on the left-hand side (L) of Eq. (11.19)
we obtain

L D � Ra � � P 2 � ˛20
�

a



cos � �

2 Pa P C a R � sin 

C
K
X

kD1
"k
�

@2yk

@a2
Pa2 C @2yk

@ 2
P 2 C 2 Pa P @2yk

@a@ 
C @yk

@a
Ra C @yk

@ 
R C ˛20yk

�

:

(11.27)
According to (11.23) and (11.24), we have
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RaD
K
P

kD1
"k d

dt
Ak.a/D

K
P

kD1
"k dAk

da
PaD

K
P

kD1
"k dAk

da

�

K
P

kD1
"kAk

�

D"2A1 dA1da CO
�

"3
�

;

P 2 � ˛20 D ˛20 C
�

K
P

kD1
"kBk

�2

C 2˛0
K
P

kD1
"kBk � ˛20

D "2˛0B1 C "22˛0B2 C "2B2
1 CO

�

"3
�

;

Pa P D
K
P

kD1
"kAk �

�

˛0 C
K
P

kD1
"kBk

�

D " ˛0A1 C "2˛0A2 C "2A1B1 CO
�

"3
�

;

R D
K
P

kD1
"k dBk

da
Pa D

K
P

kD1
"k dBk

da

K
P

kD1
"kAk D "2 dB1

da
A1 CO

�

"3
�

;

Pa2 D
�

K
P

kD1
"kAk

�2

D "2A21 CO
�

"3
�

;

P 2 D
�

˛0 C
K
P

kD1
"kBk

�2

D ˛20 C "2˛0B1 C "22˛0B2 C "2B2
1 CO

�

"3
�

;

(11.28)
and ordering expressions standing by the same powers of ", Eq. (11.27) takes the
form

L D "

�

˛20

�

@2y1

@ 2
C y1

�

� 2˛0B1a cos � 2˛0A1 sin 

	

C"2
�

˛20

�

@2y2

@ 2
C y2

�

C 2˛0B1
@2y1

@ 2
C 2˛0A1
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C
�
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dA1
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� �
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1

�

a

�
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�
�

2˛0A2 C 2A1B1 C dB1
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�
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CO
�

"2
�

:

(11.29)

The right-hand side P of Eq. (11.19) is expanded in the power series with respect
to " in the neighbourhood of " D 0. We obtain

P D "Q .y; Py/ D "




Q.y; Py/j"D0 C
�

@Q@y

@y@"

ˇ

ˇ

ˇ

ˇ

"D0
C @Q@ Py

@ Py@"
ˇ

ˇ

ˇ

ˇ

"D0

�

CO
�

"2
�

�

D "Q .a cos ;�a˛0 sin /C "2
�

@Q

@y
.a cos ;�a˛0 sin / y1

C@Q

@ Py .a cos ;�a˛0 sin /C
�

A1 cos � aB1 sin C ˛0
@y1

@ 

�	

CO
�

"2
�

(11.30)
Equating the expressions standing by " with the same powers on the left-hand

side of (11.29) and the right-hand side of (11.30) we obtain a sequence of differential
equations



372 11 Modelling via Perturbation Methods

@2y1

@ 2
C y1 D 1

˛20
.f0 C 2A1˛0 sin C 2B1˛0a cos / ; (11.31)

�@
2y2

@ 2
C y2 D 1

˛20
.f1 C 2A2˛0 sin C 2B2˛0a cos / ;

: : :

(11.32)

where

f0 D Q.a cos ;�a˛0 sin / ; (11.33)

f1 D �2B1˛0 @
2y1

@ 2
� 2A1˛0 @

2y1

@a@ 
�
�

A1
dA1

da
� B2

1a

�

cos 

C
�

2A1B1 C aA1
dB1

da

�

sin C @Q

@y
.a cos ;�a˛0 sin / y1

C@Q

@ Py .a cos ;�a˛0 sin /

�

A1 cos � aB1 sin C ˛0
@y1

@ 

�

:

(11.34)

A function f0 determined by (11.33) is a periodic function of period 2� with
respect to  , so it can be expanded into the Fourier series

f0 .a;  / D 1

2
b00.a/C

1
X

nD1
.b0n.a/ cosn C c0n.a/ sinn / ; (11.35)

where

b0n.a/ D 1

�

Z 2�

0

Q .a cos ;�a˛0 sin / cosn d ; (11.36)

c0n.a/ D 1

�

Z 2�

0

Q .a cos ;�a˛0 sin / sin n d ; n D 0; 1; 2; : : :

(11.37)
Taking into account (11.35) in (11.31) and excluding from the series (11.35)

those terms, which give in the solution of (11.31) secular terms, we have

@2y1

@ 2
C y1D 1

˛20
.c01 C 2A1˛0/ sin C 1

˛20
.b01 C 2B1˛0a/ cos 

C b00

2˛20
C 1

˛20

1
X

nD2
.b0n cosn C c0n sin n /:

(11.38)
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Two first components on the right-hand side of (11.38) give secular terms in the
solution y1. Their appearance in the solution is contradictory with the assumptions
of asymptotic methods. Hence, the coefficients standing by sin and cos need
to be equated to zero. This gives us relationships to determine unknown functions
A1.a/ and B1.a/

A1.a/ D �c01.a/
2˛0

; (11.39)

B1.a/ D �b01.a/
2˛0a

: (11.40)

Taking into account (11.39) and (11.40) in (11.38), a general solution of
Eq. (11.38) is

y1 D a1 cos . C‚1/C b00

2˛20
C 1

˛20

1
X

nD2

1

1 � n2 .b0n cosn C c0n sinn / ;

(11.41)
because by integration of Eqs. (11.23) and (11.24) two any constants appear. The
constants can satisfy any initial conditions, imposed on Eq. (11.19) (we assume in
further considerations a1 D 0 and ‚1 D 0). Equation (11.41) takes the form

y1 D b00

2˛20
C 1

˛20

1
X

nD2
.b0n cosn C c0n sin n / : (11.42)

Note that the function f1 determined by Eq. (11.34) and occurring in (11.32) is
completely determined by the relationships (11.39), (11.41) and (11.42). It is easy to
see that this function is periodic of period 2� with respect to y. It can be expanded
into the Fourier series of the form

f1 .a;  / D 1

2
b10.a/C

1
X

nD1
Œb1n.a/ cosn C c1n.a/ sin n � ; (11.43)

where

b1n.a/ D 1

�

Z 2�

0

f1 .a;  / cosn d ; (11.44)

c1n.a/ D 1

�

Z 2�

0

f1 .a;  / sin n d ; n D 0; 1; 2; : : : (11.45)

Doing analogously as with Eq. (11.31) we obtain the successive functionsA2.a/
and B2.a/ of the series (11.23) and (11.24) in the form
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A2.a/ D �c11.a/
2˛0

; (11.46)

B2.a/ D �b11.a/
2˛0a

; (11.47)

and the function y2 of the series (11.20)

y2 D b10

2˛20
C 1

˛20

1
X

nD2

1

1 � n2 .b1n cosn C c1n sin n / : (11.48)

The unknown functions of time a.t/ and y.t/ occurring in the series (11.20)
we will determine by solving the differential equations (11.23) and (11.24). These
equations are easy to solve by means of separating of variables. Separating the
variables in Eq. (11.23) we get

dt D da
m
P

kD1
"kAk.a/

: (11.49)

Integrating (11.49) we have a function a.t/ in the implicit form

t D
Z

da
m
P

kD1
"kAk.a/

C a0; (11.50)

where a0 is a constant dependent on initial conditions.
Even in the case, when the integral (11.49) can be expressed by elementary

functions, one cannot obtain the explicit form of a D a.t/, which is necessary
to solve Eq. (11.24). In the case when from (11.49) one can obtain an explicit form
of a.t/ after separation of the variables, then from Eq. (11.24) we have

 D
Z
�

˛0 C
X

"kBk Œa.t/�
�

dt C‚0: (11.51)

Taking into account (11.42), (11.48), (11.50) and (11.51) in the series (11.15) we
obtain a general solution of Eq. (11.20) with the constants a0 and‚0 , dependent on
the initial conditions.

Example 11.2. Determine oscillations of a system governed by the Rayleigh
equation

Ry C ˛20y D �

2h� g Py2� Py:
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In order to make some transformations we introduce a parameter " into the
equation. It is seen that

Q.y; Py/ D �

2h� g Py2� Py:

We seek a solution in the form

y.t/ D a cos C "y1 .a;  / ;

where

Pa D "A1.a/;

P D ˛0 C "B1.a/:

According to (11.31) we have

@2y1

@ 2
C y1 D 1

˛20
.f0 C 2A1˛0 sin C 2B1˛0a cos / ;

where

f0 D Q.a cos ;�a˛0 sin / D a˛0

�

3

4
ga2˛20 � 2h

�

sin � 1

4
ga3˛30 sin 3 :

Taking two recently obtained formulas we get

@2y1

@ 2
C y1 D 1

˛20


�

2A1˛0 C a˛0

�

3

4
ga2˛20 � 2h

�	

sin 

C 2B1˛0a cos � 1

4
ga3˛30 sin 3 

�

:

(	)

By the condition of vanishing of secular terms we determine unknown coeffi-
cients A1 and B1, which read

A1 D 1

2
a

�

2h� 3

4
ga2˛20

�

;

B1 D 0:

A solution of the equation (	), after taking into account the obtained A1 and B1,
takes the form

y1 D 1

32
ga3˛0 sin 3 :
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We have

Pa D "ah
�

1 �K2a2
�

; (		)

where

K2 D 3

8

g˛20
h
:

If K2 > 0, then after separation of variables, we obtain from (		)

da

a .1 �Ka/ .1CKa/
D "hdt:

Decomposing the left-hand side of the later equation into partial fractions we
obtain

Z

da

a
C K

2

Z

da

.1 �Ka/ � K

2

Z

da

.1CKa/
C lnL D "ht;

where L is an integration constant. After integration we have

ln
aLp

1 �K2a2
D "ht;

and hence

a D a0e
"ht

q

1C a20K
2e2"ht

;

where a0 D L�1 is a constant, which does not depend on the initial conditions.
Below, we give a solution of Eq. (11.24), which takes the form

 D ˛0t C‚0:

Taking into account the obtained functions and assuming " D 1we find a general
solution of the Rayleigh equation.

The constants a0 and‚0 need to be determined so that the initial conditions must
be satisfied.

�

11.2.1.3 Equivalent Linearization

Leaving only the first term in the solution (11.20) of Eq. (11.19) we have

y.t/ D a cos ; (11.52)
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while in the series (11.23) and (11.24) we leave the following terms

Pa D "A1.a/; (11.53)

P D ˛0 C "B1.a/: (11.54)

The solution (11.52) will be the first simplified approximation of a solution of
Eq. (11.19). Below, we point out that the solution (11.52) of Eq. (11.19) satisfies, up
to ", the equation

Ry C 2he.a/ Py C ˛2e .a/y D O."/: (11.55)

The above equation is called an equivalent linear equation of the nonlinear
equation (11.19). The parameters, the equivalent damping coefficient he and the
equivalent eigenfrequency ˛e occurring in this equation are determined below

he.a/ D "

2�˛0a

Z 2�

0

Q .a cos ;�a˛0 sin / sin d ; (11.56)

˛e.a/ D ˛0 � "

2�˛0a

Z 2�

0

Q .a cos ;�a˛0 sin / cos d : (11.57)

By Eq. (11.52) we have

Py D Pa cos � a P sin : (11.58)

Taking into account (11.37) and (11.40) in (11.39), and including (11.56),
Eq. (11.53) takes the form

Pa D �ahe.a/: (11.59)

Taking into account (11.36) and (11.41) in (11.40), and including (11.58),
Eq. (11.54) takes the form

P D ˛e.a/: (11.60)

Applying (11.59) to (11.60) in (11.58) we have

Py D �ahe cos � a˛e sin : (11.61)

Differentiating (11.61) we get

Ry D �Pahe cos � a
dhe

da
Pa cos C ahe P sin � Pa˛e sin �

�ad˛e
da

Pa sin � a˛e P cos :

(11.62)
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Making use of (11.59) and (11.60) we have

Ry D ah2e cos C 2hea˛e sin � a˛2e cos C a2he
dhe

da
cos 

a2he
d˛e

da
sin � 2h2ea cos � 2he˛e sin C ˛2ea cos 

(11.63)

Introducing (11.59), (11.61) and (11.53) into (11.55) we get

Ry C 2he Py C ˛2ey D �ah2e cos C a2he
dhe

da
cos C a2he

d˛e

da
sin : (11.64)

The right-hand side of (11.64) is of order of magnitude "2, since according
to (11.56) and (11.57) the expressions he , dhe=da, d˛e=da are of order of
magnitude ".

So, using Eqs. (11.56) and (11.57), we transform a nonlinear equation of
type (11.19) into Eq. (11.55). Equation (11.55) will posses a periodic solution, if
he.a/ D 0, and roots of this nonlinear equation are amplitudes of approximated
periodic solutions, determined by the equation

y0 D a0 cos Œ˛e .a0/ t � : (11.65)

While in the case, when he.a/ D 0, then a solution is the function

y D A cos .˛e .a0/ t C‚/ ; (11.66)

where A and ‚ are constants, which depend on the initial conditions.

Example 11.3. With the help of the equivalent linearization, determine the ampli-
tude of vibrations of a system governed by the Rayleigh equation (see previous
example).

According to the formulas (11.56) and (11.57), the equivalent damping coeffi-
cient and equivalent frequency read, respectively

he.a/ D 1

2�˛0a

2�
Z

0

h

2h .�a˛0 sin /�g .�a˛0 sin /3
i

sin d D�hC3

8
ga2˛20;

˛e.a/ D ˛0 � 1

2�˛0a

2�
Z

0

h

2h .�a˛0 sin / � g .�a˛0 sin /3
i

cos d D ˛0:

The equivalent equation takes the form

Ry C
�

�hC 3

8
ga2˛20

�

Py C ˛20y D 0;
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and the amplitude of periodic vibrations reads

a0 D 1

˛0

s

8h

3g
:

�

11.2.2 Nonautonomous Systems

11.2.2.1 Introduction

Now, we make use of the methods introduced in the preceding chapter for analysis
of nonautonomous nonlinear systems governed by the equation

Ry C ˛20y D "� .y; Py; !t/ : (11.67)

Assume that a driving force is periodic, i.e. �.!t C 2�/ D �.!t/, and expand
this function in a Fourier series

� .y; Py; !t/ D Q10.y; Py/C
M
X

mD1
fQ1m.y; Py/ cosm!t CQ2m.y; Py/ sinm!tg :

(11.68)
We will assume that the functions Q10, Q1m and Q2m are analytic in their

variables, so we can expand them in a neighbourhood of the equilibrium position
(for the sake of simplicity we assumed that y D Py D 0).

It is noteworthy to pay attention on variety of resonances occurring in a nonlinear
system of one degree-of-freedom. In linear systems with periodic excitations,
resonance could appear for themth harmonic with the satisfied conditionm! D ˛0,
while for a nonlinear system the resonance appears for

m! D n˛0; (11.69)

wherem; n D 1; 2; 3; : : : . In dissipative systems during the resonance, one observes
growth of the amplitude of vibrations.

Resonances can be classified as follows:

1. main resonance .m D n D 1/;
2. subharmonic resonance .m D 1; n > 1/;
3. ultraharmonic resonance .m > 1; n D 1/;
4. ultrasubharmonic resonance .m > 1; n > 1/.

11.2.2.2 Oscillations Away from Resonance

Consider a system

Ry C ˛20y D " ŒQ .y; Py/C P .�/� ; (11.70)
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where " is a small parameter and a driving force P.�/ is periodic with respect to
� D !t of period 2� . In order to analyse such a motion we will apply a simplified
version of the Krylov–Bogolubov–Mitropolskiy method.

A solution of Eq. (11.70) is sought in the form

y D a cos C "y1 .a;  ; �/ ; (11.71)

where

Pa D "A1.a/; (11.72)

P D ˛0 C "B1.a/; (11.73)

while the terms of powers greater by one by " have been ignored for the sake of
simplicity. It also concerns further transformations. From Eq. (11.71) we get

Py D Pa cos � a P sin C "

�

@y1

@a
Pa C @y1

@ 
P C @y1

@�
!

�

; (11.74)

Ry D Ra cos � 2 Pa P sin � a R sin � a P 2 cos C "

�

@2y1

@a2
Pa2 C 2

@2y1

@a@ 
Pa P 

C2 @
2y1

@a@�
Pa! C @y1

@a
Ra C @2y1

@ 2
P 2 C 2

@2y1

@ @�
P ! C @y1

@ 
R C @2y1

@�2
!2
�

:

(11.75)
Taking into account (11.72) and (11.73) in (11.74),(11.75) we get

Py D �a˛0 sin C "

�

A1 cos � aB1 sin C @y1

@ 
˛0 C @y1

@�
!

�

; (11.76)

Ry D �a˛20 cos 

C"
�

�2A1˛0 sin � 2B1˛0a cos C @2y1

@ 2
˛20 C 2

@2y1

@ @�
˛0! C @2y1

@�2
!20

�

:

(11.77)
Since

Ra D d

dt
. Pa/ D "2A1

dA1

da
;

R D d

dt

� P � D "2
dB1

da
A1;

P 2 D ˛20 C 2"˛0B1 C "2B1;

(11.78)

the left-hand side L of Eq. (11.70) takes the form



11.2 Selected Classical Perturbative Methods 381

LD"
�

2A1˛0 sin � 2B1˛0a cos C @2y1

@ 2
˛20 C 2

@2y1

@ @�
˛0! C @2y1

@�2
!2
�

C"˛20y1:
(11.79)

Expanding the right-hand side of Eq. (11.70) into a power series with respect to
" we have

P D " ŒQ .y; Py/C P .�/�

D "




ŒQ .y; Py/C P .�/�j"D0 C "
1

1Š

�

@Q

@y

dy

d"
C @Q

@y

d Py
d"

	ˇ

ˇ

ˇ

ˇ

"D0
C � � �

�

D " ŒQ .a cos ;�a˛0 sin /C P .�/�CO
�

"2
�

:
(11.80)

The function Q. / D Q. C 2�/, and P.!t/ D P.!.t C T //, where T D
2�=!. The right-hand side of Eq. (11.80) we expand into the Fourier series of the
form

P D "

"

1

2
b0.a/C

1
X

nD1
.bn.a/ cosn C cn.a/ sin /C 1

2
p0

C
1
X

mD1
.pm cosm�C qm sinm�/

#

;

(11.81)

where

bn D 1

�

2�
Z

0

Q .a cos ;�a˛0 sin / cosn d ;

cn D 1

�

2�
Z

0

Q .a cos ;�a˛0 sin / sin n d ;

pm D 2

T

T
Z

0

P .�/ cosm�d�;

qm D 2

T

T
Z

0

P .�/ sinm�d�;

(11.82)

wherem; n D 0; 1; 2; : : : .
Equating expressions occurring at the same powers " in Eqs. (11.79) and (11.80)

we get
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@2y1

@ 2
C 2

!

˛0

@2y1

@ @�
C !2

˛20

@2y1

@�2
C y1 D 1

˛20
fŒ2A1˛0 C c1.a/� sin 

C Œ2B1˛0a C b1.a/� cos C 1

2
b0.a/C

1
X

nD2
.bn.a/ cosn C cn.a/ sin /

C1

2
p0 C

1
X

mD1
.pm cosm�C qm sinm�/g :

(11.83)
The two first components on the right-hand side of Eq. (11.83) give secular terms.

Equating them to zero we obtain

A1 D �c1.a/
2˛0

D � 1

2�˛0

2�
Z

0

Q .a cos ;�a˛0 sin / sin d ; (11.84)

B1 D �b1.a/
2˛0a

D � 1

2a�˛0

2�
Z

0

Q .a cos ;�a˛0 sin / cos d : (11.85)

Hence and by (11.83) we find

@2y1

@ 2
C 2

!

˛0

@2y1

@ @�
C !2

˛20

@2y1

@�2
C y1 D 1

˛20

"

1

2
b0.a/C

1
X

nD2
.bn.a/ cosn 

Ccn.a/ sin /C 1

2
p0 C

1
X

mD1
.pm cosm�C qm sinm�/

#

:

(11.86)
We will require a solution of the above equation not to possess the first harmonic

of free vibrations and thus

y1D 1

˛20

"

b0.a/

2
C

1
X

nD2

�

bn.a/

1 � n2
cosn C cn.a/

1 � n2
sin n 

�

Cp0

2
C

1
X

mD1

0

B

@

pm

1 �
�

!
˛0
m
�2

cosm�C qm

1 �
�

!
˛0
m
�2

sinm�

1

C

A

3

7

5

(11.87)

Taking into account (11.87) in (11.71) we obtain a complete solution, exact to
O."2/. Next, according to (11.72), (11.73) and (11.84),(11.85), we obtain
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Pa D � "

2�˛0

2�
Z

0

Q .a cos ;�a˛0 sin / sin d ; (11.88)

P D ˛0 � "

2�a˛0

2�
Z

0

Q .a cos ;�a˛0 sin / cos d : (11.89)

These equations describe a transient state of the vibrating system. In the case of
analysis of the steady state the problem is reduced to the analysis of the equation

2�
Z

0

Q .a cos ;�a˛0 sin / sin d D 0; (11.90)

by which we determine a. There may be several solutions since this equation is a
nonlinear algebraic equation. We obtain corresponding phases from Eq. (11.79)

 D
Z

0

@˛0 � "

2�a˛0

2�
Z

0

Q .a cos ;�a˛0 sin / cos d 

1

A dt C‚0:

(11.91)
The obtained solution y consists of two parts. The first part contains the harmonic

phases y and presents driven vibrations of the system, the second one (containing
the harmonic phases of the driven force �) presents driven vibrations of the system.
This is a result of the assumptions, made at the beginning. In a general case, it is
not possible to separate free vibrations from driven ones. The obtained solution is
undetermined for ˛0 D m!, i.e. for the frequency !, at which resonance appears.
The problem of determination of a solution in the vicinity of resonance will be
analysed in the next section.

Example 11.4. Analyse the motion of a system, governed by the following diffe-
rential equation

Ry C ˛20y D "
��

2h� g Py2� Py C p cos!t



far from the resonance.

Taking into account the studied equation, and according to (11.82) we obtain:
pm D 0 .m ¤ 1/, p1 D p, qm D 0, bn D 0, c2 D 0, c3 � 1

4
ga3˛20 and cn D 0 for

n > 3 and the solution

y D a cos C "

�

1

32
ga3˛0 sin 3 C p

˛20 � !2
cos!t

	

:
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The functions a.t/ are y.t/ solutions of Eqs. (11.88) and (11.89), which take the
form in this case

Pa D � "

2�˛0

2�
Z

0

�

2h� g ��a˛0 sin 2
�


.�a˛0 sin / sin d D ah.1 �K2a2/;

P D ˛0;

where

K2 D 3

8

g˛20
h
:

For K2 > 0, solutions of the first-order ODEs are, respectively

a D a0e
"ht

q

1C a20K
2e2"ht

;

 D ˛0t C‚;

where a0 and ‚ are constants, which are depend on the initial conditions. Finally,
we get

y D a0e
"ht

q

1C a20K
2e2"ht

cos .˛0t C‚/

C "

32
g˛0

2

6

4

a0e
"ht

q

1C a20K
2e2"ht

3

7

5

3

sin .3˛0t C 3‚/C "p

˛20 � !2
cos!t :

In the steady state t ! 1 and finally we get

lim
t!C1y D 1

K
cos .˛0t C‚/C "

32

g˛0

K3
sin .3˛0t C 3‚/C "p

˛20 � !2
cos!t:

In the end, let us remind that according to the assumption, the obtained solution
is valid for a small amplitude of the driving force and sufficiently far from
resonance. �



11.2 Selected Classical Perturbative Methods 385

11.2.2.3 Oscillations Near Resonance

Consider the system (11.70), but now we apply the method of equivalent lineari-
zation, discussed in Sect. 11.2.1.3, to solve the problem. We seek a solution in the
form

y D a cos C
K
X

kD1
"kyk .a;  ; �/ ; (11.92)

It turns out that derivatives of the amplitudes and the angle are functions of the
phase angle # of the form

Pa D
K
X

kD1
"kAk .a; #/ ; (11.93)

P D ˛0 C
K
X

kD1
"k NBk .a; #/ : (11.94)

In general #.t/ is related to the other phases by the equation

n#.t/ D n .t/ �m�.t/; (11.95)

which allows to eliminate the variable y and obtain the equations

y D a cos
�m

n
�C #

�

C
K
X

kD1
"kyk .a; #; �/ ; (11.96)

Pa D
K
X

kD1
"kAk .a; #/ ; (11.97)

P# D ˛0 � m

n
! C

K
X

kD1
"k NBk .a; #/ : (11.98)

Further considerations will be carried out in a close neighbourhood of ultrasu-
bharmonic resonance, which is exhibited by the equation

˛20 �
�m

n
!
�2 D "�: (11.99)
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Taking into account (11.99) in (11.70) we get

Ry C
�m

n
!
�2

y D " ŒQ .y; Py/C P .�/ ��y� : (11.100)

By Eq. (11.99) we also obtain

˛0 D
r

�m

n
!
�2 C "� Š m

n
! C �

2m
n
!
": (11.101)

From Eqs. (11.96)–(11.98) we obtain (assuming that O."2/)

y D a cos
�m

n
�C #

�

C " y1 .a; #; �/ ; (11.102)

Pa D "A1 .a; #/ ; (11.103)

P# D "

�

NB1 .a; #/C �

2m
n
!

	

D "B1 .a; #/ : (11.104)

Differentiating (11.102) and taking into account (11.103) and (11.104) we obtain

Py D �am
n
! sin

�m

n
�C #

�

C "
h

A1 cos
�m

n
�C #

�

�

�aB1 sin
�m

n
�C #

�

C @y1

@�
!

	

;

(11.105)

Ry D �a
�m

n
!
�2

cos
�m

n
�C #

�

C "
h

�2am
n
!B1 cos

�m

n
�C #

�

�

�2m
n
!A1 sin

�m

n
�C #

�

C @2y1

@�2
!2
	

:

(11.106)

Taking into account the two last equations in (11.100) we obtain

�a
�m

n
�
�2

cos
�m

n
�C #

�

C a
�m

n
!
�2

cos
�m

n
�C #

�

C"
�

�2am
n
!B1 cos

�m

n
�C #

�

� 2
m

n
!A1 sin

�m

n
�C #

�

C @2y1

@�2
!2

C
�m

n
!
�2

y1

	

D "
n

Q
h

a cos
�m

n
�C #

�

;�am
n
! sin

�m

n
�C #

�i

CP.�/ ��a cos
�m

n
�C #

�o

:

(11.107)
After equating the terms standing by " we have obtained
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@2y1

@�2
C
�m

n

�2

y1 D 2
m

n

1

!
A1 sin

�m

n
�C #

�

C
�

2a
m

n

1

!
B1 � �a

!2

�

cos
�m

n
�C #

�

C 1

!2

"

1

2
b0.a/C

1
X

n0D1
bn0.a/ cosn0 �m

n
�C #

�

Ccn0.a/ sin n0
�m

n
�C #

�

C 1

2
p0 C

1
X

m0D1
pm0 cosm0�C qm0 sinm0�

#

;

(11.108)
where

bn0 D 1

�

2�
Z

0

Q
�

a cos ;�am
n
! sin 

�

cosn0 d ;

cn0 D 1

�

2�
Z

0

Q
�

a cos ;�am
n
! sin 

�

sinn0 d ;

pm0 D 2

T

T
Z

0

P .�/ cosm0�d�;

qm0 D 2

T

T
Z

0

P .�/ sinm0�d�; m0; n0 D 0; 1; 2; : : :

(11.109)

Further analysis will be carried out for the case n D 1, what follows from the fact
that the influence of the phase angle # is exposed then. By Eq. (11.108) we obtain

@2y1

@�2
Cm2y1 D

�

2m
1

!
A1 C 1

!2
C1

�

sin .m�C #/C 1

!2
qm sinm�

C
�

2am
1

!
B1 � �a

!2
C 1

!2
b1

�

cos .m�C #/C 1

!2
pm cosm�

C 1

!2

"

1

2
b0.a/C

1
X

n0D2
bn0 cosn0 .m�C #/C cn0 sinn0 .m�C #/

C1

2
p0 C

1
X

m0D1;m0¤m

�

pm0 cosm0�C qm0 sinm0�
�

3

5 :

(11.110)
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Assume in the terms, giving the secular terms

2m
1

!
A1 C 1

!2
c1 D ˛;

1

!2
qm D ˇ;

2am
1

!
B1 � �a

!2
C 1

!2
b1 D 
;

1

!2
pm D ı;

(11.111)

then the terms can be transformed into the form

˛ sin .m�C #/C ˇ sinm�C 
 cos .m�C #/C ı cosm�

D .˛ cos# C ˇ � 
 sin#/ sinm�C .˛ sin# C 
 cos# C ı/ cosm� :
(11.112)

They will equal zero, when

˛ cos# C ˇ � 
 sin# D 0 ;

˛ sin# C ı C 
 cos# D 0 :
(11.113)

Multiplying the first of Eq. (11.113) by cos# , and the second one by sin# and
adding them we get

˛ C ˇ cos# C ı sin# D 2m
1

!
A1 C 1

!2
C1 C 1

!2
qm cos# C 1

!2
pm sin# D 0:

(11.114)
Multiplying the first of Eq. (11.113) by sin# , and the second one by -cos# and

adding them we get

ˇ sin# � ı cos# � 
 D 1

!2
qm sin# � 1

!2
pm cos#� (11.115)

�2am 1
!
B1 C �a

!2
� b1

!2
D 0:

By the above equations we find

A1 D � c1

2m!
� qm

2m!
cos# � pm

2m!
sin#;

B1 D � �

2m!
� b1

2ma!
C qm

2ma!
sin# � pm

2ma!
cos#:

(11.116)

Taking into account (11.116) in (11.103) and (11.104) we find

Pa D "
�

� c1

2m!
� qm

2m!
cos# � pm

2m!
sin#

�

; (11.117)

P# D ˛0 �m! C "

�

� b1

2ma!
C qm

2ma!
sin# � pm

2ma!
cos#

�

: (11.118)



11.2 Selected Classical Perturbative Methods 389

In order to simplify the transformations, further considerations will be carried
out form D 1, namely we will seek a solution of the form

y D a cos .!t C #/ : (11.119)

By Eq. (11.101) we obtain

"� D 2! .˛0 � !/ : (11.120)

while by Eqs. (11.117) and (11.118) we obtain

Pa D "
�

� c1

2!
� q1

2!
sin#

�

D � "

2�!

Z 2�

0

Q .a cos ;�a! sin / sin d � "p

2!
sin#;

(11.121)

P# D ˛0 � ! C "

�

� b1

2a!
� p

2a!
cos#

�

D ˛0 � ! � "

2�!a

Z 2�

0

Q .a cos ;�a! sin / cos d � "p

2a!
cos#:

(11.122)
where p D p1

In an analogous manner as in formulas (11.56) and (11.57) we introduce the
following designations

he.a/ D "

2�˛0a

Z 2�

0

Q .a cos ;�a˛0 sin / sin d ; (11.123)

˛e.a/ D ˛0 � "

2�˛0a

Z 2�

0

Q .a cos ;�a˛0 sin / cos d : (11.124)

Now, we will show that the solution (11.119) satisfies, exact to " the equivalent
linear equation corresponding to the primary nonlinear equation of the form

Ry C 2he.a/ Py C ˛2e .a/y D " p cos!t: (11.125)

Let us transform Eq. (11.121) in the following way

Pa D �ahe C ahe � "

2�!

2�
Z

0

Q .a cos ;�a! sin / sin d � "p

2!
sin#

D �ahe C "

2�˛0

2�
Z

0

Q .a cos ;�a˛0 sin / sin d 

� "

2�!

2�
Z

0

Q .a cos ;�a˛0 sin / sin d � "p

2!
sin#: (11.126)
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We eliminate ˛0, in the above equation, on the basis of the relationship (11.120),
and we get

Pa D �ahe C "

2�
�

! C "�
2!

�

2�
Z

0

Q

�

a cos ;�a
�

! C "�

2!

�

sin 

�

sin d 

� "

2�!

2�
Z

0

Q .a cos ;�a! sin / sin d � "p

2!
sin#:

(11.127)
After expansion of the second term of the right-hand side of Eq. (11.127) into a

power series with respect to " and ignoring terms with e we obtain

Pa D �ahe C "

2�!

2�
Z

0

Q .a cos ;�a! sin / sin d 

� "

2�!

2�
Z

0

Q .a cos ;�a! sin / sin d � "p

2!
sin# D �ahe � "p

2!
sin#:

(11.128)
Similarly, we obtain

P# D ˛e � ! � "p

2a!
cos#: (11.129)

By Eq. (11.119) we obtain

Py D Pa cos .!t C #/� a
�

! C P#
�

sin .!t C #/ ; (11.130)

Ry D Ra cos.!t C #/� 2 Pa.! C P#/ sin.!t C #/ � a R# sin.!t C #/

�a.! C P#/2 cos.!t C #/:
(11.131)

Taking into account the relationships (11.128) and (11.129) in the two first
equations we have (exact to O."2/)

Py D �ahe cos .!t C #/C "p

2!
sin!t � a˛e sin .!t C #/ ; (11.132)

Ry D 2ahe˛e sin .!t C #/C "p cos!t � a˛2e cos .!t C #/ : (11.133)

The left-hand side of (11.126), including (11.119), (11.130) and (11.131), is
expressed in the form
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L D "p cos!t � 2ah2e cos .!t C #/C he
"p

!
sin!t Š "p cos!t: (11.134)

Taking into account Eq. (11.134) and the right-hand side of (11.125) we see
that the solution (11.119) satisfies, exact to ", Eq. (11.125). Thus, the method of
equivalent linearization allows to replace the nonlinear equation (11.70) with the
equivalent linear equation (11.125) for vibrations near resonance. One needs to keep
in mind that the unit equivalent damping coefficient he.a/ and the equivalent eigen-
frequency ae.a/ are functions of the amplitude of steady vibrations a. According to
the theory of linear vibrations the amplitude of vibrations reads

a D " p
q

�

˛2e .a/ � !2
�2 C 4h2e.a/!

2

; (11.135)

which allows to determine the frequency as a function of the amplitude

! D
s

�

˛2e .a/ � 2h2e.a/

˙

r

4h2e.a/
�

h2e.a/ � ˛2e .a/

C "2p2

˛2
: (11.136)

It turns out that one, two or no value of the circular frequency ! can exist
satisfying Eq. (11.136). According to the theory of linear vibrations we obtain

# D arctan
�2he.a/!
˛2e .a/ � !2

: (11.137)

Thus, for every assumed amplitude a and value ! determined by Eq. (11.136)
one can determine the corresponding phase angles # .

It turns out that not every arcs (segments) of a resonance curve are stable, i.e.
realizable physically. Moreover, there exist frequency intervals, whom correspond
three or even five values of distinct amplitudes and phase angles. Now, we perform
more thorough analysis of stability of steady vibrations, corresponding to particular
segments of the resonance curve. Consider the equation of steady vibrations

y D a0 cos .!t C #0/ ; (11.138)

where a0 and #0 satisfy Eqs. (11.128) and (11.129). Hence, we have

�a0he .a0/� "p

2!
sin#0 D 0;

˛e .a0/ � ! � "p

2a0!
cos#0 D 0:

(11.139)

In order to examine the stability of the solution of (11.138) one needs to analyse
a solution, which is close to the solution

y D a cos .!t C #/ ; (11.140)
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where a.t/ and #.t/ are solutions of Eqs. (11.128) and (11.129). Hence

Pa D �ahe .a/ � "p

2!
sin# D "A Œa.t/; #.t/; !� ;

P# D ˛e .a/ � ! � "p

2a!
cos# D "B Œa.t/; #.t/; !� :

(11.141)

As was already mentioned, we will consider a solution, which is near the steady
one, i.e.

a.t/ D a0 C ıa.t/;

#.t/ D #0 C ı#.t/;
(11.142)

where ı.t/ is sufficiently small. Taking into account (11.142) in (11.141) we get

Pıa D "A Œ.a0 C ıa.t// ; .#0 C ı#.t// ; !� ;

Pı# D "B Œ.a0 C ıa.t// ; .#0 C ı#.t// ; !� ;
(11.143)

and next, the right-hand sides of (11.143) are expanded in power series with respect
to ıa and ı# around a point of the coordinates .a0; #0/, which yields (only the first
powers of expansion have been included)

Pıa D "A

�

.a0; #0; !/C @A

@a
.a0; #0/ ıa C @A

@#
.a0; #0/ ı#

	

;

Pı# D "B

�

.a0; #0; !/C @B

@a
.a0; #0/ ıa C @B

@#
.a0; #0/ ı#

	

:

(11.144)

According to (11.139) we have

A .a0; #0; !/ D 0;

B .a0; #0; !/ D 0:
(11.145)

We seek the following forms of the linear differential equations (11.144)

ıa D Dae
rt ; (11.146)

ı# D D#e
rt :

Taking into account (11.146) in (11.144) by assumption of nonzero Da and D#

we obtain the following characteristic equation

r2 � "r

�

@A

@a
.a0; #0/C @B

@#
.a0; #0/

	

C"2
�

@A

@a
.a0; #0/

@B

@#
.a0; #0/� @A

@#
.a0; #0/

@B

@a
.a0; #0/

	

D 0:

(11.147)



11.2 Selected Classical Perturbative Methods 393

The analysed steady solution will be stable, if the increments ıa.t/ and ı#.t/ tend
to zero, as t ! 1. It will take place when real parts of the roots of (11.147) are less
than zero. According to the Viéta’s equations, it takes place when

@A

@a
C @B

@#
< 0; (11.148)

@A

@a

@B

@#
� @A

@#

@B

@a
> 0: (11.149)

These conditions will be transformed into the form which enables the evaluation
of stability of the solutions on the basis of the resonance curve. According
to (11.141) we have

@A

@a
D �he .a0/� a0

@he

@a
.a0/ ;

@A

@#
D �"p

2!
cos#0;

@B

@a
D @˛e

@a
.a0/C "p

2a20!
cos#0;

@B

@#
D "p

2a0!
sin#0:

(11.150)

On the basis of the above relationships, the condition of stability (11.148) takes
the form

� he .a0/ � a0 @he
@a

.a0/C "p

2˛0!
sin#0 < 0: (11.151)

making use of the first equation of (11.139) we obtain

� 2he .a0/� a0
@he

@a
.a0/ < 0: (11.152)

This condition is written in the form

d

da0

�

a20he .a0/



> 0; for a0 > 0: (11.153)

According to (11.139) we have

A Œa0.!/; #0.!/; !� D 0; (11.154)

B Œa0.!/; #0.!/; !� D 0:

Differentiating Eq. (11.154) with respect to !, we obtain

@A

@a

da0

d!
C @A

@#

d#0

d!
D �dA

d!
;

@B

@a

da0

d!
C @B

@#

d#0

d!
D �dB

d!
:

(11.155)
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Multiplying the first equations of the system (11.155) by @B=@# , and the second
one by �@A=@# , next adding them up, we get

@A

@a

@B

@#
� @A

@#

@B

@a
D
�

da0

d!

��1 �
@A

@#

dB

d!
� @B

@#

dA

d!

�

: (11.156)

Since

@A

@!
D "p

2!2
sin#0;

@B

@!
D �1C "p

2a0!2
cos#0;

(11.157)

and taking into account (11.150), according to (11.149), we obtain

�
�

da0

d!

��1 �
"p

2!
cos#0

�

�1C "p

2˛0!2
cos#0

�

C "2p2

4a0!3
sin2 #0

	

> 0;

(11.158)
and taking only the terms standing by the first power of " leads to the condition

"p

2!
cos#0
da0
d!

> 0: (11.159)

Since, the nominator of the inequality (11.159), according to the second equ-
ation (11.141), reads

"p

2!
cos#0 D ae Œ˛0 .a0/� !� ; (11.160)

for a0 > 0 we have

˛e .a0/
da0
d!

> 0: (11.161)

It follows from the above inequality that the analysed steady solution is stable, if

da0
d!

> 0 and ˛e .a0/ > ! or da0
d!

< 0 and ˛e .a0/ < !: (11.162)

The performed analysis allows for complete determination of stability of the
solutions on the basis of a resonance curve.



Chapter 12
Continualization and Discretization

12.1 Introduction

So far we considered oscillations of a single oscillator, or in a language of
mechanics, a system of one degree-of-freedom. If there is a lot of oscillators,
connected along a certain axis, then a problem of modelling can be reduced to
continualization, i.e. there is a possibility of transition from many second-order
ordinary differential equations to a single partial differential equation.

Usually, during the analysis of plates and shells governed by partial differential
equations, the problem is reduced to a finite (large) number of second-order
differential and algebraic equations by means of application of Bubnov–Galerkin
method of higher order or the finite difference method [25]. However, in some cases
a reversed process is required (see [169] and references therein).

Due to the modelling by means of continualization one can obtain relations
characterizing micro and macro-properties of an analysed system.

12.2 One-Dimensional Chain of Coupled Oscillators

Consider vibrations of a single point mass (Fig. 12.1a) and two connected masses
(Fig. 12.1b).

The equation of motion of a single oscillator has the form

m Ry1 C 2ky1 D 0; (12.1)

or

Ry D �2˛2y1; (12.2)

© Springer International Publishing Switzerland 2014
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Fig. 12.1 System of one and two degrees of freedom (motion is horizontal and stiffness of the
springs is the same everywhere)

Fig. 12.2 Chain of point masses connected by springs of the same stiffness

where ˛2 D k=m. Note that the solution can be expressed by the function

y1 D sin
�

2
.A cos!1t C B sin!1t/ ; (12.3)

where !1 D p
2˛.

The equation of motion of two coupled oscillators has the form

m1 Ry1 D �ky1 � k .y1 � y2/ ;

m2 Ry2 D �ky2 � k .y2 � y1/ ;
(12.4)

or after transformation

Ry1 D ˛2 .y2 � 2y1/ ;

Ry2 D ˛2 .�2y2 C y1/ :
(12.5)

Consider vibrations of a longitudinal chain of point masses (Fig. 12.2)
Let L be the number of masses (maximal number of frequencies) and i be

the number of successive masses, whereas l denotes the number of successive
oscillation modes.

In the case of a sequence of masses, we postulate the following form of the
solution

yi D Xi � Ti .t/; (12.6)

!l D 2˛ sin
�l

2 .LC 1/
: (12.7)

where: Xi D sin �i l
LC1 , Ti.t/ D Ai cos!l t C Bi sin!lt .
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Note that in the case from Fig. 12.1a we haveL D l D i D 1, and by Eqs. (12.6),
(12.7) we obtain: !lD2˛ sin �

4
D p

2˛, y1D sin �
2
.A1 cos!1tCB1 sin!1t/.

In the case of two oscillators and the first mode .l D 1/ we obtain

y1 D sin
�

3
.A cos!1t C B sin!1t/ ;

y2 D sin
2�

3
.C cos!1t CD sin!1t/ : (12.8)

Substituting (12.8) into Eq. (12.5) we get terms standing by cos!1t and sin!1t)

�A sin
�

3
!21 D C˛2 sin

2�

3
� 2A˛2 sin

�

3
;

�C sin
2�

3
!21 D A˛2 sin

�

3
� 2C˛2 sin

2�

3
;

�B sin
�

3
!21 D D˛2 sin

2�

3
� 2B˛2 sin

�

3
;

�D sin
2�

3
!21 D B˛2 sin

�

3
� 2D˛2 sin

2�

3
: (12.9)

Making use of the formula sin 2˛ D 2 sin˛ cos˛ we obtain the characteristic
equation

˛4 D 4˛4 � 4˛2!21 C !41 : (12.10)

By the frequency formula we have !1 D 2˛ sin �
6

D ˛, and after the substitution
!1 D ˛ into (12.10) we obtain an identity, which shows validity of (12.7). In the
case of the second vibration mode l D 2 we have

y1 D sin
2�

3
.A cos!2t C B sin!2t/ ;

y2 D sin
4�

3
.C cos!2t CD sin!2t/ : (12.11)

Similarly, one can show that the formula (12.2) is valid. In Fig. 12.3 Xi are
depicted for the case of single and two coupled oscillators.

Going back to the chain of masses connected by springs of the same stiffness k,
provided that the distances between the springs equal d , the motion of any oscillator
i in the chain has the following form

d2yi

dt2
D ˛2 .yiC1 � 2yi C yi�1/ ; (12.12)

where ˛2 D k=m. It is easy to see that for i D 1, L D 1 we obtain (12.2), and for
i D 1, L D2, i D2, L D2 we get Eq. (12.5).
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Fig. 12.3 Values of the functions Xi for the case of one (a) and two degrees-of-freedom for the
first (b) and second (c) oscillation modes

Classical mathematical procedure of continualization relies on replacing the
discrete displacement yi .t/ with the continuous variable u.y; t/ of the form

yi .t/ D u .y; t/ ; (12.13)

yi˙1 D u .y ˙ d; t/ D
2J
X

jD0
.˙1/j d

j

j Š

@j u .y; t/

@yj
C 0

 
�

d
@u

@y

�2JC1!
; (12.14)

where we assumed that the operator d @u
@y

is far less than 1, and this ensures
convergence of the series. The obtained partial differential equation describes a
wave of length significantly higher than d .
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Substituting (12.13) and (12.14) into Eq. (12.12) we get

@2u .y; t/

@t2
� 2˛2

2J
X

jD0

d 2j

.2j / Š

@2j u .y; t/

@y2j
D 0

 
�

d
@u

@y

�2JC1!
; (12.15)

where the natural frequency of the chain masses ˛2 D k=m and 2J denotes the
number of terms in the series.

With regard to the assumed approximation of J we obtain different partial
differential equations. For J D1 by (12.15) we get

@2u .y; t/

@t2
� ˛2d2 @

2u .y; t/

@y2
D 0

 

d3
�

@u

@y

�3
!

: (12.16)

The obtained wave partial differential equation describes a propagation of waves
of lengths, which are so large that one can neglect the structural non-homogenity of
the chain. Taking into account the next term of the series we get

@2u .y; t/

@t2
� ˛2d2

�

@2u .y; t/

@y2
C d2

12

@4u .y; t/

@y4

�

D 0

 

d5
�

@u

@y

�5
!

: (12.17)

The obtained partial differential equation describes propagation of waves of
higher frequencies, including the internal microscale d .

Let us spend a while on physical interpretation of the obtained Eq. (12.17).
Consider a harmonic wave of the form

u .y; t/ D U exp .i .!t � ky// ; (12.18)

where U is a complex amplitude of the wave, i 2 D �1, ! is the frequency and k is
the number of the wave. Substituting (12.18) into (12.17) we obtain

! D ˙kd˛
r

1 � d2

12
k2: (12.19)

It follows from Eq. (12.19) that waves satisfying the inequality k2 > 12=d2

possess imaginary part of the form ! D ˙ikl˛
q

l2k2

12
� 1, which means that they

grow exponentially to infinity, and it does not possess a physical interpretation (there
is no extra source of energy in the system).

In [169] the appropriate procedure leading to verification of Eq. (12.17) has been
proposed. The procedure allows to model a process of waves propagation.
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12.3 Planar Hexagonal Net of Coupled Oscillators

Let us consider a modelling procedure of a plane hexagonal net of coupled
oscillators shown in Fig. 12.4.

Equations of motion of the net will be derived on the basis of Lagrange equations
of the second kind

d

dt

�

@Ti;j

@ Pqi;j
�

C @Vi;j

@qi;j
D 0; (12.20)

where Ti;j and Vi;j are kinetic and potential energy of the mass .i; j /.
Consider the variation of length �s.i/ of the springs of stiffness k labeled by

numbers 1; : : : ; 6 (Fig. 12.4). In each step of derivation of the equations we assume
that the hexagonal cells remain unchanged after the strain, namely they remain
hexagonal.

For the spring 1 we have

�

xiC2;j C�xiC2;j
� � �

xi;j C�xi;j
� D s�;

xiC2;j � xi;j D s;

hence we get

�s.1/ � s� � s D �xiC2;j ��xi;j : (12.21)

Fig. 12.4 Planar hexagonal net of oscillators
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For the spring 2 we have

�

xiC1;jC1 C�xiC1;jC1� � �

xi;j C�xi;j
� D 1

2
s�;

xiC1;jC1 � xi;j D s.2/ D s

2
;

�

yiC1;jC1 C�yiC1;jC1� � �

yi;j C�yi;j
� D

p
3

2
s�;

yiC1;jC1 � yi;j D
p
3

2
s;

and hence we obtain

�xiC1;jC1 ��xi;j D 1

2
.s� � s/ j� 1

2
;

�yiC1;jC1 ��yi;j D
p
3

2
.s� � s/ j�

p
3

2
;

and finally

�s.2/ D 1

2

�

�xiC1;jC1 ��xi;j �C
p
3

2

�

�yiC1;jC1 ��yi;j
�

: (12.22)

For the spring 3 we have

� �xi�1;jC1 C�xi�1;jC1� � �

xi;j C�xi;j
� D 1

2
s�;

xi;j � xi�1;jC1 D 1

2
s;

�

yi�1;jC1 C�yi�1;jC1� � �

yi;j C�yi;j
� D

p
3

2
s�;

�yi;j C yi�1;jC1 D
p
3

2
s;

hence

�xi;j ��xi�1;jC1 D 1
2
.s� � s/ j� 1

2
;

��yi;j C�yi�1;jC1 D
p
3
2
.s� � s/ j�

p
3
2
;

and finally

�s.3/ D 1

2

�

�xi;j ��xi�1;jC1�C
p
3

2

���yi;j C�yi�1;jC1� : (12.23)
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For the spring 4 we have

� �xi�2;j C�xi�2;j
�C �

xi;j C�xi;j
� D s�;

xi;j � xi�2;j D s;

hence

�s.4/ D �xi;j ��xi�2;j : (12.24)

For the spring 5 we have

�

xi;j C�xi;j
� � �

xi�1;j�1 C�xi�1;j�1� D 1

2
s�;

xi;j � xi�1;j�1 D 1

2
s;

�

yi;j C�yi;j
�� �

yi�1;j�1 C�yi�1;j�1� D
p
3

2
s�;

yi;j � yi�1;j�1 D
p
3

2
s;

hence

�xi;j ��xi�1;j�1 D 1

2
.s� � s/ j� 1

2
;

�yi;j ��yi�1;j�1 D
p
3

2
.s� � s/ j�

p
3

2
;

and finally

�s.5/ D 1

2

�

�xi;j ��xi�1;j�1�C
p
3

2

�

�yi;j ��yi�1;j�1� : (12.25)

For the spring 6 we have

�

xiC1;j�1 C�xiC1;j�1� � �

xi;j C�xi;j
� D 1

2
s�;

xiC1;j�1 � xi;j D 1

2
s;

�

yi;j C�yi;j
� � �

yiC1;j�1 C�yiC1;j�1� D
p
3

2
s�;

yi;j � yiC1;j�1 D
p
3

2
s;
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hence

�xiC1;j�1 ��xi;j D 1
2
.s� � s/ j� 1

2
;

�yi;j ��yiC1;j�1 D
p
3
2
.s� � s/ j�

p
3
2
;

and finally

�s.6/ D 1

2

�

�xiC1;j�1 ��xi;j �C
p
3

2

�

�yi;j ��yiC1;j�1� : (12.26)

The kinetic and potential energy of the mass .i; j / read

Ti;j D 1

2
m
�

� Pxi;j �2 ;

Vi;j D 1

2

6
X

iD1

�

�s.i/
�2

k;

(12.27)

and to the Lagrange equations (12.20) we need

@Vi;j

@ .�xi;j /
Dk

 

6
X

iD1
�s.i/

@�s.i/

@ .�xi;j /

!

Dk
(

� ��xiC2;j��xi;j �

C � 1

4

�

�xiC1;jC1��xi;j �C�
p
3

4

�

�yiC1;jC1��yi;j �

C1

4

�

�xi;j ��xi�1;jC1�

C
p
3

4

�

�yi�1;jC1��yi;j �C �

�xi;j��xi�1;j �C1

4

�

�xi;j��xi�1;j�1�

C
p
3

4

�

�yi;j��yi�1;j�1�C1

4

�

�xiC1;j�1��xi;j ��
p
3

4

�

�yi;j��yiC1;j�1�
)

D k

(

3�xi;j��xiC1;j��xi�1;j�1
2
�xiC1;jC1�1

2
�xi�1;jC1 � 1

2
�xi�1;j�1

C 1

2
�xiC1;j�1�

p
3

2
�yiC1;j�1C

p
3

2
�yi�1;jC1�

p
3

2
�yiC1;jC1

)

: (12.28)
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@Vi;j

@ .�yi;j /
D k

 

6
X

iD1
�s.i/

@�s.i/

@ .�yi;j /

!

D k

( p
3

2

"

�1
2

�

�xiC1;jC1 ��xi;j � �
p
3

2

�

�yiC1;jC1 ��yi;j �
#

C �
p
3

2

"

1

2

�

�xi;j ��xi�1;jC1� �
p
3

2

�

�yi�1;jC1 ��yi;j �
#

C
p
3

2

"

1

2

�

�xi;j ��xi�1;j�1�C
p
3

2

�

�yi;j ��yi�1;j�1�
#

C
p
3

2

"

1

2

�

�xiC1;j�1 ��xi;j �C
p
3

2

�

�yi;j ��yiC1;j�1�
#)

D k

(

�xi;j

 p
3

4
�

p
3

4
C

p
3

4
�

p
3

4

!

�
p
3

4
�xiC1;jC1

C
p
3

4
�xiC1;j�1 C

p
3

4
�xi�1;jC1 �

p
3

4
�xi�1;j�1

C�yi;j
�

3

4
C 3

4
C 3

4
C 3

4

�

�3
4
�yiC1;jC1 C �3

4
�yi�1;jC1 � 3

4
�yi�1;j�1 � 3

4
�yiC1;j�1

)

D k

4

�

� p
3�xiC1;jC1C p

3�xiC1;j�1 C p
3�xi�1;jC1

� p
3�xi�1;j�1 C

C12�yi;j � 3�yiC1;jC1 � 3�yi�1;jC1 � 3�yi�1;j�1 ��yiC1;j�1�

D
p
3

4
k . ��xiC1;jC1 C�xiC1;j�1 C�xi�1;jC1 ��xi�1;j�1

C4p
3�yi;j

C � p
3�yiC1;jC1 � p

3�yi�1;jC1 � p
3�yi�1;j�1

� p
3�yiC1;j�1 /

D k

4

˚

12�xi;j � 4�xiC1;j � 4�xi�1;j ��xiC1;jC1
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��xi�1;jC1 ��xi�1;j�1

C��xiC1;j�1C p
3�yiC1;j�1C p

3�yi�1;jC1

� p
3�yiC1;jC1� p

3�yi�1;j�1o : (12.29)

Finally, the equation of motion takes the form

m� Rxi;j D k

4

�

12�xi;j � 4�xiC1;j � 4�xi�1;j ��xiC1;jC1 ��xi�1;jC1 ��xi�1;j�1

C ��xiC1;j�1 C p
3�yiC1;j�1 C p

3�yi�1;jC1 � p
3�yiC1;jC1 � p

3�yi�1;j�1
�

I

m� Ryi;j D
p
3

4
k
�

��xiC1;jC1 C�xiC1;j�1 C�xi�1;jC1 ��xi�1;j�1 C 4
p
3�yi;j

C � p
3�yiC1;jC1 � p

3�yi�1;jC1 � p
3�yi�1;j�1 � p

3�yiC1;j�1
�

:

(12.30)

Assuming that discrete displacements of mass .i; j / equal to the values of
continuous displacements, i.e.�xi;j D u,�yi;j D v; the positions of masses surro-
unding the masses .i; j / are determined by means of expansion. For displacements
in the x direction, we have

�x.i˙1;j˙1/ D u

 

�x ˙ 1

2
s;�y ˙

p
3

2
s

!

D u .�x;�y/C
�

˙1

2
s

�

@u

@ .�x/
.�x;�y/C

 

˙
p
3

2
s

!

@u

@ .�y/
.�x;�y/

C 1

2Š

�

˙1

2
s

�2
@2u

@ .�x/2
.�x;�y/C 1

2Š

 

˙
p
3

2
s

!2
@2u

@ .�y/2
.�x;�y/

C
�

˙1

2
s

�
 

˙
p
3

2
s

!

@2u

@ .�x/ @ .�y/
C 0

�

s3
�

;

(12.31)

�x.i˙1;j /Du .�x ˙ s;�y/Du .�x;�y/C .˙s/ @u

@ .�x/
C 1

2Š
.˙s/2 @2u

@ .�x/2
C � � �

For displacements in the y direction we obtain
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�y.i˙1;j˙1/ D v

 

�x ˙ 1

2
s;�y ˙

p
3

2
s

!

D v .�x;�y/C
�

˙1

2
s

�

@v

@ .�x/
C
 

˙
p
3

2
s

!

@v

@ .�y/
C 1

2Š

�

1

2
s

�2
@2v

@ .�x/2

C 1

2Š

 

˙
p
3

2
s

!2
@2v

@ .�y/2
C
�

˙1

2
s

�
 

˙
p
3

2
s

!

@2v

@ .�x/ @ .�y/
C 0

�

s3
�

;

(12.32)

�y.i˙1;j / D v .�x ˙ s;�y/Dv .�x;�y/C .˙s/ @v

@ .�y/

C 1

2Š
.˙s/2 @2v

@ .�y/2
C0 �s3� :

Substituting (12.31), (12.32) into (12.30) we get

F s�
d2u

dt2
D �3ks

2

8

�

3
@2u

@x2
C @2u

@y2
C 2

@2u

@x@y

	

; (12.33)

�
d2u

dt2
D �3

8
E

�

3
@2u

@x2
C @2u

@y2
C 2

@2u

@x@y

	

; (12.34)

where F s� D m and E D ksF�1.
Similarly we get

�
d2v

dt2
D �3

8
E

�

3
@2v

@x2
C @2v

@y2
C 2

@2v

@x@y

	

: (12.35)

More details on modelling by means of continualization, its defects, virtues and
reliability can be found in [169, 170, 223].

12.4 Discretization

Models of mechanical systems such as rods, beam, plates or shells are made on
the basis of partial differential equations and various types of theories (e.g. von
Kármán, Donnell, Kirchhoff, Love or Mindlin theory, etc.). These problems are
widely discussed in the literature. The mentioned elements of construction play an
important role in civil engineering, aircraft and car industry, etc. On the other hand,
it is known that during the modelling procedure one needs to introduce a number of
simplifications but in such a way that preserves basic features of the analysed object.
Basing oneself only on the analysis of shell constructions, one needs to emphasize
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that the constructions can be various, e.g. single and multi-layers, reinforced with
ribs, of composite type or made of isotropic or anisotropic materials. Moreover, they
can work not only in regions of Hooke’s law validity but also in regions of plastic
strains.

It is easy to come to conclusions that, as a result of modelling, one can obtain very
complicated systems of equations, which are extremely difficult or even impossible
to solve.

The goal of this section is to show how in the discretization procedure, under-
stood as transition from partial differential equations, which describe nonlinear
vibrations of cylindrical shells, to ordinary differential equations, the obtained
model of the latter is not standard and fundamental questions arise concerning the
way of its solution.

We analyse vibrations of a nonlinear shell with imperfections, governed by the
so-called Donnell equations of the form

D

h
r4w1 D L.w1 C w0; ˆ/C 1

R

@2ˆ

@x2
� �

@2w1
@t2

; (12.36)

1

E
r4ˆ D �1

2
L .w1 C 2w0;w1/� 1

R

@2w1
@x2

; (12.37)

L.A;B/ D @2A

@x2
@2B

@y2
C @2A

@y2
@2B

@x2
� 2

@2A

@x@y

@2B

@x@y
; D D Eh3

12.1� �2/ ;

where E is the Young’s modulus; � is the Poisson coefficient; � is the density
of shell; R; h are radius and thickness of the shell, respectively; x and y are
longitudinal and circular coordinates; w1 is a dynamic deflection; ‚ is the Airy
function; w0.x; y/ are initial imperfections.

In 1974 Evensen [86] proposed the following solution

w1 D f1.t/ cos sy sin rx C f2.t/ sin sy sin rx C f3.t/ sin2 rx; (12.38)

where: s D n=R; r D m�=l ; n is the number of waves in the circular direction,
and m denotes the number of halfwaves in longitudinal direction; l is length of the
shell; f1.t/, f2.t/, f3.t/ are generalized coordinates.

Evensen assumed that the length of the central surface of the shell is constant
during the vibrations, i.e.

Z 2�R

0

"22dy D
Z 2�R

0

"

@v

@y
� w

R
C R

2

�

@w

@y

�2
#

dy D 0; (12.39)
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which leads to the relationship

f3 D .f 2
1 C f 2

2 /n
2

4R
: (12.40)

The imperfections have the following form

w0 D f10 cos sy sin rx C f20 sin sy sin rx; (12.41)

where f10, f20 are constants.
First, we substitute the expressions (12.38) and (12.41) into (12.36). One can

show that a solution of Eq. (12.36) has the form

ˆ D ˆ0 cos 2rx Cˆ1 cos sy sin rx Cˆ2 sin sy sin rx Cˆ3 cos 2sy

Cˆ4 sin 2sy Cˆ5 cos sy sin 3rx Cˆ6 sin sy sin 3rx;
(12.42)

where:

ˆ0 D � Es2

32r2

�

f 2
10 C f 2

20

�

;

ˆ1 D E

R

"

r2

.r2 C s2/
2

�

f1 � f10
� � s2r2n2

4 .r2 C s2/
2
f1
�

f 2
1 C f 2

2

�

#

;

ˆ2 D E

R

"

r2

.r2 C s2/
2

�

f2 � f20
� � s2r2n2

4 .r2 C s2/
2
f2
�

f 2
1 C f 2

2

�

#

;

ˆ3 D Er2

32s2

�

f 2
2 � f 2

1 C f 2
10 � f 2

20

�

; ˆ4 D Er2

16s2

�

f10f20 � f1f2
�

;

ˆ5 D Es2r2n2

4R .s2 C 9r2/
2
f1
�

f 2
1 C f 2

2

�

; ˆ6 D Es2r2n2

4R .s2 C 9r2/
2
f2
�

f 2
1 C f 2

2

�

:

(12.43)
Below, we give ordinary differential equations obtained from Eq. (12.36) after

application of the Galerkin method (c.f. [25]):

Rf1 C !21f 1 C 
f2 C 2�f1

� Pf 2
1 C f1 Rf1 C Pf 2

2 C f2 Rf2
�

C 
1f1
�

f 2
1 C f 2

2

�

Cgf1
�

f 2
1 C f 2

2

�2 C ˛1f1f2 C ˛2f
2
1 C ˛3f

2
2 D !20f 10;

Rf2 C !22f2 C 
f1 C 2�f2

� Pf 2
1 C f1 Rf1 C Pf 2

2 C f2 Rf2
�

C 
1f2
�

f 2
1 C f 2

2

�

Cgf2
�

f 2
1 C f 2

2

�2 C ˇ1f
2
1 C ˇ2f

2
2 C ˇ3f1f2 D !20f 20;

(12.44)
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where:

2� D 3

2

�

n2

2R

�2

; 
 D �Er
4

8�
f10f20; !21 D !20 � Er4

16�

�

f 2
10 � f 2

20

�

;

!22 D !20 C Er4

16�

�

f 2
10 � f 2

20

�

; !20 D 1

�

"

D

h

�

s2 C r2
�2 C Er4

R2 .s2 C r2/
2

#

;


1 D 1

�

"

Er4

16
C D2r4n4

hR2
� Er4s4

.s2 C r2/
2

#

;

g D 3En2r4s6

16�

"

1

.s2 C r2/
2

C 1

.s2 C 9r2/
2

#

;

˛1 D Er4s4f20

2� .s2 C r2/
2
; ˛2 D 3Er4s4f10

4� .s2 C r2/
2
; ˛3 D Er4s4f10

4� .s2 C r2/
2
;

ˇ1 D Er4s4f20

4� .s2 C r2/
2
; ˇ2 D 3Er4s4f20

4� .s2 C r2/
2
; ˇ3 D Er4s4f10

2� .s2 C r2/
2
:

(12.45)
By (12.44) it is easy to see that a system of ordinary differential equations cannot

be transformed into the standard form. Even its numerical attempt to solve it raises
difficulties. A detailed description of derivation of the equations is given in [141].

By estimating the order of magnitude of some physical parameters and after
introduction the small parameter " 
 1 and the following non-dimensional
quantities

t� D !0t; x� D f1h
�1; y� D f2h

�1; !�
1 D !1!

�1
0 ; !�

2 D !2!
�1
0 ;

"
� D 
!�2
0 ; �� D �h2; 
�

1 D 
1!
�2
0 h2; g� D g!�2

0 h4; "˛�
1 D ˛1!

�2
0 h;

"˛�
2 D ˛2!

�2
0 ; "˛�

3 D ˛3!
�2
0 ; f �

10 D f10h
�1; f �

20 D f20h
�1; "ˇ�

1 D ˇ1!
�2
0 h;

"ˇ�
2 D ˇ2!

�2
0 h; "ˇ�

3 D ˇ3!
�2
0 h;

(12.46)
Equation (12.44) can be cast in the form (“*” over the non-dimensional symbols are
ignored)

Rx C !21x C "2
y C 2�x
� Px2 C x Rx C Py2 C y Ry�C 
1x

�

x2 C y2
�

C gx
�

x2 C y2
�2 C "˛1xy C "˛2x

2 C "˛3y
2 D f 10;

Ry C !22y C "2
x C 2�y
� Py2 C y Ry C Px2 C x Rx�C 
1y

�

x2 C y2
�

C gy
�

x2 C y2
�2 C "ˇ1x

2 C "ˇ2y
2 C "ˇ3xy D f 20: (12.47)

Introducing a small parameter opens a way to applications of perturbative
methods in solving Eq. (12.47).
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12.5 Modelling of Two-Dimensional Anisotropic Structures

In this section, we will show how a single amplitude equation can explain many non-
linear phenomena, experimentally observed in various branches of science [194].
In the case of so-called Reyleigh–Bernard fluid convection one experimentally
observed the occurrence of both isotropic and anisotropic quasi-two-dimensional
structures as well as so-called perpendicular and skew waves. In the case of
examining some crystalline liquids one observed that convective instability leads
to appearing normal, rectangular and chaotic vortices. These phenomena can be
explained by a single amplitude equation.

Besides the mentioned examples, the equation under consideration can model a
phenomenon of deflection of anisotropic, susceptible plate immersed in nonlinear
medium of Duffing stiffness (see [69, 74, 121, 158, 194]).

If we consider transversal vibrations of the mentioned plate in the coordinate
system x,y, then its equation of motion takes the form

mRuChPuC
u3 D �
h

�1@
4
x C �2@

4
y C 2�3@

2
x@
2
y C �1@

2
x C �2@

2
y C �

i

u; (12.48)

where: �1; �2; �3 are parameters (if �1 D �2 D �3, the problem is isotropic, if
�1 D �2 ¤ �3 then the system is symmetric); �1; �2 characterize the plate load;
and 
 i � are stiffness coefficients of the medium; h is a viscous damping coefficient
of the medium, and m is a mass of the plate. Let us rescale the above equation by
introducing new variables

x D X

s

2�1

�1
; y D Y

p

2�2�1

�1
: (12.49)

Simple transformations lead to the relationships

@2x D �1

2�1
@2X ; @2y D �21

2�1�2
@2Y ;

@4x D �21
4�21

@4X ; @4y D �41
4�21�

2
2

@4Y ;

(12.50)

and substituting (12.49) into (12.48) we get

4�1m

�21
Ru C 4�1h

�21
Pu C 4�1


�21
u3

D �
�

@4X C �2�
2
1

�1�
2
2

@4Y C 2
�3�1
�1�2

@2X@
2
Y C 2@2X C 2@2Y C 4�1�

�21

	

u: (12.51)

Introducing the operator r2 D @2X C @2Y , we have
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�

1C r2
�2 D 1C @4X C @4Y C 2@2X@

2
Y C 2@2X@

2
Y C 2@2X C 2@2Y ;

and the right-hand side P of Eq. (12.48), taking into account (12.50), takes the form

P D �



�

1C r2
�2 � 1 � @4Y � 2@2X@

2
Y C �2�

2
1

�1�
2
2

@4Y C 2�3�1
�1�2

@2X@
2
Y C 4�1�

�21

�

u;

and after transformation

PD



� �1C r2
�2 �

�

�2�
2
1

�1�
2
2

� 1

�

@4Y � 2
�

�3�1
�1�2

�1
�

@2X@
2
Y C

�

1 � 4�1�

�21

��

u:

Introducing the following parameters we have

c D �2�
2
1

�1�
2
2

� 1; � D �3�1
�1�2

� 1; r D 1 � 4�1�

�21
;

hence

4�1m

�21
Ru C 4�1h

�21
Pu C 4�1


�21
u3 D

h

� �1C r2
�2 � c@2Y � 2�@2X@2Y C r

i

u:

The next step is to rescale the time t and the variable u according to the formulas

	 D �

h
t; u D

r

�



v:

The analysed equation takes the form

4�1

�21




m

�

�2

h2

�r

�



v00C�

r

�



v0C�

r

�



v3
�

D
n

� �1Cr2
�2 �c@2Y �2�@2X@2Y Cr

o

v:

Transforming the above equation we get

m�

h2
v00 C v0 C v3 D

n

� �1C r2
�2 � c@2Y � 2�@2X@

2
Y C r

o

v;

where one assumed 4�1���2
1 D 1.

For large value of the coefficient h, the inertial term can be neglected and finally
the equation takes the form

v0 D
n

� �1C r2
�2 � c@2y � 2�@2x@

2
y C r

o

v � v3: (12.52)

For the sake of simplicity we go back to the variables x and y. Let us rescale the
variables
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X D 1

2
"
1
2 x; Y D 1

2
"
1
2 y; T D "	; (12.53)

where " is a perturbation (small) parameter, and make the following substitution

@x ! @x C 1

2
"
1
2 @X ;

@y ! @y C 1

2
"
1
2 @Y :

(12.54)

By Eq. (12.54) we obtain

@2x ! @2x C "
1
2 @x@X C 1

4
"@2X ; @2y ! @2y C "

1
2 @y@Y C 1

4
"@2Y ;

@2x@
2
y ! @2x@

2
y C "

1
2 @x@

2
y@X C 1

4
"@2X@

2
y C "

1
2 @y@Y @

2
x C "@x@y@X@Y

C1

4
"
3
2 @y@

2
X@Y C 1

4
"@2x@

2
Y C 1

4
"
3
2 @x@X@

2
Y C 1

16
"2@2X@

2
Y ;

@4y ! @4y C 3

2
@2y@

2
Y C 1

16
"2@2Y C 2@2y"

1
2 @y@Y C 1

2
"
3
2 @y@

3
Y ;
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�
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�

C
�

"
1
2

�

@x@XC@y@Y
�

C 1

4
"
�

@2XC@2Y
�

	

;

�

1C r2
�2 D

�

1C @2x C @2y

�2 C 2
�

1C @2x C @2y

�
�

"
1
2
�

@x@X C @y@Y
�

C 1

4
"
�

@2X C @2Y
�

	

C
�

"
1
2
�

@x@X C @y@Y
�C 1

4
"
�

@2X C @2Y
�

	2

D
�

1C @2x C @2y

�2 C 2"
1
2

�

1C @2x C @2y

�
�

@x@X C @y@Y
�

C1

2
"
�

1C @2x C @2y

�
�

@2X C @2Y
�C "

�

@x@X C @y@Y
�2

C1

2
"
3
2
�

@x@X C @y@Y
� �

@2X C @2Y
�C 1

16
"2
�

@2X C @2Y
�2
: (12.55)

Solutions of Eq. (12.52) are sought in the form of the following series

v D "
1
2

�

v0 C "
1
2 v1 C "v2 C � � �

�

: (12.56)
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Substituting (12.53)–(12.56) into (12.52) and equating terms occurring by the
powers "

1
2 ; " i "

3
2 we get a sequence of the following equations

"
1
2 W 0 D L0v0;

" W 0 D L0v1 C L1v0;

"
1
2 W @T v0 D L0v2 C L1v1 C L2v0; (12.57)

where

L0 D � �1C r2
�2 � c@4y � 2�@2x@2y C rc;

L1 D �2
h

@x
�

1C@2x
�

@XC@y@Y C.1C c/@3y@YC.1C �/
�

@y@XC@x@Y
�

@x@y

i

;

L2 D �



3

2
@2x@

2
X C 1

2
@2X C 3

2
.1C c/@2y@

2
Y C 1

2
@2Y

C1

2
.1C �/

�

@2y@
2
X C @2x@

2
Y C 4@x@y@X@Y

�

� 1C u20

�

: (12.58)

Let us go back to Eq. (12.52) and consider only its stationary solution v0 D 0.
Let us check how the perturbation�v behaves around the equilibrium position. By
Eq. (12.52) after linearization we obtain

@T�v D
n

� �1C r2
�2 � c@2y � 2�@2x@

2
y C r

o

�v: (12.59)

Its solutions are sought in the form

�v D e�T ei.qxCpy/: (12.60)

We obtain

@T�vD�e�T ei.qxCpy/; r2.�v/D @2

@x2
�vC @2

@y2
�vD � .q2Cp2/e�T ei.qxCpy/;

�

1C r2
�2 D �

1 � .q2 C p2/

2
e�T ei.qxCpy/;

@2.�v/

@x2
D �q2e�T ei.qxCpy/;

@2.�v/

@y2
D �p2e�T ei.qxCpy/;

@4.�v/

@y4
D p4e�T ei.qxCpy/;

(12.61)
and substituting (12.60) and (12.61) into (12.59) we have

� D � �1 � �

q2 C p2
�
 � cp4 � 2�q2p2 C r: (12.62)
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The loss of stability will be related to the algebraic condition� D �.r Ip; q/ D 0.
As was shown in [194] the critical values rc, pc , qc , in this case, read

q2c D 1; p2c D 0; rc D 0; (12.63)

q2c D 0; p2c D 1

1C c
; rc D c

1C c
; (12.64)

q2c D c � �

c � 2� � �2 ; p2c D ��
c � 2�� �2

; rc D ��2
c � 2�� �2

; � < 0:

(12.65)
The critical values (12.63) and (12.64) define periodic normal structures in

directions x and y, respectively. The values determined by the relationships (12.65)
are responsible for occurrence of mixed structures (skew), where qc ¤ 0 and
pc ¤ 0. As a small parameter " one can assume " D r � rc .

Solutions of a recurrent sequence of Eq. (12.57) are sought for the following
generating solution (for � > 0)

v0 D A0e
ix C NA0e�ix

p
3

; (12.66)

where NA0 is complex conjugate of A0. We find

@v0

@x
D iA0e

ix � i NA0e�ix
p
3

;
@2v0

@x2
D �A0eix � NA0e�ix

p
3

;

@3v0

@x3
D �iA0eix C i NA0e�ix

p
3

;
@4v0

@x4
D A0e

ix C NA0e�ix
p
3

:

(12.67)

Third of Eq. (12.57) generates a so-called amplitude equation of the form

@A0

@T
D



@2X C 1

2
�@2Y C 1 � jA0j2

�

A0 (12.68)

for � > 0. In the case of � < 0 a generating solution is sought in the form

v0 D A0.X; Y; T /e
i.qcxCpcy/ C NA0.X; Y; T /e�i.qcxCpcy/

p
3

; (12.69)

which leads to the following amplitude equation

@A0

@T
D
n
�

qc@X C pc@Y
�2 C cp2c @

2
Y C 2�qcpc@X@Y C 1 � jA0j2

o

A0: (12.70)
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During derivation of Eq. (12.68) (and similarly (12.70)) one made use of the
transformation

u30 D �

A20e
2ix C 2A0 NA0 C NA20e�2ix� �A0eix C NA0e�ix�

D A30e
3ix C 2A20

NA0eix C NA20A0e�ix C A20
NA0eix C 2A0 NA20e�ix C A30

NA0e�3ix

Š 3A20
NA0eix C 3A0 NA20e�ix :

In further considerations, we will confine ourselves to the case � > 0. We seek a
periodic solution in the form

A D Fei.QXCPY /; (12.71)

Substituting (12.71) into (12.68) we find the value

F D
r

1 �Q2 � 1

2
�P 2: (12.72)

Let us examine the stability of the obtained solution [194]. Substituting

A D .F C f /ei.QXCPY /; (12.73)

into (12.68) (where f is a complex perturbation) and performing the linearization
procedure we obtain

@f

@T
D
�

@2X C 1

2
�@2Y C 2iQ@X C i�P@Y � jF j2

	

f � F 2 Nf : (12.74)

A solution of the above equation is sought in the form

f D �

f1e
i.KXCLY / C f2e

�i.KXCLY /
 e�T ; (12.75)

where:

�2 C 2
�

F 2 CK2 C 1
2
�L2




� CD D 0;

D D 2
�

F 2 � 2Q2
�

K2 C �
�

F 2 � �P 2
�

L2 � 4�QPKLC �

K2 C 1
2
�L2

�2
:

(12.76)
The instability (� > 0) appears when D < 0.



Chapter 13
Bifurcations

13.1 Introduction

We consider the following system of ordinary differential equations

dx

dt
D QF .x; �/; (13.1)

where: x 2 Rn, � 2 Rk , QF W Rn � Rn ! R
n. The evolutionary system (13.1) can

be represented by the vector field x�. A solution of the system (13.1) is defined by
the phase flow ˆ� W Rk � Rn ! R

n, where ˆ�.x; t/ D x�.t/ with the attached
initial conditions x D x�.0/.

One can use a terminology introduced by Arnold [11]. An object depending on
parameters is said to be a family. A small change of parameters leads to the object
deformations. It appears that very often an analysis of all potential deformations is
reduced to analysis of a representative one, further referred as a versal deformation.
The latter can be found using a procedure of reducing a linear problem to that with
a Jordan form matrix.

Each set of parameters � is related to a special configuration of the phase space
of the considered dynamical system. It can happen that for different values of
� 2 Rk , the system behaves qualitatively different. The hyperplanes separating
different subspaces of the investigated phase space correspond to the bifurcation sets
of parameters. It may happen also that these separating hyperplanes can possess a
very complicated structure.

We have already considered a matrix with multiple eigenvalues and we have
shown, how to reduce it to a Jordan canonical form. As it has been pointed by Arnold
[11], in many engineering oriented sciences, when a matrix is approximately known
the obtained results may be qualitatively different from expectations. It is caused by
a fact that even a slight perturbation can easily destroy a Jordan canonical form.
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Fig. 13.1 Saddle-node bifurcation. The pointsO1 andO2 approach each other (a), overlap (b) and
vanish (c)

However, in the case of parameterized families of matrices their perturbation
does not change the multiple eigenvalue matrix form from the family. The pro-
blem defined by Arnold [11] is focused on a construction of the simplest form and
to determine the minimum number of parameters to which a considered family can
be reduced. A versal deformation is called universal if the change of the introduced
transformation is determined uniquely. A versal deformation is miniversal one if
the dimension of the parameter space is the smallest required to realize a versal
deformation. The questions concerned a construction of miniversal deformations
(normal forms) of matrices with multiple eigenvalues and the minimal number of
parameters are also addressed in the monograph [243].

The main results are summed up in the following theorem.

Theorem 13.1. Every matrix A possesses a miniversal deformation and the number
of its parameters is equal to the codimension of the orbit of A.

The smallest number of parameters of a versal deformation of the matrix A can
be formally found following the steps given by Gantmacher [97] and Arnold [11].

To introduce a background of dynamical system bifurcations we briefly follow
Neimark [181], who analysed some properties of two- and three-dimensional phase
space bifurcations. In Fig. 13.1 three steps of the phase plain (portrait) changes are
shown which refer to the saddle-node bifurcations. In Fig. 13.2 a situation when
a stable focus changes lead to an occurrence of a periodic orbit is shown. In Fig. 13.3
three successive steps leading to occurrence of a stable and an unstable periodic
orbits are shown. Note that doubled limit cycle creates the so-called critical orbit.
In Fig. 13.4 the successive steps of an occurrence of a stable periodic orbit associated
with a stable type separatrice is shown. In Fig. 13.5 three successive steps of a
bifurcation changing the separatrices associated with two saddles are shown.
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Fig. 13.2 Focus—periodic orbit bifurcation. A stable focus (a) becomes unstable and a stable
periodic orbit is born (b)

Fig. 13.3 Bifurcation leading to occurrence of two periodic orbits. A stable focus (a) becomes
unstable and a stable periodic orbit is born (b), which eventually becomes also unstable and a
second (stable) periodic orbit appears (c)

Fig. 13.4 Stable and unstable manifolds of a saddle (a) become closed (b) eventually leading to
occurrence of a stable periodic orbit without a saddle point (c)

The dashed area corresponds to significant changes of the phase flow. Generally,
bifurcations can be separated into two classes: static and dynamical bifurcations.
Static bifurcations are related to equilibrium, whereas dynamic bifurcations are
related to other objects of a phase space.

Recall that � 2 Rk and assume that the eigenvalues �i , related to a being
investigated locally equilibrium (singular point) depend on k�1 passive parameters
(scalars) and one active parameter ��. It is clear that for fixed passive parameters



420 13 Bifurcations

Fig. 13.5 Bifurcation changing separatrices of two saddles ((a) a trajectory before (b) in a critical
state (c) and after bifurcation)

Fig. 13.6 Global bifurcation diagram

and for quasi-static changes of an active parameter one gets curves in the space
.Re �i ; Im �i ; ��/, further called trajectories corresponding to the eigenvalues �i .

Suppose that increasing �� one of the eigenvalues crosses origin (an investigated
equilibrium) and other eigenvalues remain either in left-hand side plane (LHP) or
right-hand side plane (RHP). A small change of ˙�� close to �� results in ��˙��.
Two situations are possible. If a being investigated equilibrium changes its stability
when �� changes from �� � �� to �� C �� and the leading eigenvalue remains
always real then this bifurcation is called divergence.

The Hopf (or flatter) bifurcation occurs when a pair of complex conjugate
eigenvalues crosses (with nonzero velocity) the imaginary axis of the plane
.Re �; Im �/. The previously stable equilibrium becomes unstable and a new
periodic orbit is born. A divergence belongs to one-dimensional bifurcation whereas
Hopf bifurcation is two-dimensional one.

Note that although Hopf [124] stated the theorem valid for n-dimensional vector
field, the sources related to this problem can be found in the work of Poincaré [202],
and the first study of two-dimensional vector fields including a theorem formulation
belongs to Andronov [8]. Hence some authors (see [243] for example) call this
bifurcation as the Poincaré–Andronov–Hopf one.

In order to introduce a fundamental background of bifurcations we follow the
diagram shown in Fig. 13.6 (see also Iooss and Joseph [127]).
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The global bifurcation diagram includes branches of solutions (small letters)
and branching points (capital letters). A solution branch corresponds to the uni-
queness of the dependence x.�/. However there may exist points where the
uniqueness dependence is violated. They are called branching points. One also di-
stinguishes primary branching points (A—limiting point, B—bifurcation point) and
secondary bifurcation points (D—tangent point; C—limiting point; E—bifurcation
point; F—multiple bifurcation point).

Consider two solutions x.�0/ and x.�0/C " of Eq. (13.1). Both of them satisfy
the equations

dx.�0/

dt
D QF .�0; x.�0//;

d.x.�0/C "/

dt
D QF .�0; x.�0/C "/:

(13.2)

Hence in order to analyse equilibria states we obtain

F.�; "/ D 0; (13.3)

where F.�; "/ D QF .�0; x.�0/C "/� QF .�0; x.�0//:
The isolated solutions of Eq. (13.3) can be classified in the following

way [127]:

1. Regular point. In this point derivative F� ¤ 0 or F" ¤ 0 and from the implicit
function theorem one can find either a curve �."/ or ".�/.

2. Regular limiting point. In this point �"."/ changes its sign and F�.�; "/ ¤ 0.
3. Singular point. In this point F� D F" D 0

4. Double bifurcation point. In this point two curves with different tangents intersect
each other.

5. Bifurcation-limiting point. In this double point the derivative �" changes its sign.
6. Tangent point. This is a common point of two curves with the same tangent.
7. Higher order singular point. In this point first- and second-order derivatives are

equal to zero.

13.2 Singular Points in 1D and 2D Vector Fields

13.2.1 1D Vector Fields

Our attention is focused on a first-order ordinary differential equation with one
parameter � of the form (13.1). For real values of both x and � values the singular
points (equilibria) are defined by the algebraic equation (13.3).

We are going to analyse an existence and uniqueness of singular points qualita-
tively including a construction of bifurcating solutions together with their stability
estimation. Note that (in general) considering an implicit function (13.3) one can
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get either the function x.�/ or �.x/, or isolated points, or it cannot be explicitly
described. Here, following the earlier introduced classification given in Sect. 13.1,
one deals either with regular or singular points. A regular point belongs to only one
curve, whereas a singular point can be either isolated or it can belong to a few curves
(branches). An order of singularity defines number of the associated branches. Here
we would like briefly to explain a word “singular”. It appears first as the name
of equilibria of the dynamical systems. However, it appears second time when a
nonlinear algebraic equation is considered and it concerns a classification of the
roots of the algebraic equation.

The classification of equilibria results from the implicit function theorem.

Theorem 13.2. Given the function f .x; y/ with continuous partial derivatives in
the neighbourhood of .x0; y0/, where f .x0; y0/ D 0. If either fx.x0; y0/ ¤ 0 or
fy.x0; y0/ ¤ 0, then:

(i) There exists such ˛ and ˇ that for x0 � ˛ < x < x0 C ˛, (or for y0 � ˇ < y <
y0 C ˇ) we have a unique solution y D y.x/ (or x D x.y/);

(ii) The function y D y.x/ (or x D x.y/) is differentiable in the neighbourhood
jx � x0j < ˛ (or jy � y0j < ˇ/, and dy

dx
.x/ D � fx.x;y.x//

fy.x;y.x//
(or dx

dy
.y/ D

� fy.x.y/;y/

fx.x.y/;y/
).

Now we can define the singular points more precisely. A point .�0; x0/ is said to
be regular, if both partial derivatives of the function F.�; x/ are not simultaneously
equal to zero, i.e.

F 2
� .�0; x0/C F 2

x .�0; x0/ ¤ 0 (13.4)

A regular point for which Fx.�0; x0/ D 0 is called the extremal point (it can be
either minimum or maximum). A point for which (13.4) does not hold is said to be
singular. A point .�0; x0/ is said to be singular of nth order, if the associated with
this point derivatives up to the order n � 1 are equal to zero and at least one of the
nth order derivatives is different from zero.

The solution branches are defined by the Taylor series. Introducing the new
function v D ���0

x�x0 and w D x�x0
���0 and dividing the Taylor series representation of

F.x; �/ D 0 by .x�x0/n
nŠ

and by .���0/n
nŠ

, we obtain the following nth order algebraic
equations,

A0v
n CA1v

n�1 C � � � C An�1v C An CO.� � �0/ D 0;

A0 C A1w C � � � C An�1wn�1 C Anwn CO.x � x0/ D 0;
(13.5)

where: Ai D @nF
@xi @�n�i .�0; x0/; i D 1; 2; : : : ; n:

In a limit case .�; x/ ! .�0; x0/ the algebraic equations with O .� � �0/ D
O .x � x0/ D 0 serve to find a tangent of a slope to a solution branch to the axis
x or �, respectively. An existence of n solutions to Eq. (13.5) yields n different
branches (some of them, however, can be degenerated). Real distinct solutions
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correspond to distinct intersecting branches, whereas multiple solutions correspond
to same tangent values of different solutions in the point .�0; x0/ or overlapping
of multiple branches. Complex solutions correspond to the so-called degenerated
branches (points) [144].

A point .�0; x0/ is called degenerated if it belongs simultaneously to degenerated
branches (solutions).

An order of degeneracy of a singular point .�0; x0/ is defined by a number of
complex roots of Eq. (13.5). In words, degeneracy order corresponds to a number of
degenerated branches. Following the approach given in monograph [144] consider
the first equation of the system (13.5), further referred as H.�; "/ D 0, where
" D � � �0. Let �0i be solutions to the first equation of (13.5). A unique solution
with the tangent �0i is obtained when H�.�0i ; 0/ ¤ 0. This holds when �0i is a
simple root of H.�0i ; "/ D 0. Note that in order to distinguish different tangent and
identical branches passing through the point .�0; x0/ one needs to calculate higher
order derivatives, which for instance define curvatures of the branches.

If A0;A1; : : : ; An�1 are equal to zero, then the first equation of (13.5) has n � k

roots, whereas the second possesses k roots equal to zero. Geometrically, it means
that k branches have a tangent parallel to the axis � in the point .�0; x0/. Now we
briefly outline a construction of a solution branch in vicinity of the singular point
.�0; x0/, for which

F.�0; x0/ D 0: (13.6)

Let us approximate function F by its double Taylor series of the form (we follow
here the approach given in monograph [144]):

F.�; x/ D ˛.�/C a.�/.x � x0/C 1

2Š
b.�/.x � x0/2 C 1

3Š
c.�/.x � x0/

3 C � � �

D ˛0 C ˛1.� � �0/C 1

2Š
˛2.� � �0/

2 C 1

3Š
˛3.� � �0/3 C � � �

C Œa0 C a1.� � �0/C 1

2Š
a2.� � �0/2 C 1

3Š
a3.� � �0/

3 C � � � �.� � �0/

C 1

2Š
Œb0 C b1.� � �0/C 1

2Š
b2.� � �0/2

C 1

3Š
b3.���0/3C � � � �.���0/2C 1

3Š
Œc0Cc1.���0/C 1

2Š
c2.� � �0/2

C 1

3Š
c3.� � �0/3 C � � � �.� � �0/3 C � � � ; (13.7)

where: ˛i D @i F
@�i
.�0; x0/; ai D @iC1F

@x@�i
.�0; x0/; bi D @iC2F

@x2@�i
.�0; x0/; ci D

@iC3F
@x3@�i

.�0; x0/; and so on. Note that ˛0 D 0: If F.�; x0/ D 0 (independently of �)
then x D x0 is a solution. In addition, if .�0; x0/ is a regular point then x D x0 is
only one solution. However, if .�0; x0/ is a singular point then in spite of x D x0
there may exist also additional branches of solutions. If x � x0 D "; then a solution
can be parameterized by
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� � �0 D '."/; (13.8)

where '."/ can be approximated by the series

'."/ D �0 C �1"C �2"
2 C � � � (13.9)

It can be easily shown that �0 D 0: Substituting (13.8) and (13.9) into (13.7),
and comparing terms standing by the same powers of " the following equations are
obtained

" W ˛1�1 C a0 D 0;

"2 W 1
2
˛1�

2
1 C a1�1 C 1

2
b0 C ˛1�2 D 0;

"3 W ˛0�3 C 1

2
˛2�1�2 C 1

6
˛3�

3
1 C a1�2 C 1

2
a2�

2
1 C 1

2
b1�1 C 1

6
c0 D 0;

: : : (13.10)

which define �1; �2; �3; : : : Hence a solution in the neighbourhood of .�0; x0/ has
the following parameterized form

x � x0 D ";

� � �0 D �1"C �2"
2 CO."3/:

(13.11)

Note that if ˛1 D F�.�0; x0/ D 0, then one should use another parametrization,
i.e. x�x0 D  ."/; ���0 D ":Note also that if .�0; x0/ is singular then ˛1 D a0 D 0

and we get

˛2�
2
1 C 2a1�1 C 2b0 D 0: (13.12)

Therefore, if

(i) a21 > 2b0˛2; then we have two distinct roots for �;
(ii) a21 D 2b0˛2; then we have double real solution (two branches of solution are

tangent);
(iii) a21 < 2b0˛2; then the roots are complex (the point .�0; x0/ is singular).

If b0 D a1 D ˛2 D 0; then .�0; x0/ is the triple point and first non-trivial
algebraic equation is defined by the terms standing by "3: Many other examples are
given in the mentioned monograph [144].

When various branches of solutions are found, the next step is focused on
analysis of their stability. Consider one-dimensional problem governed by the
equations

Px D F.�; x/;

P� D F�.�; x/�;
(13.13)
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where the second equation governs behaviour of perturbations related to a being
investigated singular points (equilibria). The discussed earlier Lyapunov’s theorems
can be used to estimate stability. Since we deal with one-dimensional case, then
F�.�; x/ defines the characteristic exponent of (13.13). If � D F�.�; x/ is negative,
then a constant solution x of the original nonlinear differential equation is stable.

Observe that during stability investigation in the neighbourhood of the point
.�0; x0/ we deal with the functions:

(i) � D �.�/ D Fx.�; x.�// if a being investigated branch has the form x D x.�/I
(ii) � D �."/ D Fx.�."/; x."// if a being investigated branch is parameterized by

the equations x � x0 D "; � � �0 D '."/:

We give two examples studied in monograph [144].

Example 13.1. Consider the first-order differential equation with the right-hand
sideF.�; x/ D �1�2�C2�xC�2C3x2�2x3:Display existence and classification
of singular points and build the corresponding bifurcation diagram.

Following the steps described earlier we obtain

Fx D 2�C 6x � 6x2;

F� D �2C 2�C 2x:

Solving two equations Fx D 0 and F� D 0, we obtain (0,1) as the singular point,
which is doubled .Fx.0; 1/ D 0; Fxx.0; 1/ ¤ 0/. Introducing the parametrization

" D x � 1;
� D �1"C �2"

2 CO."3/;

we obtain:

"2 W �21 C 2�1 � 3 D 0

"3 W �2 C �1�2 � 1 D 0:

Solving above algebraic equations we get: �11 D 1; �12 D �3; �21 D 0; 5;

�22 D �0; 5: Hence, the following branches of solutions are found:

x D ";

�1."/ D 2"� "2 CO."3/:

and

x D ";

�2."/ D �"CO."3/:
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Fig. 13.7 Stable (solid line) and unstable (dashed line) branches of solutions in a vicinity of (0,0)

Stability of the obtained branches are defined by the exponents

�1."/ D FxŒ�1."/; "� D �6"CO."2/;

�2."/ D F�Œ�2."/; "� D �3"CO."2/:

The corresponding bifurcation diagram is reported in Fig. 13.7. For " > 0 ." < 0/
we have stable (unstable) branches.

ut
Example 13.2. Consider a vertical slim rod of length l and a buckling caused by its
gravity.

The equilibrium conditions of the rod element are:

(i) �A Rwdx D dN sin ˛ C dT cos˛ (transversal motion);
(ii) dN cos˛ D qdx C dT sin ˛ (longitudinal static condition);

(iii) dM
dx

D T (static condition),

where: � is the material density; A is the area of rod cross section; N is the normal
force; T is the transversal force;M is the bending moment; ˛ defines buckling angle
and .�/ D d=dt:

From (iii), taking into account (i) and (ii), we get:

�
Ad2 Rw
dt2

D @2M

@x2
C qtan˛;

where

tan˛ D @w

@x
;

r

1C .
dw

dx
/2 D 1

cos˛
:
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The bending moment and a rod curvature are linked via relation

M D �EI
�

1C dw

dx

�� 3
2

;

where EI denotes the rod stiffness. Since we are going to consider rather large rod
deflections then we include two nonlinear terms of the Taylor series of M.w/, and
hence

M D �EI @
2w

@x2

"

1 � 3

2

�

@w

@x

�2

C 8

15

�

@w

@x

�4
#

:

In addition, we approximate .cos˛/�1 by

1

cos˛
D 1C 1

2

�

@w

@x

�2

:

Taking into account the above relations we obtain the partial differential equation
governing slim vertical rod dynamics

d2w

dt2
D g

@w

@x
� EI

�A

"

@4w

@x4

 

1 �
�

@w

@x

�2

C 9

8

�

@w

@x

�4
!

� 9@w

@x

@2w

@x2
@3w

@x3

C � 3@
2w

@x2
C 18

�

@w

@x

�3
@2w

@x2
@3w

@x3
C 21

�

@w

@x

�2 �
@2w

@x2

�
#

:

The boundary conditions for w.x; t/ include:

(a) geometrical

w.0; t/ D 0;
dw

dx
.0; t/ D 0I

(b) approximate mechanical

d2w

dx2
.l; t/ D 0;

d 3w

dx3
.l; t/ D 0:

In order to obtain an ordinary differential equation we separate the variables

w.x; t/ D u.t/h.x/:

Taking h.x/ as the fourth-order polynomial, and after orthogonalization procedure,
we get
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Ru D
�

A

�
� B

�4

�

u C C

�6
u3 � D

�8
u5;

where A;B;C;D are passive parameters, and � D l is the active parameter. Note
that although we have second-order differential equation, we are going to investigate
equilibria which are governed by

F.�; u/ D
�

A

�
� B

�4

�

u C C

�6
u3 � D

�8
u5 D 0

in a way similar to that of first-order differential equation. The trivial solution u D 0

corresponds to a straight form of the rod. The singular points are defined by

Fu .�; u/ D A

�
� B

�4
C 3C

�6
u2 � D

�8
u4 D 0;

F� .�; u/ D
�

� A

�4
C 4B

�5

�

u � 2C

�7
u3 C 4D

�9
u5 D 0:

For u D 0 from F� D 0 we get �0 D �

B
A

� 1
3 . The point .�0; u0/ D .�0; 0/

is the singular point. Because F�u .�0; 0/ ¤ 0 than this is second-order singular
point. The horizontal line u D 0 is one of the solutions crossing by this singular
point. The second branch can be parameterized in the following way

u D ";

� � �0 D �1"C �2"
2 C �3"

3 C �4"
4 CO."5/:

The being sought numbers �1; �2; �3 and �4 are found from the equations:

" W a1�1 C 1

2
b0 D 0I

(where a1 D F�u.�0; 0/ D 3A

�20
> 0; b0 D Fuu.�0; 0/ D 0 and hence �1 D 0)

"2 W a1�2 C 1

6
c0 D 0I

(where c0 D Fuuu.�0; 0/ D 6C

�60
> 0; and hence �2 D � C

3A�40
< 0I it can be easy

checked that also �3 D 0)

"4 W a1�4 C 1

2
a2�

2
2 C 1

6
c1�2 C 1

5Š
c0 D 0I
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(where a2 D F��u.�0; 0/ D � 18A2

B
< 0; c1 D F�uuu.�0; 0/ D 36C

�30
> 0; c0 D

Fuuuuu.�0; 0/ D � 5D

�80
< 0:) In result, we have found the following parameterized

branches of non-trivial solution

u D "

� � �0 D �2"
2 C �4"

4 CO."6/;

where �2 < 0 and �4 > 0: Now let us investigate stability. In a case of the trivial
solution

�1 D Fu.�; 0/ D A

�

�

1 � �30
�3

�

:

Hence �1 > 0; .�1 < 0/ when � > �0 .� < �0/: In the case of the second branch
we have

�2."/ D Fu .�."/; "/ D A

�."/
� B

�4."/
� 3C

�6."/
"2 C 5D

�8."/
"4;

and consequently

�2.0/ D 0I d�2

d"
.0/ D 0;

d 2�2

d"2
.0/ D �6C

�60
< 0:

The exponent �2 can be approximated by

�2."/ D �3C
�60
"2 CO."3/:

In the extremum of this branch, which is equal to "ex D ˙
�

�2
�4

� 1
2
; a change of

stability occurs.
The results are shown in Fig. 13.8, where the hysteresis loop E1;E2;E3;E4 is

remarkable. ut

13.2.2 Two-Dimensional Vector Fields

Consider how two nonlinear algebraic equations with one parameter � of the form

Fi .x1; x2; �/ D 0; i D 1; 2 (13.14)

and x10; x20; �0 is a solution of (13.14).
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Fig. 13.8 Bifurcation diagram of a slim rod buckling

Theorem 13.3 (Implicit Function Theorem). If the Jacobian associated
with (13.14) @Fi

@xi
.x10; x20; �0/ ¤ 0 then there is a neighbourhood of the point

.x10; x20; �0/, where the curve defined by (13.14), is unique, i.e. there exist such
functions xi .�/ that

Fi Œx1.�/; x2.�/; �� D 0; i D 1; 2: (13.15)

In words, if the associated Jacobian with the investigated point differs from zero
then there are no other solutions in a neighbourhood of the point .x10; x20; �0/.
A necessary condition for bifurcation is defined by @fi

@xi
.x10; x20; �0/ D 0; i D 1; 2:

Now we are going to describe briefly a construction of a bifurcation solution of
the system (13.14). We consider a trivial case, i.e. we assume that x10 D x20 D 0 is
the solution of Eq. (13.14), and � D 0 corresponds to a critical state of the system.

Since

Fi .0; 0; �/ D 0; i D 1; 2; (13.16)

hence

F1 .x1; x2; �/ D a .�/ x1 C b .�/ x2 C ˛1 .�/ x
2
1 C 2ˇ1 .�/ x1x2

C 
 .�/ x22 CO
�

kxk3
�

;

F2 .x1; x2; �/ D c .�/ x1 C d .�/ x2 C ˛2 .�/ x
2
1 C 2ˇ2 .�/ x1x2

C 
 .�/ x22 CO
�

kxk3
�

; (13.17)
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where a; b; c; d; ˛i ; ˇi and 
i (i=1, 2) depend on the parameter � and k�k denotes a
norm in two-dimensional Euclidian space. The associated variational (perturbatio-
nal) equations have the form

� Px1
Px2
	

D
��

a0 b0

c0 d0

	

C
�

a1 b1

c1 d1

	

�CO
�

�2
�

� �

x1

x2

	

: (13.18)

A bifurcation condition leads to the equation

det ŒA0� D
ˇ

ˇ

ˇ

ˇ

a0 b0
c0 d0

ˇ

ˇ

ˇ

ˇ
D 0: (13.19)

It is clear that det ŒA0� D 0, if at least one of the eigenvalues of the matrix A0
is equal to zero. Knowing that .0; 0; 0/ is the bifurcation point one needs to find a
number of bifurcating solutions (from this point) occurring in a small vicinity of
� D 0. Taking into account the small increments of the variables and functions
in (13.16) and dividing the obtained linear equations by d� one obtains

dF1

d�
D a0

dx1

d�
C b0

dx2

d�
;

dF2

d�
D c0

dx1

d�
C d0

dx2

d�
:

(13.20)

This linear approximation cannot be used to find uniquely higher order deriva-
tives. One should include the nonlinear terms. For the case, when only quadratic
terms are taken into account, we get

a0
dx1

d�
C b0

dx2

d�
C ˛10

�

dx1

d�

�2

C 2ˇ10
dx1

d�

dx2

d�
C 
10

�

dx2

d�

�2

D 0;

c0
dx1

d�
C d0

dx2

d�
C ˛20

�

dx1

d�

�2

C 2ˇ20
dx1

d�

dx2

d�
C 
20

�

dx2

d�

�2

D 0:

(13.21)

A number of bifurcating solutions is defined by a number of intersection points
of two conical curves represented by Eq. (13.21). One can have 1, 2 or 3 solutions,
in spite of the trivial one.

In general we have three different cases to be considered in two-dimensional
vector fields:

(i) one eigenvalue is equal to zero;
(ii) two eigenvalues are zero with degeneracy order 1;

(iii) two eigenvalues are zero with a degeneracy order 2.

We consider only the case (i) and we follow the steps studied in the mono-
graph [144].
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Let us introduce the following parameterization

x1 D "; x2 D "y ."/ ; � D "� ."/ ; (13.22)

or

x1 D "x ."/ ; x2 D "; � D "� ."/ : (13.23)

The functions x ."/ ; y ."/ and � ."/ are polynomials and can be found in a way
described earlier. Using parameterization (13.22) the being analysed Eq. (13.14) can
be presented in the form

"gi Œ� ."/ ; y ."/ ; "� D 0; i D 1; 2; (13.24)

where

g1 D a0 C a1"�C .b0 C b1"�/ y C ˛1"C 2ˇ1"y C 
1"y
2 CO

�

"2
�

;

g2 D c0 C c1"�C .d0 C d1"�/ y C ˛2"C 2ˇ2"y C 
2"y
2 CO

�

"2
�

:
(13.25)

In fact, we are going to find the functions y ."/ and � ."/ which satisfy the
equations

a0 C b0y C "
�

.a1 C b1y/ �C ˛1 C 2ˇ1y C 
1y
2

CO

�

"2
� D 0;

c0 C d0y C "
�

.c1 C d1y/�C ˛2 C 2ˇ2y C 
2y
2

CO

�

"2
� D 0:

(13.26)

For " D 0 we obtain two dependent equations and hence y0 D y .0/ D � a0
b0

D
� c0
d0

for b0 ¤ 0 or d0 ¤ 0:

In the case b0 D d0 D 0 one needs to apply the following parametrization x1 D
"x ."/ ; x2 D "; � D "� ."/. In a similar way, one obtains x0 D x .0/ D � b0

a0
D � d0

c0
for either a0 ¤ 0 or c0 ¤ 0: Let

y ."/ D y0 C " Qy ."/ (13.27)

Substituting (13.27) into (13.26) we get

"hi .�; Qy; "/ D 0; i D 1; 2; (13.28)

where

h1 D b0 Qy C � .a1 C b1y/C ˛1 C 2ˇ1y0 C 
1y
2
0 CO ."/ ;

h2 D d0 Qy C � .c1 C d1y/C ˛2 C 2ˇ2y0 C 
2y
2
0 CO ."/ :

(13.29)



13.2 Singular Points in 1D and 2D Vector Fields 433

Since for " D 0 we have hi D 0; hence we get two linear equations of the form

b0 Qy0 C �0 .a1 C b1y0/C ˛10 C 2ˇ10y0 C 
10y
2
0 D 0;

d0 Qy0 C �0 .c1 C d1y0/C ˛20 C 2ˇ20y0 C 
20y
2
0 D 0;

(13.30)

which serve to find . Qy0; �0/. The first (linear) approximation to the being sought
bifurcated solutions has the form

x1 D "; x2 D "y0; � D "�0: (13.31)

Note that the solution . Qy0; �0/ is the only one, and " D
r

x21 C
�

x2
y0

�2

measures a

distance between the bifurcational and trivial solutions. One can include more terms
in order to get nonlinear functions " .�/ and � ."/. The associated linear variational
equation defines a local phase flow in a vicinity of a being investigated non-trivial
solution. Introducing the local variables v1 D u1 � " and v2 D u2 � "y0 one obtains

� Pv1
Pv2
	

D
�

a0 C " .�0a1 C 2˛10 C 2ˇ10/ b0 C " .�0b1 C 2ˇ10 C 2
10/

c0 C " .�0c1 C 2˛20 C 2ˇ20/ d0 C " .�0d1 C 2ˇ20 C 2
20/

	 �

v1
v2

	

(13.32)

The bifurcating solution (13.31) is unstable in Lyapunov sense if at least one
eigenvalue �i ."/ ; i D 1; 2 has a positive real part. For a case a0 D b0 D c0 D 0

and d0 < 0 from (13.32) one gets

� Pv1
Pv2
	

D
�

c1" c2"

c3" d0 C c4"

	 �

v1

v2

	

; (13.33)

where ci are real values. The associated eigenvalues are easily found

�1;2 ."/ D d0 C .c1 C c2/ "

2
˙ 1

2

q

d20 C 2d0 .c4 � c1/ "; (13.34)

and for enough small " they can be represented by their linear part only

�1 ."/ D c1"; �2 ."/ D d0 C c4": (13.35)

The corresponding bifurcational diagram is shown in Fig. 13.9. Unstable
solutions are marked by a dashed line.

Example 13.3. Display a bifurcation diagram and investigate stability of all bran-
ches of solutions occurred in the system

Px1 D px1 � px2 � x21 C x22 C x31;

Px2 D px2 C x1x2 C 2x31 :
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Fig. 13.9 Bifurcational diagram corresponding to simple zero eigenvalue (1 primary (trivial)
solution; 2 secondary (bifurcated) solution)

First we observe that a matrix associated with the origin does not have the terms
independent on p, hence A0 D 0. We have double zero eigenvalue for p D 0, with
the Riesz index � D 1 and degeneracy order 2. The eigenvalues of the matrix A
are �1;2 D p.

We introduce the following parametrization

x1 D ";

x2 D "y0 C "2y1 CO
�

"3
�

;

p D "�0 C "2�1 CO
�

"3
�

;

and we substitute the above equations to the analysed differential equations.
The following algebraic equations are obtained

"2 W �0 � �0y0 � 1C y20 D 0;

.�0 C 1/ y0 D 0I

"3 W �1 .1 � y0/C y1 .2y � �0/ D �1;
�1y0 C y1 .1C �0/ D �2:

(	)

Their solutions are

y
.1/
0 D 0; y

.2/
0 D 1; y

.3/
0 D �2;

�
.1/
0 D 1; �

.2/
0 D �1; �

.3/
0 D �1:

Since for each of three above pairs .y0; �0/ the main determinant of (	) is not

equal to zero, there are three pairs of solutions
�

y
.k/
1 ; �

.k/
1

�

corresponding to three

pairs
�

y
.k/
0 ; �

.k/
0

�

for k D 1; 2; 3:
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Fig. 13.10 Four branches of solutions (dashed curves correspond to unstable ones)

y
.1/
1 D �1; y

.2/
1 D �1

3
; y

.3/
1 D 4

3
;

�
.1/
1 D �1; �

.2/
1 D �2; �

.3/
1 D 1:

Therefore we have the following three branches of bifurcating solutions (see
Fig. 13.10)

x
.1/
1 D "; x

.2/
1 D "; x

.3/
1 D ";

x
.1/
2 D �"2 CO

�

"3
�

; x
.2/
2 D " � 1

3
"3 CO

�

"2
�

; x
.3/
2 D �2"� 4

3
"2 CO

�

"2
�

;

p.1/ D " � "2 CO
�

"3
�

; p.2/ D �" � 2"2; p.3/ D �"C "2 CO
�

"3
�

:

A stability of each bifurcated solutions depends on the eigenvalues of the matrix
calculated in the point x1 D ", x2 D "y0, p D "�0

B ."/ D
"

@F1
@x1

@F1
@x2

ıF2
@x1

@F2
@x2

#

D "2
�

�0 � 2 2y0 � �0

y0 1C �0

	

D "2B0:

Now, taking three pairs .y0; �0/ we obtain

B
.1/
0 D

��1 �1
0 2

	

; B
.2/
0 D

��3 3
1 0

	

; B
.3/
0 D

��3 �3
�2 0

	

;

and the corresponding eigenvalues read

�
.1/
01 D �1; �.1/02 D 2; �

.2/
01;2 D � 3

2
˙ 1

2

p
21; �

.3/
01;2 D � 3

2
˙ 1

2

p
33: ut

All of the so far presented examples are taken from the monograph [144].
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Fig. 13.11 Saddle-node bifurcation

13.2.3 Local Bifurcation of Hyperbolic Fixed Points

In the previous sections we have shown a general approach to analyse bifurca-
tion appeared in one- and two-dimensional vector fields. Here we present local
bifurcations of hyperbolic fixed points. A reader can easily apply the described
earlier method to construct the corresponding bifurcation diagrams.

(i) A saddle-node bifurcation

This bifurcation is governed by the equation

Px D � � x2 (13.36)

with the corresponding bifurcation diagram shown in Fig. 13.11.

(ii) A transcritical bifurcation.

This bifurcation is characterized by vector field

Px D �x � x2 (13.37)

and its associated bifurcation diagram is shown in Fig. 13.12.

(iii) A pitchfork bifurcation.

This bifurcation occurs in the one-dimensional system with a cubic type non-
liberality and is governed by the vector field

Px D �x � x3: (13.38)
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Fig. 13.12 A transcritical bifurcation

Fig. 13.13 A pitchfork bifurcation

The bifurcation diagram is shown in Fig. 13.13.
Note that for � < 0 we have one branch of solutions, whereas for � > 0 there

are three branches of solution (two stable and one unstable).
There is another important question related to the so-called normal forms of the

classical local bifurcations. In words, having a Taylor expansion around a trivial
non-hyperbolic fixed point of a general parameter family of one-dimensional vector
fields one can characterize the different geometry of the curves passing through
origin by an appropriate truncation of the series. For example by adding the signs
“˙” instead of the sign before two terms on the right-hand side of (13.36), (13.37)
and (13.38) we get the normal form of the mentioned local bifurcations.
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13.2.4 Bifurcation of a Non-hyperbolic Fixed Point
(Hopf Bifurcation)

The Hopf bifurcation plays a role of a door between static and dynamics and is
very important in engineering. In spite of the original work of [124] a problem
when a previously stable equilibrium becomes unstable and in a critical bifurcation
point periodic orbit appear has been analysed also by Andronov et al. in the
thirtieth (see [8,43]). Then in seventieth this central problem for dynamics has been
reconsidered by many researchers like Chow and Mallet-Paret [64], Crandall and
Rabinowitz [73], Hale [112], Hale and Oliveria [113], Hassard et al. [115], Holmes
[123], Marsden and McCracken [164], Golubitsky and Schaeffer [100], Golubistky
et al. [101], and others [125]. Here we briefly follow the approach described by
Hassard [115].

Consider the following differential equations

Px D F.p; x/; x 2 Rn: (13.39)

We assumed that p is the bifurcation parameter and for pcr D 0 we have
F.pcr ; 0/ D 0. We say that the system (13.39) has a family of periodic solutions
with the parameter " 2 .0; "0/, and the amplitude of periodic solutions tends to zero
when the formally introduced parameter " ! 0.

Theorem 13.4 (Hopf). Given

(i) F.p; 0/ D 0 for every p from an open interval including p D 0 and 0 2 Rn is
the isolated fixed point of (13.39);

(ii) The functionF is analytical with regard to p and x in a certain neighbourhood
of .0; 0/ 2 Rn �R1;

(iii) The matrix A.p/ of the linearized system in a vicinity of zero solution has a
pair of conjugated eigenvalues � and N� , where

�.p/ D 
.p/C i�.p/; (13.40)

and


.0/ D 0;
d


dp
.0/ ¤ 0; �.0/ D �0 > 0I (13.41)

(iv) Other eigenvalues of the matrix A.0/ possess negative real parts.

Then the system (13.39) has a family of periodic solutions. In addition, there is a
certain "H and an analytical function

pH."/ D
1
X

iD2
pi"

i ; .0 < " < "H /; (13.42)

such that for every " 2 .0; "H/ the system (13.39) for p D pH."/ has a periodic
solution x".t/.
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The period of periodic solution x".t/ is the analytical function

T H."/ D 2�

�0
.1C

1
X

iD2
	i "

i /; .0 < " < "H /: (13.43)

For every L > 2�=p0 there is a neighbourhood R of the point x D 0 (x 2 Rn/
and an open interval J including 0, such that for every p 2 J the periodic solution
to the system (13.39) which lie in R and have a period smaller then T H are the
members of the family x".t/ for which pH."/ D p; " 2 .0; "H/. The solutions
which differ by an initial phase and corresponding to the same x".t/ cannot be
distinguishable. If pH."/ is not identically equal to zero, then a first nonzero
coefficient pi has an even index. There exists such "1 2 .0; "H/ that pH ."/ is either
positive or negative for " 2 .0; "1/. Two Floquet exponents of the solution x".t/ tend
to zero for " ! 0. One of them is identically equal to zero for " 2 .0; "H/, whereas
second one

�."/ D
1
X

iD2
�i "

i ; 0 < " < "H : (13.44)

The periodic solution x".t/ is orbitally stable (unstable) with the asymptotic
phase, if �."/ < 0 .�."/ > 0/.

The proof of the Hopf theorem is here omitted, but it can be found in the work of
Marsden and McCracken [164]. Although the Hopf theorem in its source version is
related to the systems with analytical right-hand sides, but the similar like theorems
have been formulated later for the right-hand sides being differentiable (see [115]).
We have used the same reference to formulate the Hopf theorem. The main idea of
the proof is focused on reduction of initial n-dimensional system to two-dimensional
Poincaré form with use of the central manifold theory. A construction of a bifurcated
solution relies on application of the normal Poincaré form. Another alternative
approach has been presented by Iooss and Joseph [127] (see also Kurnik [145]).
We present the later one, since it seems to be more economical leading to estimate
bifurcating solutions and their stability.

Assume that self-excited oscillations equation of a mechanical system with
lumped parameters is governed by the equation

PU D F.�; U IQ/; (13.45)

whereU 2 Rn and F W Rn�Rn ! Rn, � is the parameter governing self-excitation
and further referred as the bifurcation parameter;Q is another parameter.

Assume that F is analytical with regard to U and � in a vicinity of �cr . Let
U � D U �.�;Q/ be a constant solution. Note that for each Q the constant solution
depends on bifurcation parameter, and hence we have a family of constant solutions.
On the other hand, for a given � andQ, one may have many solutions U �

1 ; U
�
2 ; : : :.
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Dealing with a Hopf bifurcation we consider one of the U �
i solutions.

The corresponding critical value of � is found investigating stability of the
being analysed constant solution U �.�;Q/. Assuming that A.�;Q/ is the matrix
corresponding to the linearized system, then the characteristic equation is

det.A� �I / D 0; (13.46)

where I is the identity n � n matrix.
The critical point � D �cr .Q/ is defined by Ref�1.�cr ;Q/g D 0, where

�1 > �i ; i D 2; : : : ; n. Then the system (13.45) is transformed to its local form
by introducing the variable u D U � U �.�;Q/, and the parameter ! D � � !cr .
Equation (13.45) is recast to the following form

Pu D f .!; u/; (13.47)

where: f .!; u/ D F.! C !cr ; u C U �IQ/ � F.! C !cr ; U
�IQ/, Q;! 2

R
C; u; U � 2 Rn.
Observe that f .!; 0/ D 0. The parameter Q will be further omitted to simplify

our considerations. Therefore the problem is reduced to consideration of the
following system

Pu D A.!/u CN.!; u/; (13.48)

where A.!;Q/ D A.!/;Aij D Œ
@fi
@uj
�uD0:

Let �1.!/; : : : ; �n.!/ be the eigenvalues of A.!/. Claiming also that the
assumptions of Hopf theorem are satisfied in a vicinity of the critical point:

Re �1.0/ D 
.0/ D 0;

Im �2.0/ D �.0/ D �0;
d


d!
.0/ ¤ 0;

(13.49)

where�0 is the positive number and �1; �2 D N�1 are simple eigenvalues.
Let q and q� be the eigenvectors of the matrix A.!/ and A�.!/ D AT .!/,

respectively. They are associated with the imaginary eigenvalues in the critical point.
These are found from the equations

.A.0/� �1.0/I /q D 0;

.AT .0/� N�1.0/I /q� D 0:
(13.50)

The required uniqueness is achieved by introduction of the normalization
procedure

hq; q�i D 1; (13.51)
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where hq; q�i D Pn
iD1 ai Nbi is the Hermitean scalar product in complex

n-dimensional Euclidean space and the vectors q and Nq� are orthogonal, i.e.

hq; Nq�i D
n
X

iD1
qiq

�
i D 0: (13.52)

They are linearly independent and they will play a role of skeleton of being
sought periodic solutions. The vector q� will be used during implementation of
the orthogonal condition within the Fredholm alternative.

The being sought bifurcated solution has the form

u.s; "/ D
1
X

iD1

1

nŠ
u.n/.s/"n; (13.53)

where s D �."/t . We take

�."/ D �0 C
1
X

iD1

1

nŠ
"n�n;

!."/ D !cr C
1
X

iD1

1

nŠ
"n!n; .!cr D 0/;

(13.54)

where � is the frequency of the sought periodic solution; �0 D Im �1.0/I!n
and �n are the series terms; u.n/.s/ is the series of 2�� periodic continuous and
differentiable functions; " is the parameter measuring the distance between a trivial,
and periodic solutions in a sense of the applied norm.

Note that an existence of bifurcated solutions in the form (13.53) is guaranteed
by Hopf theorem. Let P2� is the space of complex and 2��periodic functions,
continuous and differentiable, where the following scalar product is defined

Œa.s/; b.s/�
dfD 1

2�

Z 2�

0

< a.s/; Nb.s/ > ds; (13.55)

and we take the norm

kak D
p

Œ Na; a�: (13.56)

In addition, following Iooss and Joseph ([127]), we introduce the Maclaurin
series of the function f .u; t I!; p/ with regard to u. Since f .0; t I!; p/ � 0, hence

f .u; t I!; p/ D
1
X

iD1

1

nŠ
fuu:::u.!; p; t; 0jujuj : : : ju/; (13.57)
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where fuu:::u.!; p; t; 0jujuj : : : ju/ is nth-linear operator acting on the vector u in
neighbourhood of u D 0.

In general, an nth-linear operator of the vector field f .u; t; !; p/ acting on the
vectors a1; a2; : : : ; an in an arbitrary point u0 is defined by

fuu:::u.!; p; t; u0ja1ja2j : : : jan/D lim
h1;h2;:::;hn!0

@.n/f .u0Ch1a1C � � � C hnan; t I!; p/
@h1@h2 : : : @hn

(13.58)

The right-hand side of (13.47) can be developed into the Maclaurin series

f .!; u/ D
1
X

iD1

1

nŠ
fuu:::u.!; 0jujuj : : : ju/: (13.59)

On the other hand, each term of the series (13.59) is developed into the Maclaurin
series with regard to !:

f .!; u/ D fu.0; 0ju/C fu!.0; 0ju/! C 1

2Š
fu!!.0; 0ju/!2 C � � �

: : :C 1

2Š




fuu.0; 0juju/C fuu!.0; 0juju/! C 1

2Š
fuu!!.0; 0juju/!2 C � � �

�

C 1

3Š




fuuu.0; 0jujuju/Cfuuu!.0; 0jujuju/!C 1

2Š
fuuu!!.0; 0jujuju/!2C � � �

�

C � � �
(13.60)

and hence

f .!; u/ D
1
X

iD1

"i

i Š
fu.0; 0ju.i//

C
1
X

iD1

1
X

jD1

"iCj

i Šj Š
fu!.0; 0ju.i//!j C 1

2Š
fuu!.0; 0ju.i/ju.j //

C
1
X

iD1

1
X

jD1

1
X

kD1

"iCjCk

i Šj ŠkŠ
ffu!!.0; 0ju.i//!j !k C 1

2Š
fuu!.0; 0ju.i/ju.j //!k

C 1

3Š
ffuuu.0; 0ju.i/ju.j /ju.k//g C

1
X

iD1

1
X

jD1

1
X

kD1

1
X

lD1

"iCjCkCl

i Šj ŠkŠlŠ
f: : :g C � � � (13.61)

The left-hand side of (13.47) has the form

Pu D �0

1
X

iD1

"i

i Š

du.i/

ds
C

1
X

iD1

1
X

jD1

"iCj

i Šj Š
�j

du.i/

ds
: (13.62)
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Comparing the same terms by the same powers of " in (13.61) and (13.62) we get

��0

du.1/

ds
C fu.0; 0ju.1// D 0 ."1/

��0

du.n/

ds
C fu.0; 0ju.n// D

X

iCjDn

nŠ

i Šj Š

˚

�1

du.j /

ds
� fu!.0; 0ju.i//!jC

� 1

2Š
fuu.0; 0ju.i/j0.j //

��
X

iCjCkDn

nŠ

i Šj ŠkŠ
: : :C � � � ."n for n > 1/:

(13.63)

Introducing the operator

J0.�/ dfD ��0

d.�/
ds

C fu.0; 0j.�//; (13.64)

Equation (13.63) takes the following form
(

J0u.1/ D 0;

J0u.n/ D gn.s/;
(13.65)

where

gn.s/ D gn.s C 2�/ D n�n�1
du.1/

ds
� n!n�1fu!.0; 0ju.1// �Rn�1;

Rn�1 D
X

iCjDn

X

i;j�1

 

n

i

!

1

2Š
fuu.0; 0ju.i/ju.j //C

X

iCjDn

X

i�2;j�1

nŠ

i Šj Š




��j

du.i/

ds

C !j fu!.0; 0ju.i//
�

C
X

iCjCkDn

X

i;j;k�1

nŠ

i Šj ŠkŠ




1

2Š
fu!!.0; 0ju.i//!j!k

C 1

2Š
fuu!.0; 0ju.i/ju.j //!k C 1

3Š
fuuu.0; 0ju.i/ju.j /ju.j //

�

C � � � (13.66)

Let us introduce the following harmonic functions

z D qeis; z� D q�eis: (13.67)

The following properties hold

J0z D J0Nz D 0; (13.68)
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and

J �
0

dfD�0

d.�/
ds

C fn.0; 0j.�//; (13.69)

where: f �
u D A�.0/u D AT .0/u.

The function z and Nz are linearly independent, and we assume the following
orthogonality condition

Œu; z�� D ": (13.70)

This condition implies a chain of conditions

Œu.1/; z�� D 1; Œu.n/; z�� D 0 for n > 1: (13.71)

In other words it means that the fundamental harmonic eis.e�is/ appears only
in u.1/. The condition (13.70) gives an iteration for " as the amplitude of the
bifurcated solution. In order to solve (13.65), we assume

u.1/ D cz C NcNz; (13.72)

where c is the complex constant.
The orthogonalization condition gives

Œu.1/; z�� D cŒz; z�� D NcŒz; z��; (13.73)

and hence c D 1 and

u.1/ D Œz C z��: (13.74)

The being sought periodic solution of (13.65) exists if the following orthogona-
lity condition is satisfied (Fredholm alternative).

Œgn; z
�� D 0: (13.75)

This condition eliminates the occurring secular terms from gn.s/. Taking into
account (13.72) and (13.74) in (13.75) we obtain the following complex equation

n�n�1i � n!n�1 < fu!.0; 0jqjq�/ > �ŒRn�1; z�� D 0 (13.76)

with two unknowns �n�1 and !n�1. If �.!/ D 
.!/ C i�.!/ is the eigenvalue
associated with the vector q.!/, then

�q D fu.!; 0jq/: (13.77)
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Differentiating both sides of (13.75) with regard to ! and taking! D 0we obtain

fA.0/C i�0I gq!.0/ D �!.0/� fu!.0; 0jq.0//; (13.78)

where q!.0/ is unknown. The Fredholm alternative applied to (13.78) gives

h�!.0/q.0/� fu!.0; 0jq.0//; q�i D 0: (13.79)

Taking into account the earlier introduced notation q.0/ D q and q�.0/ D q�
.hq; Nq�i D 1/ we get

�!.0/ D< fu!.0; 0jq.0//; q� > : (13.80)

A solvability condition for n > 1 with regards to u.n/ 2 P2� yields the equation

� n�n�1i C n!n�1r!.0/C ŒRn�1; z�� D 0: (13.81)

Separating real and imaginary parts we obtain

!n�1 D �ReŒRn�1; z��
n
!.0/

(13.82)

and

�n�1 D �ReŒRn�1; z��
�!.0/


!.0/
C 1

n
ImŒRn�1; z��: (13.83)

The obtained dependencies (13.82) and (13.83) allow to find the unknown
coefficients. Taking n D 2, we get R1 D fuu.0; 0ju.1/ju.1// and ŒR1; z�� D 0, which
implies that !1 D �1 D 0. It can be shown that

!2k�1 D �2k�1 D 0 k 2N: (13.84)

It means that the functions !."/ i �."/ are even.
In order to obtain !2 and �2 we take n D 3, and we get

R2 D 3

2
fuu.0; 0ju.1/ju.2//C fuuu.0; 0ju.1/ju.1/ju.1//: (13.85)

To find ŒR2; z�� one needs to solve (13.66) for n D 2 (u.2/.s/). The right-hand
side of g2.s/ can be presented by

g2 D �R1 D �fuu.0; 0jqjq/ei2s � 2fuu.0; 0jqj Nq/� fuu.0; 0j Nqj Nq/e�i2s ; (13.86)



446 13 Bifurcations

where the condition Œg2; z�� D 0 is always satisfied. Let us denote

� fuu.0; 0jqjq/ D P; � 2fuu.0; 0jqjq/ D S; (13.87)

and hence

g2 D S C Pei2s C NPe�i2s (13.88)

The solution u.2/.s/ of (13.65) is a sought in the form

u.2/.s/ D K CLei2s C NLe�i2s (13.89)

whereK;L are real and complex vectors of the form

K D A�1.0/S;L D fA.0/� 2i�0I g�1P; (13.90)

where A.0/ and A.0/� 2i�0I are nonsingular.
Denoting

Lei2s D y; (13.91)

we obtain

fuu.0; 0ju.1/ju.2// D fuu.0; 0jz C NzjK C y C Ny/ D fuu.0; 0jzjK/
Cfuu.0; 0jzjy/C fuu.0; 0jzj Ny/C fuu.0; 0jNzjK/C fuu.0; 0jNzjy/C fuu.0; 0jNzj Ny/:

(13.92)

Applying orthogonalization to each term of (13.72) with z� we obtain

Œfuu.0; 0ju.1/ju.2//; z�� D h.fuu.0; 0jqjK/C fuu.0; 0jqjL//; q�i

D
n
X

iD1

n
X

jD1

n
X

kD1
bijk Nq�

i .qjKk C NqjLk/; (13.93)

where

bijk D @2fi

@uj @uk
juD0;!D0: (13.94)

Noting that

Œfuuu.0; 0ju.1/ju.1/ju.1//; z�� D 3hfuuu.0; 0jqjqj Nq/i

D
n
X

iD1

n
X

jD1

n
X

kD1

n
X

lD1
cijkl Nq�

i qj qkql ; (13.95)
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Fig. 13.14 Amplitude of the periodic solution versus the bifurcation parameter for sub-critical (1)
and super-critical (2) bifurcation

where:

cijkl D @3fi

@uj @uk@ul
juD0;!D0; (13.96)

we obtain

ŒR2; z
�� D 3

2
hfuu.0; 0jqjK/C fuu.0; 0j NqjL/; q�i

C3hfuuu.0; 0jqjqj Nq/; q�i:
(13.97)

The first-order approximation of the bifurcated solution is

u.s; "/ D "u.1/.s/ D ".z C Nz/ D 2"Refqisg D 2"fRe q cos�."/t � Im q sin�."/tg;
(13.98)

where:

� D �0 C 1

2
"2�2 (13.99)

and

! D !cr C 1

2
"2!2: (13.100)

The obtained dependence !."/ is shown in Fig. 13.14.
For !2 > 0 a super-critical bifurcation occurs, whereas for !2 < 0 a subcritical

bifurcation appears. In the case of !2 D 0 one has to calculate !4. Eliminating
" from (13.99) and (13.100) we obtain the dependence of self-excited frequency
versus the bifurcation parameter

� D �0 C �2

!2
.! � !cr /: (13.101)
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The second-order approximation to the bifurcated solution has the form

u.s; "/ D "u.1/ C 1

2
"2u.2/ D 2"Refqeisg C 1

2
"2K C "2RefLei2sg: (13.102)

It is seen that it contains harmonic and superharmonic parts as well as the
constant parts. The latter causes a shift of oscillation origin.

One can proceed in a similar way to get the successive approximations for
n D 3; 4; : : :.

For the first-order approximation we get

ku.s; "/k D
p

Œu; u� D



1

2�

Z 2�

0

< u; u > ds

�
1
2

D "

(

1

2�

Z 2�

0

n
X

iD1
.qi e

is C Nqie�is/. Nqie�is C qie
is/ds

) 1
2

D "

(

1

2�

Z 2�

0

n
X

iD1
.q2i e

i2s C 2qi Nqi C . Nqi 2e�i2s/ds
) 1

2

D "

(

2

n
X

iD1
2qi Nqi

) 1
2

D "

(

2

n
X

iD1
jqi j2

) 1
2

D "
p
2kqk: (13.103)

In the second-order approximation we have

u.t; !/ D 2

s

2!

!2
Refqei�tg C !

!2
K C 2!

!2
RefLei2�tg: (13.104)

The !."/ approximation using nth order polynomial

!."/ D !cr C 1

2
!2"

2 C 1

24
!4"

4 CO."6/ (13.105)

yields the picture shown in Fig. 13.15.
The term !4 is defined by

!4 D �ReŒR4; z��
5
!.!cr /

; (13.106)

where:

R4 D 30!2hfuu.qjK/C fuu!. NqjL/C fuuu!.qjqjq/; q�i
C15hfuuu.qjKjK/C 2fuuu. NqjLj NL/C 2fuuu. NqjKjL/; q�i:

(13.107)
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Fig. 13.15 Hopf bifurcation diagram

Now we briefly describe a stability estimation of the periodic bifurcated solution
V.s; "/ of Eq. (13.47). Considering v as the perturbation to the investigated solution
V , i.e. by substituting

v D u � V (13.108)

to (13.47) we get

Pv D g.!; v; s; "/; (13.109)

where

g.!; v; s; "/ D f .!; V C v/ � f .!; V /: (13.110)

The linearized equation (13.109) has the form

Pv D gv.!; 0jv/; (13.111)

where

gv.!; 0jv/ D fn.!; v.s; "/jv/: (13.112)

Equation (13.111) has periodic coefficients. A stability of v D 0 depends on the
eigenvalues of the monodromy matrix. One of the eigenvalues (Floquet exponents)
is equal to zero, whereas the second depends analytically on ", i.e. � D �."/ and
�.0/ D 0.

Theorem 13.5 (Orbital Stability). A limit cycle is asymptotical orbitally stable if
all Floquet exponents have negative real parts.

The next theorem gives hints how to find real Floquet exponents.
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Theorem 13.6. A real Floquet exponent �."/ can be presented in the form

�."/ D O�."/d!
d"
; (13.113)

where: O�."/ is the smooth function in neighbourhood of " D 0 such that d O�."/
d"
.0/ D

�
.0/, and O�."/
"

is an even function. Since

d!

d"
D "!2 CO."4/ (13.114)

and

O�."/ D �
!.0/"CO."3/; (13.115)

therefore

�."/ D �
!.0/!2"2 CO."4/: (13.116)

To conclude, we have two following cases:

(i) !
!.0/ > 0, and �."/ < 0. Then the solution is orbitally asymptotic stable;
(ii) !
!.0/ < 0, and �."/ < 0. Then the solution is orbitally unstable.

Example 13.4 (See [144]). We consider the Van der Pol equation of the follo-
wing form

Px1 D x2;

Px2 D �x1 C !x2 � x21x2:

The matrix of the linearized system in the vicinity of .0; 0/ is

A.!/ D
�

0 1

�1 !
	

:

The eigenvalues of A.!/ are defined by the equation

�2 � !� C 1 D 0:

Hence, for j!j < 2 there exist complex conjugate roots, whereas for j!j � 2 we
have real eigenvalues �2 << �1 < 0 for ! < �2, and �1 > �2 > 0 for ! > 2. The
complex conjugate roots are

�1;2 D !

2
˙ i

2

p
4 � !2:
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The trajectories of the eigenvalues �1 and �2 form the up and down half-circle of
the complex plane .Re �/2 C .Im �/2 D 1: Depending on ! we have the following
types of the singular points

(1) ! < �2 (stable node);
(2) ! D �2 (stable node degenerated);
(3) �2 < ! < 0 (stable focus);
(4) ! D 0 (asymptotically stable focus);
(5) 0 < ! < 2 (unstable focus);
(6) ! D 2 (unstable node degenerated);
(7) ! > 2 (unstable node).

Let us check the Hopf bifurcation theorem assumptions:

(i) f .!; 0/ for every !; x D 0 is isolated equilibrium;
(ii) the function f is analytical for .x; !/ 2 R2 �R;

(iii) the matrix A.!/ has a pair of complex eigenvalues such that Re�1.0/ D
Re�2.0/ D 0; Im.�1/ D 1 > 0 and d.Re�1/

d!
.0/ D 1

2
¤ 0:

The bifurcated solutions and the eigenvectors are defined by the equations that
can be found using the Iooss and Joseph [127] method, and they are reported
in [144]. ut

13.2.5 Double Hopf Bifurcation

One may extend a concept of analysis of Hopf bifurcation into a case when a few
pairs of purely imaginary eigenvalues cross an imaginary axis of the complex plane
with nonzero velocities. Although there exist many papers devoted to this problem
[73, 100, 164], but we follow here Dei Yu [250] research results.

If the Jacobian of higher-dimensional dynamical system possesses two pairs of
purely imaginary eigenvalues, then the so-called double Hopf bifurcation may be
exhibited. If the ratio of the two eigenvalues is not a rational number, then associated
bifurcation in non-resonant.

Following Yu [250], consider the following dynamical system

Px D Ax C F.x/: (13.117)

where: x 2 Rn, F W Rn ! Rn, F.0/ D F 0.0/ D 0, and

A D

2

6

6

6

6

6

4

0 !1c 0 0 0

�!1c 0 0 0 0

0 0 0 !2c 0

0 0 �!2c 0 0

0 0 0 0 B

3

7

7

7

7

7

5

: (13.118)
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Notice that B matrix is of order .n� 4/� .n� 4/ and it is hyperbolic one, which
means that its associated eigenvalues have no zero real parts. We assume also that
!1c=!2c ¤ k=l , where k; l 2 C.

In an explicit form Eq. (13.117) reads

Px1 D !1cx2 C F1.x/; Px2 D �!1cx1 C F2.x/;

Px3 D !2cx4 C F3.x/; Px4 D �!2cx3 C F4.x/;

Pxp D �˛pxp C Fp.x/; p D 5; 6; : : : ; m1 C 4;

Pxq D �˛qxq C !qxqC1 C Fq.x/; PxqC1 D �!qxq � ˛qxqC1 C FqC1.x/;

q D m1 C 5;m1 C 7; : : : ; n � 1 (13.119)

and n D 4Cm1 C 2m2.
In what follows, the multiple time scale method is used assuming that t D

t.T0; T1; T2; : : :/, and T0 D t; T1 D "t; T2 D "2t; and so on. Therefore

d

dt
D @

@T0

@T0

@t
C @

@T1

@T1

@t
C @

@T2

@T2

@t
C � � �

D D0 C "D1 C "2D2 C � � � : (13.120)

A being sought solution is expanded into the power series with respect to "

xi .t I "/ D "xi1.T0; T1; T2; : : :/C "2xi2.T0; T1; T2; : : :/C "3xi3.T0; T1; T2; : : :/C � � �
(13.121)

Substituting (13.121) into (13.2.5), and accounting (13.120) the following
sequence of perturbation equations is obtained

" W D0x11 D !1cx21;

D0x21 D �!1cx11;
D0x31 D !2cx41;

D0x41 D �!2cx31;
D0xp1 D �˛pxp1;
D0xq1 D �˛qxq1 C !qx.qC1/1;
D0x.qC1/1 D �!qxq1 C ˛qx.qC1/1I

(13.122)

"2 W D0x12 D !1cx22 �D1x11 C F12.x1/;

D0x22 D �!1cx12 �D1x21 C F22.x1/;

D0x32 D !2cx42 �D1x31 C F32.x1/;

D0x42 D �!2cx32 �D1x41 C F42.x1/;

D0xp2 D �˛pxp2 C Fp2.x1/;

D0xq2 D �˛qxq2 C !qx.qC1/2 C Fq2.x1/;

D0x.qC1/2 D �!qxq2 C ˛qx.qC1/2 C F.qC1/2x1/;

(13.123)
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where x1 corresponds to the first-order approximation and fi2 D d2ŒFi .x/="�=d"
2/

"D0 are the functions of x1.
Differentiating the first of Eq. (13.122) and substituting the second equation into

the resulting equation yields

D2
0x11 C !21cx12 D 0; (13.124)

which has the following solution

x11 D r1.T1; T2; : : :/cosŒ!1cT0 Cˆ1..T1; T2; : : :/� � r1cos‚1; (13.125)

where r1 is the amplitude and ˆ1 is the phase. Knowing x11 it is easy to obtain x21
from the third equation of (13.122). Proceeding in a similar way one finds

x31 D r2.T1; T2; : : :/cosŒ!2cT0 Cˆ2.T1; T2; : : :/� � r2cos‚2; (13.126)

and then x41 is defined by the fourth equation of (13.122). The other varia-
bles xj1 D 0; j D 5; 6; : : : ; n:

Observe also that

D0r1 D D0r2 D 0; D0ˆ1 D D0ˆ2 D 0: (13.127)

From Eq. (13.123) we obtain

D2
0x12 C !21cx12 D �D1D0x11 � !1cD1x21 CD0F12 C !1cF22: (13.128)

The condition for avoiding secular terms determine D1ri and D1ˆi ; i D 1; 2.
In the next step one finds the particular solution of (13.128). Having obtained x12
one easily finds x22 from the second equation of (13.123).

Using Eqs. (13.125) and (13.126) the following first-order differential equations
are obtained

dri

dt
D D0ri C "D1ri C "2D2ri C "3D3ri C � � � (13.129)

dˆi

dt
D D0ˆi C "D1ˆi C "2D2ˆi C "3D3ˆi C � � � (13.130)

Recall that we analyse non-resonant double Hopf bifurcation, and hence we get
D2kC1ri D D2kC1‚i D 0 for k D 0; 1; 2; : : :, whereas

D2kr1 D r1Œa2k0r
2k
1 C a.2k�2/2r2k�1

1 r22 C � � � C a2.2k�2/r2k�1
1 C a02kr

2k
2 �;

D2kr2 D r2Œb2k0r
2k
1 C b.2k�2/2r2k�1

1 r22 C � � � C b2.2k�2/r21 r2k�2
2 C b02kr

2k
2 �

(13.131)

andD2kˆi have similar form.
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Introducing a back scaling "xi ! xi ; "ri ! ri ; Eqs. (13.129), (13.130) have
the new form

dri

dt
D D2ri CD4ri CD6ri C � � � (13.132)

dˆi

dt
D D2ˆi CD4ˆi CD6ˆi C � � � (13.133)

and

d‚i

dt
D !ic C dˆi

dt
; (13.134)

where:‚i D !icT0 Cˆi � !ict Cˆi ; and i D 1; 2; : : : :

It is worth noticing that Eqs. (13.132), 13.133) and (13.134) are called normal
forms. A reason is thatD2kr1;D2kr2;D2kˆ1 andD2kˆ2 are obtained by eliminating
secular terms (i.e. resonant terms). The resonant terms are actually applied in
Poincaré normal form theory.

Furthermore, the obtained periodic solution given by (13.124)–(13.126)
and (13.132)–(13.134) represents both asymptotic and transient solution for the
critical variables (modes) xi ; i D 1; 2; 3; 4 .ri D ri .t/; and ˆi D ˆi.t/).
The non-critical variables (modes) xj ; j D 5; 6; : : : are found from Eq. (13.121)
(they are excited by critical variables),

Observe also that the periodic solution (13.121) can be treated as the nonlinear
transformation between (13.117) and the normal forms (13.132)–(13.134). This
observation is supported by the following consideration. The periodic solution can
be written as

x1 D r1 cos‚1 C h1.r1 cos‚1; r1 sin‚1; r2 cos‚2; r2 sin‚2/;

x2 D �r1 sin‚1 C h2.r1 cos‚1; r1 sin‚1; r2 cos‚2; r2 sin‚2/;

x3 D r2 cos‚2 C h3.r1 cos‚1; r1 sin‚1; r2 cos‚2; r2 sin‚2/;

x4 D �r2 sin‚2 C h4.r1 cos‚1; r1 sin‚1; r2 cos‚2; r2 sin‚2/;

xi D hi .r1 cos‚1; r1 sin‚1; r2 cos‚2; r2 sin‚2/; i D 5; 6; : : : ; n: (13.135)

Introducing the new variables

y1 D r1 cos‚1; y2 D �r2 sin‚1; y3 D r2 cos‚2; y4 D �r2 sin‚2;

(13.136)
from (13.135) one gets

xiDyiChi .y1; y2; y3; y4/; iD1; 2; 3; 4; xiDhj .y1; y2; y3; y4/; iD5; 6; : : : ; n:
(13.137)
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The obtained equation, which is the same as (13.121), manifests a transformation
between xi ; i D 1; 2; : : : ; n and yj ; j D 1; 2; 3; 4: In other words, the first four
equations can be considered as a nonlinear transformations between the coordinates
x1; x2; x3; x4 and y1; y2; y3; y4: The remaining equations represent the projection of
the original system to the four-dimensional centre manifold governed by the critical
variables y1; y2; y3; y4: Using the Cartesian coordinates the normal form governed
by (13.132)–(13.134) reads

Py1 D !1cy2 C g1.y1; y2; y3; y4/;

Py2 D �!1cy1 C g2.y1; y2; y3; y4/;

Py3 D !2cy4 C g3.y1; y2; y3; y4/;

Py4 D �!2cy3 C g4.y1; y2; y3; y4/: (13.138)

To sum up, the nonlinear transformation (13.138), which is equivalent
to (13.121), represents a transition between the original system (13.117) and the
normal form (13.138).

Now both stability and bifurcation analysis may be carried out using
Eqs. (13.132)–(13.134) or (13.138).

Following Yu [250], in order to outline a general bifurcational analysis, the
normal form is presented explicitly up to third order

Pr1 D r1Œ˛11�1 C ˛12�2 C a20r
2
1 C a02r

2
2 �; Pr2 D r2Œ˛21�1 C ˛22�2 C b20r

2
1 C b02r

2
2 �;

(13.139)

and similarly

P‚1D!1cCˇ11�1Cˇ12�2Cc20r21Cc02r22 ; P‚2D!2cCˇ21�1Cˇ22�2Cd20r21Cd02r22 ;
(13.140)

For the convenience two parameter variables ˛11�1 C ˛12�2; ˛21�1 C ˛22�2
are used, where �1; �2 are the perturbation parameters.

The tracked behaviour follows:

1. Equilibria (E):

r1 D r2 D 0 (13.141)

2. Hopf bifurcation with frequency !1 (H.!1/):

r21 D � 1

a20
.˛11�1 C ˛12�2/; r2 D 0; !1 D !1c C ˇ11�1 C ˇ12�2 C c20r

2
1 :

(13.142)

3. Hopf bifurcation with frequency !2 (H.!2/):

r22 D � 1

b02
.˛21�1 C ˛22�2/; r1 D 0; !2 D !2c C ˇ21�1 C ˇ22�2 C d02r

2
2 :

(13.143)



456 13 Bifurcations

4. 2-D tori with frequencies !1; !2 (2-D tori):

r21 D �a02.˛21�1 C ˛22�2/ � b02.˛11�1 C ˛12�2/

a20b02 � a02b20
;

r22 D �b20.˛21�1 C ˛12�2/� a20.˛21�1 C ˛22�2/

a20b02 � a02b20
;

!1 D !1c C ˇ11�1 C ˇ12�2 C c20r
2
1 C c02r

2
2 ;

!2 D !2c C ˇ21�1 C ˇ22�2 C d20r
2
1 C d02r

2
2 : (13.144)

Evaluating the Jacobian of Eq. (13.139) on the equilibrium (13.141) yields two
critical lines

L1 W ˛11�1 C ˛12�2 D 0 .˛21�1 C ˛22�2 < 0/; (13.145)

L2 W ˛21u1 C ˛22u2 D 0 .˛11u1 C ˛12u2 < 0/; (13.146)

and L1 .L2/ corresponds to occurrence of a family of periodic solutions after Hopf
bifurcation with !1 .!2/: The solutions are stable if the following inequalities are
satisfied

˛11�1 C ˛12�2 > 0 and ˛21�1 C ˛22�2 < 0: (13.147)

Now, evaluating the Jacobian of Eq. (13.139) on the Hopf bifurcation solu-
tion (13.142), yields the stability conditions

˛11�1C˛22�2 > 0 and ˛21�1C˛22�2� b20
a20

.˛11�1C˛12�2/ < 0: (13.148)

One may check that the H.!1/ periodic solution exists, when a20 < 0:
The second inequality in (13.148) yields the critical line

L3 W .˛21 � b20

a20
˛11/�1 C .˛22 � b20

a20
˛12/�2 D 0 .˛11�1 C ˛12�2/ > 0/:

(13.149)

The L3 line represents a secondary Hopf bifurcation with frequency !2 from the
limit cycle produced by H.!1/ (i.e. a 2-D torus is created).

Similarly, the (13.143) solution associated with H.!2/ is stable when the
inequalities hold

˛21�1C˛22�2 > 0 and ˛11�1C˛12�2�a02
b02
.˛21�1C˛22�2/ < 0 (13.150)

and it exists when b02 < 0:
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A critical line L4 is defined by the second inequality of (13.150):

L4 W .˛11 � a02

b02
˛21/�1 C .˛12 � a02

b02
˛22/�2 D 0 .˛11�1 C ˛22�2/ > 0/:

(13.151)

Crossing L4 a secondary Hopf bifurcation with frequency !1 occurs from the
periodic orbits born after H.!2/: Again the 2-D tori is produced, with solutions,
governed by Eq. (13.144).

In [250] a family of solutions lying on 2-D tori is traced via evaluation the
Jacobian on Eq. (13.144) yielding

JT D
�

2a20r
2
1 2a02r1r2

2b20r1r2 2a02r
2
2

	

: (13.152)

The stability of the quasi-periodic motion is defined by trace .Tr < 0/ and
determinant .Det > 0/ of the Jacobian JT:

The mentioned stability conditions are supplemented by the following existence
conditions

a02.˛21�1 C ˛22�2/ � b02.˛21�1 C ˛12�2/ > 0;

b20.˛11�1 C ˛12�2/ � a20.˛21�1 C ˛22�2/ > 0:
(13.153)

Observe that the existence region boundaries (13.153) are defined by the critical
linesL3 andL4, i.e. the periodic solution associated withH.!1/ .H.!2// bifurcates
from the critical line L3 .L4/ into a quasi-periodic solution with the stability
boundaryL3 .L4/:

Note that r1 > 0 and r2 > 0 guarantee satisfaction of conditions (13.153), and
Det > 0 yields

a20b02 � a02b20 > 0; (13.154)

and hence the condition T r < 0 gives

a20.a02 � b02/.˛21�1 C ˛22�2/� b02.a22 � b20/.˛11�1 C ˛12�2/ < 0: (13.155)

From (13.155) one gets

L5 W Œa20.a02 � b02/˛21 � b02.a22 � b20/˛11��1

CŒa20.a02 � b02/˛22 � b02.a22 � b20/˛12��2 D 0:
(13.156)

On L5 a quasi periodic solution may loose its stability, and bifurcate to a 3-D
torus with frequencies .!1; !2; !3/.

A combination of perturbation approaches and harmonic balance technique
to analyse various Hopf type bifurcations is presented in works [18–21, 30]
and examples of numerical technique to trace dynamical behaviour using a path
following method taken from mechanics and biomechanics are reported in [15–17].
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13.3 Fixed Points of Maps

There are three distinct situations possible for bifurcations of fixed points of maps.

(i) Dxf .x0; �0/ has a single eigenvalue equal to 1.
In this case the problem is reduced to a study of one-dimensional centre

manifold

x 7! f .x; �/; x 2 R1; � 2 R1: (13.157)

Fixed point can be transformed to the origin, where f .0; 0/ D 0 and
@f

@x
.0; 0/ D 1. In this case three situations are possible.
A saddle-node bifurcation at .x; �/ D .0; 0/ takes place if

f .0; 0/ D 0;
@f

@�
.0; 0/ D 1;

(13.158)

and

@f

@�
.0; 0/ ¤ 0;

@2f

@x2
.0; 0/ ¤ 0:

(13.159)

The map

x 7! f .x; �/ D x C �˙ x2; x 2 R1; � 2 R1 (13.160)

can serve as a normal form for the saddle-node bifurcations for maps.
A transcritical bifurcation can be represented by the map

x 7! f .x; �/ D x C �x ˙ x2; x 2 R1; � 2 R1: (13.161)

Note that .x; �/ D .0; 0/ is a non-hyperbolic fixed point with eigenvalue 1
(f .0; 0/ D 0, @f

@x
.0; 0/ D 1). A transcritical bifurcation appears if

@f

@�
.0; 0/ D 0;

@2f

@x@�
.0; 0/ ¤ 0;

@2f

@x2
.0; 0/ ¤ 0: (13.162)

A pitchfork bifurcation occurs in a one parameter family of smooth one-
dimensional maps (13.157) with a non-hyperbolic fixed point (f .0; 0/ D 0,
@f

@x
.0; 0/ D 1) if
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@f

@�
.0; 0/ D 0;

@2f

@x2
.0; 0/ D 0;

@2f

@x@�
.0; 0/ ¤ 0;

@3f

@x3
.0; 0/ ¤ 0;

(13.163)
and its normal form is given by

x 7! f .x; �/ D x C �x ˙ x3; x 2 R1; � 2 R1: (13.164)

(ii) Dxf .x0; �0/ has a single eigenvalue equal to �1.
In contrary to the bifurcation (i) this bifurcation does not have an analog with
one-dimensional dynamics of vector fields, since it refers to period-doubling
bifurcation at .x; �/ D .0; 0/. It occurs when

f .0; 0/ D 0;
@f

@x
.0; 0/ D �1; @f

@�
.0; 0/ D 0;

@2f

@x2
.0; 0/ D 0;

@2f

@x@�
.0; 0/ ¤ 0;

@3f

@x3
.0; 0/ ¤ 0:

(13.165)

One can display the period-doubling bifurcation using the map

x 7! f .x; �/ D �x � �x C x3: (13.166)

(iii) Dxf .x0; �0/ possesses two complex conjugate eigenvalues having modulus 1.
This situation corresponds to the Neimark–Sacker bifurcation or sometimes

it is referred as a secondary Hopf bifurcation ([106, 243]).

Consider the map (13.157) but for x 2 R2, and let us again introduce a suitable
transformation that .x; �/ D .0; 0/ and f .0; 0/. The associated matrix Dxf .0; 0/

possesses two complex conjugate eigenvalues �.0/ and
�
�.0/, with j�.0/j D 1.

In addition, we require that �n.0/ ¤ 1 for n D 1; 2; 3; 4.
It can be shown [243] that the normal form of the Neimark–Sacker bifurcation is

governed by the complex map

z 7! �.�/z C c.�/z2
�
z CO.4/; z 2 C; � 2 R1: (13.167)

We change the variables letting

z D re2�i‚; (13.168)

and we get

r 7! j�.�/j
�

r C
�

Re

�

c.�/

�.�/

��

r3 CO.r4/

�

;

‚ 7! ‚C �.�/C 1

2�

�

Im

�

c.�/

�.�/

��

r2 CO.r3/;

(13.169)
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where

�.�/ � 1

2�
tan�1 !.�/

˛.�/
;

c.�/ D ˛.�/C i!.�/: (13.170)

The Taylor expansion of (13.169) in � D 0 gives

r 7!
�

1C d

d�
j�.�/j j�D0�

�

r C
�

Re

�

c.0/

�.0/

��

r3 CO.�2r; �r3; r4/;

‚ 7! ‚C �.0/C d

d�
�.�/j�D0�C 1

2�

�

Im
c.0/

�.0/

�

r2:

(13.171)
The truncated normal form has the form

r 7! r C .d�C ar2/r;

‚ 7! ‚C �0 C �1�C br2;
(13.172)

where

dD d

d�
j�.�/j�D0; aDRe

�

c.0/

�.0/

�

; �0D�.0/; �1D d

dx
.�.�//; bD 1

2�
Im
c.0/

�.0/
:

(13.173)

Following [243] there are four potential cases for the bifurcation of an invariant
circle from a fixed point.

(a) d > 0, a > 0. The origin is an unstable fixed point for � > 0 and an
asymptotically stable fixed point for � < 0 with an unstable invariant circle
for � < 0.

(b) d > 0, a < 0. The origin is an unstable fixed point for � > 0 and an
asymptotically stable fixed point for � < 0 with an asymptotically stable
invariant circle for � > 0.

(c) d > 0, a < 0. The origin is an asymptotically stable fixed point for � > 0 and
an unstable fixed point for� < 0 with an unstable invariant circle for � > 0.

(d) The origin is an asymptotically stable fixed point for � > 0, and an unstable
fixed point for � < 0, with an asymptotically stable invariant circle for � < 0.

Note that here the bifurcation consists of a circle which has many different orbits.
Hence one should start with the initial condition laying on this circle. Since in this
case r D .��d

a
/
1
2 , then the associated circle map has the form

‚ 7! ‚C �0 C
�

�1 C d

a

�

�: (13.174)

For �0 C .�1 C d
a
/� rational (irrational) all orbits on invariant circle are periodic

(quasiperiodic, i.e. densely fill the circle).
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13.4 Continuation Technique

The introduced earlier considerations related to local bifurcations can be used to
follow the dynamics in a systematic way. In a case of vector fields, one can construct
a local Poincaré map, and then to reduce the problem of one order to study a
bifurcation of a fixed point of the map. In a case of a k periodic orbit one can take
into account the bifurcation of a fixed point of the kth iterate of the map.

Coming back to the differential equation (13.1) and taking into account the initial
condition x.t0/ D x0 (for a given specific numerical value of �0) one can trace a
periodic orbit occurred via Hopf bifurcation. We integrate numerically (13.1) during
the time equal to exact (or estimated) period of a new periodic orbit corresponding
to the parameter �0 C��, where k��k 
 1.

In a case of second-order differential equation the situation is shown in
Fig. 13.16.

In a case of periodic solution with the period T0 we have the following boundary
condition

x.T0; x0/� x0 D 0: (13.175)

Equation (13.175) yields x0 using, for instance, Newton’s method. Using Taylor
expansion around kth order approximation of x.k/0 we take only a linear term, and

we obtain a linear correction�x.k/0 . A Jacobian of the Newton method is defined by

Fig. 13.16 Transformation of the state vector x0



462 13 Bifurcations

J D @x.T0; x0/

@x0
� I D N � I; (13.176)

where I is the identity matrix. After computation with the required accuracy we
use the matrix N obtained in the last computational step as the monodromy matrix.
The associated eigenvalues decide about stability and bifurcation of the analysed
periodic orbit (or equivalently, a fixed point of the maps). This method is called
shooting and has already found a wide treatment in literature (see, for instance
Seydel [214], Awrejcewicz [14]).

Another equivalent approach is based on the Galerkin approximation [234]. It is
well known that any periodic solution (function) can be represented by its Fourier
expansion

yk D a0 C
K
X

kD1
.ack cos k!t C ask sin k!t/; (13.177)

where K is the number of a highest harmonics, and ! is the fundamental frequency.
The assumed solution is substituted to the system of the second-order differential
equations governing dynamics of oscillating systems. Since from the assumption
we have the kth order Fourier approximation to a periodic solution, then between
left- and right-hand sides a difference occurs (a residual vector), which satisfies the
equation

r.a0; ack ; ask ; t/ D r.a0; ack ; ask ; t C T /: (13.178)

In general, whenK ! 1, then r ! 0. The residual vector is also expanded into
Fourier series

r D s0 C
K
X

kD1
.sck cos k!t C ssk sin k!t/: (13.179)

The condition r D 0 implies that s0 D sck D ssk D 0, and hence

1

T

T
Z

0

r.a0; ack ; ask ; t/dt D 0;

2

T

T
Z

0

r.a0; ack ; ask ; t/ cosn!tdt D 0;

2

T

T
Z

0

r.a0; ack ; ask ; t/ sin n!tdt D 0; k; n D 1; 2; 3; : : :

(13.180)
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Introducing the vectors

s D
0

@

s0

sck
ssk

1

A ; a D
0

@

a0

ack
ask

1

A ; (13.181)

equation r D 0 can be substituted by

s.a/ D 0; (13.182)

and can be solved using the iterational Newton method. In practice the Fast Fourier
Transformation (FFT) is used during computation of s [49,71]. After an appropriate
choice of a starting point for the vector a we compute

Pyk D
K
X

kD1
.k!ask cosk!t � k!ack sin k!t/;

Ryk D
K
X

kD1
.�k2!2ack cos k!t � k2!2ask sin k!t/:

(13.183)

Applying (FFT)�1 we can find (13.183), then we substitute (13.183) into the
governing equations to get (13.182). The FFT is especially economic when a
number of samples NFFT satisfies NFFT D 2M > 4K . The error of the introduced
estimation is equal to

� D

0

B

@

NFFT
2
X

nDkC1
.s2cnk

C s2snk
/

1

C

A

1
2

: (13.184)

A stability of the found solution is estimated by the variational equations.

Example 13.5. Consider a model of human vocal chords oscillations (see more
details in [15–17]). The human lungs produces the air pressure required for larynx
to be opened. The vocal chords start to continue to open because of inertia, and then
their elastic properties cause their closing. The air stream leaves the larynx, and
then Bernoulli suction effect appears. Next the described cycle repeats. Display a
bifurcation diagram corresponding to the mechanical model of human vocal chords
shown in Fig. 13.17.

A point mass can move in the directions x and y. Since the vocal chords cannot
touch each other, the artificial damping cs and stiffness ks have been introduced.
The hyperbolic type stiffness associated with the coefficient ks approaches infinity
when the mass approaches origin. The larynx has been modelled as a reservoir
with stiff walls and real elastic properties have been included in the modified air
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Fig. 13.17 Mechanical model of a human vocal chord

parameters. It is assumed that the lungs pressure generates equal forces acting on the
vocal chords, which move symmetrically. This is a reason that we consider only one
vocal chord oscillations. In a case of some pathological cases (for instance caused
by cancer) the symmetry is violated and the number of equations is doubled.

The ordinary non-dimensional differential equations have the form (see [17] for
more details)

RX C C PX C fKx CKDŒ.X � X0/
2 C Y 2�g.X � X0/ �KxyY�

�KsX
�s.1 � Cs PX/ D EP;

RY C C PY C fKy CKDŒ.X �X0/2 C Y 2�gY �Kxy.X �X0/ D EP;

PP D Q �



.X � 1/P 0;5; for X > 1;

0; for x � 1:

where: C corresponds to damping properties of the vocal chords (C < 1); Ky

represents a vertical stiffness of a vocal chord (Ky 2 .0; 7I 0; 9/), Kx D 1; Kxy

is the stiffness coefficient coupling the vocal chord displacements in two directions
Kxy 2 .0; 3I 0; 5/); K0 is a Duffing (cubic) type stiffness coefficient (K0 < 1); Ks

is a coefficient of a hyperbolic type stiffness (Ks < 0; 1); s D 4; Cs represents
damping (Cs < 1); X0 is the horizontal equilibrium position of the vocal chord; E
is the average surface of the vocal chord (E 2 .0; 1I 0; 0/) andQ is outlay of the air
stream (Q 2 .0; 0I 100; 0/).
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Fig. 13.18 Equilibrium and stability

The analysed system of differential equations is strongly nonlinear especially in
a vicinity of origin (see the term responsible for hyperbolic type stiffness). We take
the following fixed parameters: Ky D O:9IKxy D 0:3IK0 D 0:001IKs D
0; 001ICs D 0:5IE D 1. First we calculate equilibria positions (see Fig. 13.18).

The solid curves in the planes .X0;Q/, .Y0;Q/ and .P0;Q/ correspond to the
equilibrium positions. They do not change with the change of C , but their stability
depends on C . The solid curves located in the plane .C;Q/ correspond to stability
loss boundaries.

Denote the eigenvalues associated with an equilibrium by �1;2 D ı1˙i!1, �3;4 D
ı2 ˙ i!2 (it can be proved that the fifth eigenvalue is real and negative). If ıi D 0

.i D 1; 2/, then for a fixed C value the Hopf bifurcation occurs with an increase
or decrease of Q (see directions of vertical arrows). A point of intersection of both
curves can be interpreted as a meeting point of two frequencies !1 and !2. If they
are irrational then a quasi-periodic orbit appears.

The bifurcation diagram for Ky D 0:3; KD D Ks D 0:001; Ds D 0:5;
Kxy D 0:3; X0 D E D 0:4; Q D 7 has been reported in Fig. 13.19, and the
calculations have been carried out using shooting method.

Damping coefficientC has been taken as an active parameter. Its decrease causes
occurrence of the Hopf bifurcation and a periodic orbit appears (this is example
of self-exciting oscillations). A slight further decrease of C yields an increase of
the oscillation amplitude represented by the branch 10. In the point PD10 we have
period doubling bifurcation and a new subharmonic solution appears (branch 30).
This solution is further traced numerically along this branch and in the point Q it
changes its stability. As the numerical analysis shown in the vicinity of Q a quasi-
periodic solution appears.



466 13 Bifurcations

Fig. 13.19 Bifurcation
diagram of the human vocal
chords

Fig. 13.20 Periodic
oscillation for vocal chords

The branch 1 becomes unstable in the point PD10. However between PD20 and
PD3 we have stable periodic solution. In the point H20 another periodic solution
branch appears which is unstable.

It is clear that for each point of the bifurcation curve one can easily obtain phase
trajectories or time histories. For instance, the latter are shown in Fig. 13.20 for
C D 0:16.

During calculations the period has been normalized to 2� and (from this figure)
it is seen that this a subharmonic stable solution of the branch 30. A cusp of yi is
visible, which is in agreement with our hyperbolic type stiffness assumption. It must
be emphasized that in this case the shooting method is much more economical in
comparison to the Urabe–Reiter method. In the latter case one needs to take high
number of harmonics which extremely extends computation time. The shooting
method does not have the mentioned drawback. ut
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13.5 Global Bifurcations

As it has been pointed out in monographs [216,217], sometimes a periodic orbit does
not exist on the stability boundary and Poincaré map is not defined i.e. it cannot be
analysed using a local approach.

First we can consider bifurcation of a homoclinic loop to a saddle-node
equilibrium, which is displayed by the equations

Px1 D �C �2x
2 CG.x1; �/;

Px2 D ŒAC h.x1; x2; �/�x2; (13.185)

where the eigenvalues of A lie in LHP (see Fig. 13.21).
For � < 0 saddle O1 and a node O2 are distinct. They approach each other

when � ! 0C. In the critical point � D 0 the saddle-node equilibrium with the
homoclinic loop disappears and a stable periodic orbit P� is born with a period of
�=
p

��2. In fact this observation can be formulated as a theorem and proved (see
[216]).

We give one more example taken from [85], where two mutually coupled
oscillators are considered:

Px1 D x2;

Px2 D �".1 � ˇx12 C x1
4/x2 � x1 C ˛x3;

Px3 D x4;

Px4 D �".1 � ˇx32 C x3
4/x4 � x3 C ˛x1; (13.186)

where 0 < ˛ < 1 is a coupling factor, ˇ controls amplitude and " is a control
parameter. It has been shown that two symmetric solutions disappear simultaneously
for " D 0:448 via saddle-node bifurcation. Just before this value a switching
between two symmetric solutions occurred. The situation is displayed in Fig. 13.22.

Fig. 13.21 Successive steps of a bifurcation of a saddle-node equilibrium with a homoclinic
trajectory



468 13 Bifurcations

Fig. 13.22 A heteroclinic
cycle at (a) and after
(b) saddle-node bifurcation

The authors using Poincaré map, traced the unstable manifold Wn of the saddle
in a vicinity of the saddle-node bifurcation and they observed the following scenario
(see Fig. 13.22). OneWn of S1 goes in N1, whereas the otherWn goes in N2. One of
Wn of S2 goes in N1 and the otherWn of it goes inN2. A node and a saddle coalesce
at the saddle-node bifurcation point creating a degenerate saddle. A heteroclinic
cycle links two degenerate saddles at this point. Two stableN1 andN2 are connected
by unstable manifolds even after disappearance of the synchronized solution via
saddle-node bifurcation and nodes are replaced by their traces. A flow stays traced
of N1 and N2 for a relatively long time and then quickly moves along a heteroclinic
cycle linking two traces.

Another important global bifurcation can lead to occurrence of an invariant torus
or Klein bottle, which has been analysed by Afraimovich and Shilnikov ([1, 2]).

Theorem 13.7 (See [216]). If the global unstable set of the saddle-node is a smooth
compact manifold (a torus or a Klein bottle) at � D 0, then a smooth closed
attractive invariant manifold T� (a torus or a Klein bottle, respectively) exists for
all small �.

With a continuous change of �, the invariant manifold will change continuously.
For � < 0 we have a set composed of the unstable manifold of the saddle
periodic orbit P�.�/ with the stable periodic orbit PC.�/ (by P˙.�/ we denote
periodic orbits occurred after the saddle-node bifurcations). The invariant manifold
for� D 0 is represented by wu

p . For � > 0 the Poincaré rotation number approaches
zero for � ! 0C (in case of torus). Hence, on the axis � there are infinitely many
phase-locking (resonant) zones (periodic orbits) as well as infinitely many zones
composed of irrational values of � (quasiperiodic orbits).

More detailed analysis of the briefly mentioned global bifurcations is given in
the monograph [216] and is beyond of this book. There are also many references
which include examples of various bifurcations in mechanics (see, for example [38,
145, 153, 190, 212, 231]).
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Finally the basic phenomena of bifurcations exhibited by continuous dynamical
systems, as well as explicit procedures for application of mathematical theorems to
particular real-world problems are widely reported in monograph [146].

13.6 Piece-Wise Smooth Dynamical System

13.6.1 Introduction

The piece-wise smooth dynamical systems (PSDS) are governed by the equation:

Px D F.xI�/; (13.187)

where: x D x.t/ 2 Rn represents the system state in time instant t ; � 2 Rm is
the vector of parameters, whereas the transformation F W Rn � Rm ! R

n is the
piece-wise smooth function. In other words, the phase spaceD 2 Rn is divided into
finite number of subspaces Vi , where the function F is smooth. The subspaces are
separated by .n � 1/ hyperplanes†ij , where the ‘discontinuities’ are exhibited.

The PSDS governed by (13.187) can be classified in the following manner:

(i) Systems with discontinuous Jacobian DF, with continuous but non-smooth
vector field F, and with smooth system’s state x.t/;

(ii) Systems with discontinuous vector field F and with non-smooth but continuous
x.t/;

(iii) Systems with discontinuous x.t/. In this case, whenever the system is in
contact with †ij , its state undergoes a jump described by xC D g.x�I�),
where x�.xC/ describes the system state just before (after) a contact.

Dynamical systems belonging to class (i) are often called Filippov systems
[93,152]. In mechanical and electrical engineering there exist many various systems
with piece-wise linear characteristics (see for example [46, 47, 161, 256]). Non-
smooth mechanical systems with impact and/or friction have very long history
and are described in many books (see, for instance [29] and references therein).
Systems with Coulomb friction can be treated as those with a jump of a damping
characteristics (class (ii))—see [95,151,152], or they exhibit a stick-slip movement.
A stick takes place, when a resulting force acting on a moving body is less than
the associated Coulomb force. Often the authors use differential inclusions in order
to attack this problem more rigorously (see [143]). Three simple examples of
mechanical systems with piece-wise nonlinearities are shown in Fig. 13.23.

In the first case (Fig. 13.23a) the system is governed by the equation

m Rx C F.x/ D 0; (13.188)
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Fig. 13.23 One-degree-of-freedom system with a gap (a), discontinuous force (b), and stick-slip
periodic motion (c)

where

F.x/ D

8

ˆ
ˆ
<

ˆ
ˆ
:

0 for � a � x � a;

k2.x � a/ for x > a;

k1.x C a/ for x < a:

(13.189)
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In the points ˙a the function F.x/ is not differentiable. In the second case
(Fig. 13.23b) the springs are initially stretched and governing differential equation
is the same as (13.188), but

F.x/ D

8

ˆ
ˆ
<

ˆ
ˆ
:

k2x C F0 for x > 0;

0 for x D 0;

k1x � F0 for x < 0:

(13.190)

In the third case the system is self-exited and is governed by equation

m Rx C kx D T .w/ � T .0/; (13.191)

where:

T .w/ D mgŒ�0 � sgnw � ˛w C ˇw3�; ! D v0 � Px: (13.192)

In the above �0; ˛; ˇ are coefficients describing friction. Note that the periodic
orbit is not differentiable in the points A, B, C and the interval BC corresponds
to stick, i.e. the mass m does not move in relation to tape. The system shown in
Fig. 13.23a belongs to class (i), the system presented in Fig. 13.23b belongs to class
(ii), and system given in Fig. 13.23c belongs to class (iii). The mechanical systems
with impacts can be either modelled as a system with the sudden stiffness change
(class (ii)), or as systems belonging to class (iii). In the latter case, when a surface
†i;j is achieved, a sudden change of velocity occurs owing to the Newton’s law and
a definition of the restitution coefficient. In this case the system can be considered as
that of one sided constraints and its behaviour is governed by algebraic inequalities.
The described situation is equivalent also to a Dirac impulse of the function F on
one of two sides of hyperplane†i;j .

It is clear that in mechanical systems various classes of discontinuities may
appear simultaneously. Although often friction and impact are independent ([238])
but more realistic are situations, where impact and friction appear together.

13.6.2 Stability

Here we consider a simple situation when on †i;j discontinuities do not occur.
Recall also that when an analysed orbit belongs to any subspace Vi , than situation
is clear, since stability concepts of smooth systems can be applied. Therefore, a
stability devoted to PSDS is more general and when †i;j vanishes it is reduced to
classical (smooth) stability concepts.

Assume that a periodic orbit x.t/ of a PSDS intersects the hyperplanes†i;j finite
times in a periodic manner, and the intersections are non-degenerated, i.e. an orbit
intersects †i;j transversally, a contact time with †i;j is infinitely short and all †i;j
are smooth in contact points.



472 13 Bifurcations

Fig. 13.24 A piece-wise smooth periodic orbit and a Poincaré section †

One may introduce a Poincaré section † which do not overlap with any †i;j .
In what follows we are going to analyse locally an intersection point of x(t) with †
(further referred as x�

†). To estimate stability one has to define a monodromy matrix
�� owing to our earlier considerations for completely smooth systems. In order to
obtain �� corresponding to piece-wise smooth periodic orbit, consider the matrix of
fundamental solutions �.t; t0/ satisfying the following linear differential equations

P�.t; t0/ D DFi .x.t//�.t; t0/; �.t; t0/ D I; (13.193)

where D is the differential operator andDFi denotes Jacobian. Observe that in time
intervalsDi D ft 2 RI ti�1 < t < ti g, for i D 1; 2; : : : ; kC1, the orbit x.t/ belongs
to subspace Vi , where F D Fi is smooth, and FkC1 D F1 (see also Fig. 13.24 for
k D 4). In each of the intersection (discontinuous) points defined by t D ti the orbit
undergoes sudden changes, which means that the fundamental matrix also changes
in these points. These changes can be formally expressed in the following way

�.tCi ; t0/ D Si�.t
�
i ; t0/; i D 1; 2; : : : ; k: (13.194)

In the above the superscript (�) denotes time instant just before a discontinuity,
whereas the superscript (+) denotes time instant just after a discontinuity, and Si is
called saltation matrix.

In order to obtain explicitly a saltation matrix, one has to trace perturbations of
two neighbourhood orbits x.t/ and x.t/ (see Fig. 13.25).

The described method has been introduced for class (ii) by Aizerman–
Gantmakher [3], and has been extended to the systems with discontinuous vector
state [175].
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Fig. 13.25 Perturbed x.t/ and unperturbed x.t/ orbits and the associated perturbations

Let us trace the orbit x.t/ in the time intervalsDi andDiC1:

Px D Fi .x/; for ti�1 < t < ti ;
0 D hi .x

�
i /; for t D ti ;

xC
i D gi .x

�
i /; for t D ti ;

Px D FiC1.x/; for ti < t < tiC1;

(13.195)

where: x�
i D lim

t!ti
t<ti

x.t/, xC
i D lim

t!ti
t>ti

x.t/: Note that in the time instant t D ti defined

by zero of smooth function hi .x/ in Vi a discontinuity appears and in general the
system state can exhibit a jump defined by a smooth function gi .x/. In addition, it
can happen that Fi ¤ FiC1. The function hi .x/ can be scalar (for example during
impacts in mechanical systems), or it can be a vector.

The perturbed solution Nx.t/ D x.t/Cıx.t/ touches the constraint in time instant

Nti D ti C ıti ; (13.196)

and it satisfies Eq. (13.195), where now the bars over x have to be added.
Assuming ıti > 0 and following the introduced notations shown in Fig. 13.25,

one obtains

ıx�
i D Nx.ti / � x�

i ; ıx
C
i D NxC

i � x.t i /: (13.197)

Since the perturbed orbit Nx.t/ for t D Nti satisfies (13.195), the Taylor series
expansions is used and the following manipulations hold:

0 D hi . Nx�
i / D hi . Nx.ti C ıti //


 hi . Nx.ti /C d Nx
dt

jti ıti /
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 hi . Nx.ti /C Fi . Nx.ti //ıti /

 hi .x

�
i C ıx�

i C Fi .x
�
i C ıx�

i /ıti /


 hi .x
�
i C ıx�

i C Fi .x
�
i /ıti CDFi.x

�
i /ıx

�
i ıti /


 hi .x
�
i C ıx�

i C Fi .x
�
i /ıti /


 hi .x
�
i /CDhi.x

�
i /ıx

�
i CDhi .x

�
i /Fi .x

�
i /ıti : (13.198)

Finally, the following equation is obtained

Dhi .x
�
i /Œıx

�
i C Fi .x

�
i /ıti � D 0: (13.199)

In order to realize a non-degenerated contact between the orbit and discontinuous
hyperplane†i;j the following condition should be assumed

rankDhi .x�
i /Fi .x

�
i / D rankŒDhi .x�

i /Fi .x
�
i /;Dhi .x

�
i /ıx

�
i �: (13.200)

From (13.199) one obtains

ıti D � Dhi.x
�
i /ıx

�
i

Dhi .x
�
i /Fi .x

�
i /
: (13.201)

Now the Taylor series is applied to Eq. (13.195) and the manipulations similar to
those in (13.198) are carried out:

xC
i D gi . Nx�

i / 
 gi .x
�
i C ıx�

i C Fi .x
�
i /ıti /


 gi .x
�
i /CDgi .x

�
i /Œıx

�
i C Fi .x

�
i /ıti �


 xC
i CDgi .x

�
i /Œıx

�
i C Fi .x

�
i /ıti �: (13.202)

From (13.195), (13.197) and (13.202) one gets

ıxC
i D xC

i � x.t i /


 xC
i CDgi .x

�
i /Œıx

�
i C Fi .x

�
i /ıti � � .xC

i � ıxC
i /


 xC
i CDgi .x

�
i /Œıx

�
i C Fi .x

�
i /ıti � � .xC

i C PxC
i ıti /


 xC
i CDgi .x

�
i /Œıx

�
i C Fi .x

�
i /ıti � � .xC

i C FiC1.xC
i /ıti /; (13.203)

which finally yields

ıxC
i D Dgi .x

�
i /ıx

�
i C ŒDgi .x

�
i /Fi .x

�
i / � FiC1.xC

i /�ıti ; (13.204)
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and ıti is defined by (13.201). Recall that the saltation matrix transforms the
perturbation ıx�

i just before a discontinuity point into the perturbation ıxC
i just

after the discontinuity point via formula

ıxC
i D Siıx

�
i : (13.205)

Hence, accounting (13.204) and (13.201), the saltation matrix is found

Si D Dgi .x
�
i /C ŒFiC1.xC

i / �Dgi .x�
i /Fi .x

�
i /�

Dhi .x
�
i /

Dhi .x
�
i /Fi .x

�
i /
: (13.206)

Note that similar considerations can be repeated for ıti < 0.
The introduced theory can be used as an extension of earlier one to trace through

the described continuation technique the piece wise smooth periodic orbits and also
classical algorithms for computations of Lyapunov exponents in smooth systems
[89, 244, 245] (one has to include jumps of ıx.t/ in each of discontinuity points)
can be applied.

Example 13.6. Derive a saltation matrix using the Aizerman–Gantmakher theory in
one-degree-of-freedom mechanical system with an impact.

The following second-order differential equation governs dynamics with impacts
of the oscillator

Rq D Fq.q; Pq; t/; q � qmax;

where qmax defines a barrier position. Assume that in the time instant t D tk , q.tk/ D
qmax and an impact modelled within Newton’s hypothesis

PqC D �e Pq�

occurs, where: Pq� D Pq�.tk/ D lim
t!tk
t<tk

Pq.t/ is the oscillator velocity just before impact,

whereas PqC D PqC.tk/ D lim
t!tk
t>tk

Pq.t/ is the oscillator velocity just after impact, and e

is the restitution coefficient. The following phase coordinates are introduced

x D colfx1; x2; x3g D colfq; Pq; tg:

Hence, we have

Px D F.x/; x 2 R3;
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where

F.x/ D colfx2; Fq.x/; 1g D colf Pq; Fq; 1g:

The phase space configuration is defined by the inequality

h.x/ � 0;

where h.x/ D qmax � x1 D qmax � q:
In the time instant t D tk defined by h.x�.tk// D 0, we get

xC D g.x�/;

where: x� D x�.tk/ D lim
t!tk
t<tk

x.t/, xC D xC.tk/ D lim
t!tk
t>tk

x.t/: The function defining

a jump of the state vector in the point of discontinuity has the form

g.x/ D colfx1;�ex2; x3g D colfq;�e Pq; tg:

The associated Jacobians with h.x/ and g.x/ have the form

Dh.x/ D ��1 0 0
 ;

Dg.x/ D
2

4

1 0 0

0 �e 0
0 0 1

3

5 :

From (13.201) one gets

ıt D � Dh.x�/ıx�

Dh.x�/F.x�/
D �

��1 0 0

8

<

:

ıx�
1

ıx�
2

ıx�
3

9

=

;

��1 0 0

8

<

:

x�
2

F �
q

1

9

=

;

D �ıx
�
1

x�
2

D �ıq
�

Pq� ;

where F �
q D Fq.x

�/:
Observe that for a degenerated impact, when Pq� ! 0, the time ıt approaches

infinity. The saltation matrix is obtained from (13.206):

S D Dg.x�/C ŒF .xC/ �Dg.x�/F.x�/�
Dh.x�/

Dh.x�/F.x�/
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D
2

4

1 0 0

0 �e 0
0 0 1

3

5C
0

@

8

<

:

PqC
FC
q

1

9

=

;

�
2

4

1 0 0

0 �e 0
0 0 1

3

5

8

<

:

Pq�
F�
q

1

9

=

;

1

A

��1 0 0


��1 0 0

8

<

:

Pq�
F�
q

1

9

=

;

D
2

4

1 0 0

0 �e 0
0 0 1

3

5C
0

@

8

<

:

PqC
FC
q

1

9

=

;

�
8

<

:

Pq�
�eF�

q

1

9

=

;

1

A

��1 0 0


.� Pq�/

D
2

4

1 0 0

0 �e 0
0 0 1

3

5C
2

4

�. PqC � Pq�/ 0 0

�.FC
q C eF�

q / 0 0

0 0 0

3

5 .� Pq�/�1

D
2

4

PqC= Pq� 0 0

.FC
q C eF�

q /= Pq� �e 0
0 0 1

3

5 ;

where FC
q D Fq.x

C/, and it can be cast to the following form

S D
2

4

�e 0 0

.FC
q C eF�

q /= Pq� �e 0
0 0 1

3

5 :

The obtained matrix transforms a perturbation ıx� just before a barrier into the
perturbation just after the barrier ıxC. It is worth noticing that in the case of grazing
bifurcation (tangent to the barrier surface), the velocity Pq� ! 0, and possesses
matrix element S21 ! 1.

13.6.3 Orbits Exhibiting Degenerated Contact
with Discontinuity Surfaces

In the previous section the eigenvalues of Jacobian changed smoothly with a smooth
change of a bifurcation parameter. Hence, the analysed piecewise smooth orbits can
exhibit all bifurcations described earlier and associated with smooth systems.

Here, we are going to analyse the cases, where a Poincaré map (or a vector field
during analysis of stationary points), its Jacobian and the associated eigenvalues
exhibit discontinuities, which are associated with smooth changes of a bifurcation
parameter. In this case either the obtained bifurcations are qualitatively similar to
those in smooth systems, or they are completely new.

The most explored bifurcation in PSDS is a so-called grazing bifurcation.
It occurs, when a part of trajectory becomes tangent to one of the discontinuity
surfaces while changing a bifurcation parameter smoothly. It cannot be predicted by
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Fig. 13.26 Grazing
bifurcations exhibited by
Filippov’s system (a) and a
system with discontinuous
vector state (b)

tracing a Jacobian behaviour. This type of bifurcation has been extensively studied
by Feigin ([89–92]), although it is known in Russian literature as C-bifurcation.

However, to be more precise the C-bifurcation is typical for Filippov’s systems
[80], whereas grazing bifurcation is more practically oriented one and appears in
systems with impacts. During investigations of maps a so-called border-collision
bifurcation may appear, which is related to grazing bifurcation of a vector field
([41, 79, 80, 183, 185, 186]). Namely, it characterizes a collision of a mapping point
with a discontinuity surface.

In Fig. 13.26 a grazing bifurcation is schematically shown for two different
PSDS. Namely, a system with continuous vector state (Fig. 13.26a), and a system
with a jump of a vector state (Fig. 13.26b) are displayed. The letter case is typical
for impacting systems.

Although the classical grazing bifurcation assumes that a discontinuous surface
in a contact place is smooth, but in practise very often it can be non-smooth.
Imagine that a surface †i;j is composed of two smooth parts †.1/i;j and †.2/i;j , which
intersection creates a set C with dimension (n � 2), where n is dimension of phase
space (see Fig. 13.27).

Two first bifurcations (Fig. 13.27a, b) belong to corner-collision bifurcation,
whereas the third one Fig. 13.27c is more complicated.

Another important class of bifurcations exhibited by PSDS is associated with a
sliding motion along †i;j (a trajectory remains on †i;j on a finite time interval).
In the Filippov systems the vector field either forces the trajectories to move into
†i;j from its both sides (attraction sliding mode) or to move away from it (repulsion
sliding mode). More details are given in [46, 152].

In our example reported in Fig. 13.23c a real stick phase of the mass (which
moves together with tape) can be referred as the attraction sliding mode.

When PSDS moves along a discontinuous surface a sliding type bifurcation
can occur [46, 82]. In this case an orbit interacts with a part † of a discontinuity
hyperplane†. Four different sliding bifurcations in Filippov’s systems are reported
in Fig. 13.28.
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Fig. 13.27 Internal (a) and external (b) corner—collision bifurcation and bifurcation with sliding
on †.i/1;2, i D 1; 2 (see [78])

Fig. 13.28 Four different sliding bifurcations in a Filippov’s system

Type I sliding bifurcation is shown in Fig. 13.28a. Increasing a bifurcation
parameter the orbit first intersects transversally †, and then it moves to right
successively touching the S-border between † and † (trajectory 2) and begins to
slide. Any trajectory leaves † tangently.

In Fig. 13.28b the trajectory 1 approaches † and †, it touches † and †

simultaneously (orbit 2). Increasing further a bifurcation parameter a sliding part
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on † occurs (see orbit 3). This bifurcation is said to be grazing-sliding and it
generalizes a grazing bifurcation concept.

The third example (Fig. 13.28c) is referred as a sliding bifurcation of type II
(sometimes it is also called switching-sliding).

First, the orbit 1 intersects transversally †. Two other orbits remain in †. All of
the orbits are associated with sliding out of the border S.

The last (Fig. 13.28d) type of sliding bifurcation is called multisliding. All orbits
belong to†. A change of a bifurcation parameter yields to partition of the orbit into
two parts (one of it lies on †, and the other one lies outside of †). The described
multisliding bifurcation is a member of a sliding adding scenario, which yields an
occurrence of periodic orbits with increasing number of sliding intervals [81].

13.6.4 Bifurcations in Filippov’s Systems

Filippov’s systems belong to classes (i) and (ii) and they are characterized by
systems with at least smooth vector state.

In [151, 152] bifurcations of periodic solutions in systems with discontinuous
vector fields are analysed. Although it is assumed that the Poincaré section in a
bifurcation point is continuous but not necessarily smooth. Assume that a being
analysed periodic solution is in contact with a discontinuous surface †. If the
perturbed orbit intersects † and moves into another part of the phase space, where
it stays infinitely short time, and then it returns to the previous phase domain, then
the associated Poincaré map is continuous. It can be proved that if the analysed
periodic orbit in tangent to a smooth discontinuity surface, then the Poincaré map
is smooth and its Jacobian is continuous. When the orbit goes through the point of
discontinuity surface which is non-smooth, then the associated Jacobian is non-
continuous. To omit the occurred problem a concept of a generalized Clarke’s
derivatives can be applied. It yields definitions of both generalized Jacobian and
generalized fundamental matrix. It can be shown also that a generalized Jacobian
can be obtained via linear approximation of a non-smooth vector field F in a thin
phase space † with � thickness including a surface of discontinuity †. In words,
a non-continuous vector field F is substituted by continuous but non-smooth vector
field QF , when � ! 1.

13.6.5 Bifurcations of Stationary Points

Consider first codimension 1 bifurcations of a fixed point x� D x�
†i;j

of the vector
field F lying on the non-smooth surface †i;j , being a border between subspaces Vi
and Vj , where F is smooth.
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Fig. 13.29 Two different path of eigenvalues � displaying discontinuous bifurcations

Since the point x�
†i;j

belongs simultaneously to Vi and Vj , it possesses two
different values of a DFi.x�

†i;j
I�†i;j / and DFj .x�

†i;j
I�†i;j / on each of two sides of

†i;j . In what follows the following generalized Jacobian is defined in the point x�
†i;j

:

QDF.x�
†i;j

I�†i;j / D .1 � q/DFi .x�
†i;j

I�†i;j /C qDFj .x
�
†i;j

I�†i;j /; (13.207)

where 0 � q � 1.
Formula (13.207) yields possible values of Jacobian in the point x�

†i;j
and it

represents the smallest convex set possessing two values of Jacobian on two sides
of†i;j . Note that for q D 0 we have QDF.x�

†i;j
I�†i;j / D DFi.x

�
†i;j

I�†i;j /, whereas

for q D 1 we get QDF.x�
†i;j

I�†i;j / D DFj .x
�
†i;j

I�†i;j /.
The mentioned set does not only define eigenvalues of Jacobians in a discontinu-

ous point, but also defines a path of their jumps, when x� goes through †i;j . Now,
if during such a jump the imaginary axis of the phase plane is crossed, then the
associated bifurcation is called discontinuous one (see Fig. 13.29).

In the first case (curve 1) two complex conjugate eigenvalues cross once the
imaginary axis, whereas in the second case (curve 2) the eigenvalues paths intersect
the imaginary axis two times.

It is worth noticing that for each classical local bifurcation there exist also
corresponding non-smooth bifurcations.



482 13 Bifurcations

Fig. 13.30 Discontinuous
saddle-node bifurcation

For instance, classical smooth saddle-node bifurcation can be displayed by the
following equation

Px D F.xI�/ D �� j x j : (13.208)

The PSDS (13.208) does not contain fixed points for � < 0, whereas for � > 0 it
has two fixed points x� D ˙� (one of them is stable (solid curve), and one unstable
(clashed curve)—see Fig. 13.30).

The generalized Jacobian computed in (0;0) is equal to QDF.0I 0/ D �2q C 1

for 0 � q � 1. The associated eigenvalue in the bifurcation point � D Œ�1; 1�. For
q D 0.q D 1/ we have � D 1 (� D �1), whereas for q D 1

2
we have � D 0.

Although it is not difficult to construct the corresponding discontinuous partners
to the classical smooth bifurcations, we consider only one more bifurcation of the
following non-smooth system

Px D F.xI�/ D ˙x C
ˇ

ˇ

ˇ

ˇ
x C 1

2
�

ˇ

ˇ

ˇ

ˇ
�
ˇ

ˇ

ˇ

ˇ
x � 1

2
�

ˇ

ˇ

ˇ

ˇ
: (13.209)

The system has three stationary points x� D 0 (stable for � < 0, and unstable
for � > 0), and x� D ˙� with the marked stability in Fig. 13.31.

Since two non-smooth vector field surfaces appear in the point (0;0), two
parameters qi , i=1,2 are needed to define a generalized Jacobian QDF.0I 0/ D
2.q2 � q1/ � 1, where 0 � qi � 1. For q2 D q1 C 1

2
the associated eigenvalue

crosses the imaginary axis yielding the discontinuous pitchfork bifurcation.
One may also construct a discontinuous Hopf bifurcation, which is governed by

two following non-smooth equations
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Fig. 13.31 Discontinuous pitchfork bifurcation (supercritical (a) and subcritical (b))

Px1 D �x1 � !x2 C x1
q

x21 C x22

�ˇ

ˇ

ˇ

ˇ

q

x21 C x22 C 1

2
�

ˇ

ˇ

ˇ

ˇ
�
ˇ

ˇ

ˇ

ˇ

q

x21 C x22 � 1

2
�

ˇ

ˇ

ˇ

ˇ

�

;

Px2 D !x1 � x2 C x2
q

x21 C x22

�ˇ

ˇ

ˇ

ˇ

q

x21 C x22 C 1

2
�

ˇ

ˇ

ˇ

ˇ
�
ˇ

ˇ

ˇ

ˇ

q

x21 C x22 � 1

2
�

ˇ

ˇ

ˇ

ˇ

�

:

(13.210)

Introducing the transformation

x1 D r cos‚; x2 D r sin‚ (13.211)

one gets

Pr D �rC j r C 1
2
� j � j r � 1

2
� j;

P‚ D !:
(13.212)

For � < 0 the stationary point Œx1; x2�T D Œ0I 0�T is stable, whereas for � > 0

it becomes unstable, and a new stable periodic solution with the amplitude r D
q

x21 C x22 appears (a supercritical bifurcation).

13.6.6 Bifurcations of Periodic Orbits

A similar idea of generalized derivative can be used to trace periodic orbits yielded
by a non-smooth vector field. A so-called generalized fundamental matrix is defined
via relation

Q� D .1 � q/�� C q�C; (13.213)
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Fig. 13.32 Two paths of
eigenvalues during fold-flip
(2) and Neimark–Sacker (1)
discontinuous bifurcations

where 0 � q � 1. For � D �� we have two values � D �� or � D �C .�� D
lim
�!��

�<��

�I �C D lim
�!��

�>��

�/: Two typical discontinuous bifurcations, i.e. Neimark–

Sacker and fold-flip are shown in Fig. 13.32.
The unit circle of complex eigenvalues plane is crossed via a jump by a pair

of complex conjugated eigenvalues and it is referred as the discontinuous Neimark–
Sacker bifurcation. A real eigenvalue can jump from inside of the unit circle through
either �1 (discontinuous period doubling or flip bifurcation) or through +1 (fold
bifurcation). However, a real eigenvalue � < �1 can also jump over the circle
getting new value � > 1. This discontinuous bifurcation is called fold-flip (path 1
in Fig. 13.32).

The described simple smooth and they corresponding non-smooth bifurcations
have relatively simple geometrical interpretation (see Fig. 13.33).

One-dimensional Poincaré map in the vicinity of smooth saddle-node bifurcation
(Fig. 13.33a) does not intersect the line xiC1 D xi for � < ��, is tangent to this
line for � D ��, and possesses two intersection points for � > �� (the last case
corresponds to two periodic orbits of an associated dynamical system). The Poincaré
map of non-smooth saddle-node bifurcation touches xiC1 D xi in non-smooth point
(cusp), and hence it has different left-hand side and right-hand side derivatives.

In Fig. 13.33b for smooth period doubling bifurcation one-dimensional Poincaré
map intersects xiC1 D xi in the point, where the associated derivative is equal to �1.
On the other hand, in the case of non-smooth period doubling bifurcation (dashed
lines) the associated Poincaré map intersects xiC1 D xi in the cusp and it has two
different values of a derivative.

To sum up, the situation of classification of possible non-smooth bifurcations
is far to be completed. As it has been already mentioned, such bifurcation may
have their analogues in classical smooth bifurcations or they can be combinations
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Fig. 13.33 Poincaré maps displaying saddle-node (a) and period doubling (b) smooth (solid
curve) and non-smooth (dashed lines) bifurcations

of a sequence of such smooth bifurcations. However, there are also non-smooth
bifurcations which have not their analogy in smooth systems.

The earlier briefly described C-bifurcations or border collision bifurcation are
also locally analysed using piecewise smooth local modes in [78–80, 82, 92].
The popular grazing bifurcation is classified through estimation of real eigenvalues
of a map, which are less than �1 and larger than +1 on both sides of a discontinuity.
However, the Neimark–Sacker bifurcation is not discussed.

Almost nothing is done in the field of global non-smooth bifurcations and local
non-smooth bifurcations occurred in high dimensional systems.



Chapter 14
Optimization of Systems

14.1 Introduction

A phenomenon of optimization occurs in both the nature and human activity. Stems
are built optimally, a sunflower is filled with grains optimally and also hunting dogs
chase a fox optimally. For the first time, the problems of optimization were met by
the Greeks, who knew that:

(i) a circle is a figure of the smallest circumference with the fixed area;
(ii) a ball is a figure of the largest volume with the fixed area;

(iii) an equilateral triangle is of the biggest area of triangles with fixed
circumference.

Foundations of contemporary optimization are connected with variational calcu-
lus and the brachistochrone problem, stated by Bernoulli in 1969 which was solved
by him 1 year later. In a gravitational field, one needs to find the curve joining
two points (not lying on a vertical line) along which a particle falling from rest
accelerated by gravity travels in the least time (we neglect friction). In physics,
this problem is connected with the Fermat principle: a light ray passes through two
points along such a curve that the time of motion along the curve is shortest.

Euler is regarded as a creator of the variational calculus, and Lagrange is regarded
as a main representative. Presently, variational principles are commonly known and
applied in various domains of science, such as:

(i) biology and optics (the Fermat principle);
(ii) mechanics, electrotechnics and elektronics (the Hamilton–Lagrange, Jacobi

and Dirichlet principles);
(iii) mechanics and strength of materials (the Castigliano–Menabrei principle);
(iv) geometrical optics (the Hilbert–Malus principle);
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(v) Maxwell’s equations in electrodynamics (the Nöther and Bessel–Hagen prin-
ciples);

(vi) electrostatics (the Friedrichs principle).

14.2 Simple Examples of Optimization
in Approximative Problems

Consider a problem solved by Steinhaus [222] (Fig. 14.1).
For a given convex function F.x/ in the interval [a,b] we seek a linear function

�.x/ D mx C n (14.1)

which minimizes the following functional

J D
b
Z

a

jF.x/ �G.x/j dx: (14.2)

This means that a hatched area in Fig. 14.1 should have the smallest value.
Steinhaus showed that the sought points are as follows: u D .3a C b/=4 and
v D .3b C a/=4.

Substituting (14.1) into (14.2) we get

J D
b
R

a

.F.x/ �mx � n/ dx D
u
R

a

.F.x/ �mx � n/ dx

C
v
R

u
.mx C n � F.x// dx C

b
R

v

.F.x/ �mx � n/ dx:
(14.3)

Next, we seek the minimum of (14.3) with respect to m and n. We obtain

Fig. 14.1 Linear
approximation � of the
convex curve F
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dJ

dm
D

u
Z

a

.�x/dx C .F.u/�mu � n/
@u

@m

C
b
Z

v

.�x/dx � .F.v/ �mv � n/
@v

@m

C �
v
Z

u

.�x/dx � .F.v/ �mv � n/
@v

@m
C .F.u/�mu � n/ @u

@m

D �1
2

�

u2 � a2� � 1

2

�

b2 � v2
�C 1

2

�

v2 � u2
� D 0;

since F.u/ D mu C n and F.v/ D mv C n.
After transformation we get

u2 � v2 D a2 � b2
2

: (14.4)

Similarly, we find

dJ

dn
D �

u
Z

a

dx C
v
Z

u

dx �
b
Z

v

dx

D �.u � a/C .v � u/� .b � v/ D 0:

or

u � v D a � b

2
: (14.5)

Comparing the expressions (14.4) and (14.5), we get the following relationship

u C v D aC b: (14.6)

Adding up and subtracting corresponding sides of (14.5) and (14.6), we get
abscissae of the points given by Steinhaus.

Markov pointed out that if the function F.x/ is continuous in the interval [a,b],
and if the differenceF.x/�Pn.x/, where Pn.x/ D ˛0C˛1xC� � �C˛nx

n, changes
the sign only at the points

xk D a C b

2
� b � a

2
cos

k�

nC 2
; k D 1; : : : ; nC 1; (14.7)
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then the following inequality holds

b
Z

a

jF.x/ � Pn.x/j dx �
b
Z

a

jF.x/ �Qn.x/j dx; (14.8)

where Qn.x/ is any polynomial of at most n degree, and the sign in the equ-
ality (14.8) appears forQn.x/ � Pn.x/. For a particular case, it follows from (14.8)
that

Pn.xk/ D F.xk/; k D 1; : : : ; nC 1: (14.9)

This means that knowing (e.g. from measurements) values of the functions
F.x1/; : : :, F.xnC1/; we can determine a polynomial Pn.x/. On the other hand,
Lagrange interpolation formula allows to evaluate Pn.x/. Having the abscissae xk
determined from the formula (14.7), we build a polynomial

w.x/ D .x � x1/.x � x2/ : : : .x � xnC1/: (14.10)

The polynomial Pn.x/ takes the form

Pn.x/ D
nC1
X

kD1
F.xk/

w.x/

.x � xk/w.xk/
: (14.11)

Necessity of applying the interpolating formula (14.11) follows from the fact that
we do not know if the polynomial (14.9) is the best approximation.

Let the function F.x/ be approximated by a parabola of the second degree.
According to Eq. (14.7) we have the following abscissae (nodes)

x1 D a C b

2
� b � a

2
cos

�

4
D a C b

2
� b � a

2

p
2

2
;

x2 D aC b

2
� b � a

2
cos

�

2
D a C b

2
;

x3 D a C b

2
� b � a

2
cos

3�

4
D a C b

2
C b � a

a

p
2

2
:

(14.12)

14.3 Conditional Extrema

In most cases encountered in the nature and technics, additional constraints are
imposed on problems, which deals with seeking of extrema of functions within their
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domain of definition. This problem reduces to finding a minimum of a real function
F.u/ of a domain of definitionD � Rn and with imposed constraints of the form

Gi.u/ D 0; i D 1; : : : ; m; m < n: (14.13)

Suppose that using m Eq. (14.13) we determine the following relationships

u1 D g1.umC1; : : : ; un/

: : :

um D gm.umC1; : : : ; un/;

(14.14)

i.e. we have determined m variables ui as functions of remaining n � m variables.
Although, previously our problem was connected with the minimalization of the
function

F.u1; u2; : : : ; um; umC1; : : : ; un/ (14.15)

with the constraints (14.13), then now according to (14.14) our problem boils down
to minimization without constraints of the function

F.g1; g2; : : : ; gm; umC1; : : : ; un/ D 0: (14.16)

It turns out that it is possible only for very simple cases. In the case of algebraic
equations of degree n � 5 and transcendental equations such a procedure is not
possible because we cannot “resolve” the constraints (14.13).

One can see this clearly in the case u 2 R2. The function G1.u1; u2/ can possess
three following forms:

G1.u1; u2/ D u21 C u22 D 0; (14.17)

and a solution is one point u1 D u2 D 0; or

G1.u1; u2/ D u21 C u22 C 2 D 0; (14.18)

and solutions of this equation do not exist; or finally

G1.u1; u2/ D u21 C u22 � 2 D 0; (14.19)

and a solution is infinitely many points lying on a circle.
As one can see by the above examples, significant and difficult questions arise.

Is there any continuous curve u2 D g1.u1/, whose all points satisfy G1.u1; u2/ D 0,
and is it unique? Thus, the problem concerns estimation of local character of
the function g1.u1; u2/ in the neighbourhood of the point .u01; u

0
2/ satisfying

g.u01; u
0
2/ D 0. One makes use of the Implicit Function Theorem given below.
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Theorem 14.1 (Implicit Function Theorem). If the function g.u1; u2/ have
continuous partial derivatives gu1 and gu2 in a neighbourhood of the point .u01; u

0
2/

and if

gu1 .u
0
1; u

0
2/ D 0 and gu2 .u

0
1; u

0
2/ ¤ 0; (14.20)

then

(i) there exists such ı > 0 that for each sufficiently small " > 0, and for each value
of u01�ı < u1 < u01Cı there exists a unique function u2.u1/, which is a solution
to the equation g D 0 in the interval u02 � " < u2 < u02 C ";

(ii) the function u2.u1/ is of class C1 in the interval .u01 � ı; u02 C ı/, i.e. it is
continuous and has first continuous derivative, which is determined by the
formula

u0
2.u1/ D �gu1 .u1; u2/

gu2 .u1; u2/
; (14.21)

while u2 D u2.u1/.

The above theorem can be easily generalized into a system of implicit functions.
Note that if there is no constraint G1, then a stationary point .u10; u20/ of a

function

F.u1; u2/ D 0; (14.22)

is determined by the equations

@F.u1; u2/

@u1
D 0;

@F.u1; u2/

@u2
D 0;

(14.23)

since their solution allows to obtain u10; u20.
Since the increments u1 and u2 are arbitrary, the exact differential also vanishes

dF D @F

@u1

ˇ

ˇ

ˇ

ˇ

u1Du10

du1 C @F

@u2

ˇ

ˇ

ˇ

ˇ

u2Du20

du2 D 0: (14.24)

Let us introduce a constraint

G1.u10; u20/ D 0: (14.25)
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Fig. 14.2 Graphical
illustration of existence of the
constraint function extremum

Note that also Eq. (14.24) will stay valid but not for all differential increments
du1 and du2. These increments must satisfy the additional equation

dG1 D @G1

@u1

ˇ

ˇ

ˇ

ˇ

u10

du1 C @G1

@u2

ˇ

ˇ

ˇ

ˇ

u20

du2 D 0: (14.26)

The Jacobian of the homogeneous equations (14.24) and (14.26) reads

J

�

F;G1

u1; u2

�

D

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

@F

@u1

@F

@u2

@G1

@u1

@G1

@u2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

u10; u20

D 0 (14.27)

We mention here the geometric interpretation of the considered problem given in
[102] (see Fig. 14.2).

The function F.u/ D Ci , i D 1; 2; : : : , Ci < CiC1, possesses a minimum at
the point 0. On the other hand, a graph of the constraint function G1.u1; u2/ D 0 is
represented by a solid curve. Increasing the value of Ci for some i D I , the curve
F.u1; u2/CI will possess a tangent point A with the curveG.u1; u2/ D 0. This point
determines the minimal value of the function F.u/ with constraints. The straight
line in the figure passing through the point A is tangent to both the curveG.u/ D 0

and F D constCI .
In the case of F D const by Eq. (14.24) we get

du20
du10

D �@F=@u10
@F=@u20

; (14.28)

whereas in the case of G.u1; u2/ by Eq. (14.26) we find

@u20
@u10

D �@G=@u10
@G=@u20

: (14.29)
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By Eqs. (14.28) and (14.29) we obtain

@F

@u10

@G

@u20
� @F

@u20

@G

@u10
D 0; (14.30)

what follows from (14.27).
This method can be easily generalized to the case of seeking the extremum

of a function of several variables at many constraints [102], but it turns out that
evaluation of determinants of high degree is laborious.

We will briefly describe more often applied method, namely the so-called method
of Lagrange’s multipliers.

In the considered two-dimensional case, Eq. (14.30) can be written in the form

@F=@u10
@G=@u10

D @F=@u20
@G=@u20

D ��; (14.31)

where the constant � is called the Lagrange multiplier. By Eq. (14.31) we get

@F

@u10
C �

@G

@u10
D 0;

@F

@u20
C �

@G

@u20
D 0:

(14.32)

In the considered stationary point A.u10; u20/ gradients of the functions F and
G are colinear and of opposite signs. The multiplier � represents sensitivity of the
function F on change of the constraints of G at the point .u10; u20/, if @G=@u10 ¤ 0

and @G=@u20 ¤ 0.
Note that after introducing the notion of the Lagrange multipliers, the func-

tions (14.32) can be understood as existence conditions of a stationary point of the
function F C�G without constraints. The initial problem, which relies on finding a
stationary point .u10; u20/ of the function F.u1; u2/ with the constraining condition
g.u1; u2/ D 0 has been reduced to the analysis of the function F C �G of three
unknowns u10, u20 and �0, but without constraints.

The performed reasoning can be easily repeated in the case of seeking the
extremum of the function F.u1; : : : ; um; v1; : : : ; vn/ with the constraints
Gi.u1; : : : ; um; v1; : : : ; vn/, i D 1; : : : ; n.

The Lagrange idea (multipliers) comes from considerations concerning mecha-
nical systems.

14.4 Static Optimization

The static optimization is used in various problems concerning design which leads
to e.g. optimization of construction with respect to various criteria as well as in
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Fig. 14.3 An objective function f W X ! R1

problems concerning organization of undertakings in various branches of economy
and management. A problem of static optimization occurs, when both objective
functions and limitations have the form of algebraic relationships. Problems of
dynamic optimization are reduced to static optimization by discretization of time
and spatial variables. It is commonly applied in e.g. dynamical analysis of plates
and shells [25].

Decision variables, in problems of static optimization, are real numbers and form
a vector of the decision variables x D Œx1; : : : ; xn�

T . A set X , where

x 2 X � Rn; (14.33)

is called a set of admissible decisions, and is bounded and closed (compact).
An objective function is called a mapping f W X ! R1 ordering the set X

(Fig. 14.3).
The mapping f should have the following property:

8 .x1; x2/ 2 X; x1 D x2 ! f .x1/ D f .x2/: (14.34)

Ordering the set X with the function f is defined by means of equivalence relation

f .x1/ Ÿ f .x2/ , x1 � x2; (14.35)

a symbol “Ÿ” is understood as “x1 is not better than x2”
A strict order of the set X we obtain for an injective function, i.e. such that

8 .x1; x2/ 2 X; x1 ¤ x2 , f .x1/ ¤ f .x2/ (14.36)

and it is defined as follows

8 .x1; x2/ 2 X; f .x1/ < f .x2/ , x1 < x2: (14.37)
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A global maximum (minimum) of a function f .x/ in a setX is called an element
x� 2 X such that there does not exist any better element than x, i.e.

8x 2 X; f .x�/ � f .x/ (14.38)

and respectively

8x 2 X; f .x�/ Ÿ f .x/: (14.39)

The problem of static optimization reduces to the determination of x� 2 X .
It is enough to consider a problem of maximalization of f , since a problem of
minimalization can be easily reduced to the problem of maximalization by taking
�f , i.e.

max
x2X f .x/ D min

x2XŒ�f .x/�;
x� D arg max

x2X f .x/ D arg min
x2XŒ�f .x/�:

(14.40)

The function f .x/ can possess in the considered set X one or many global
maxima, or none (the reader can easily find such cases).

The element x� is a strict global maximum in the set X if the following strict
inequality is satisfied

8x 2 X; f .x�/ > f .x/: (14.41)

Theorem 14.2 (Weierstrass). If X is a compact set and the function f .x/, 8x 2
X is continuous, then a global maximum of f .x/ exist and can occur inside or on
the boundary of the set X .

We skip the proof of this theorem (see e.g. [107]).
An element �x 2 X is called a local maximum of a function f .x/ if in the "

-neighbourhood of the element �x the function f .x/ does not attain values greater
than f .�x/, i.e.

" > 0 W f ��x� � f .x/ ; 8x 2 ŒX \N"
��x

�

�;

N"
��x

� D
8

<

:

x 2 Rn W
v

u

u

t

N
X

iD1

��xi � x2i
�

< "

9

=

;

: (14.42)

Note that in the case of a function f .x/, x 2 R1, the problem of minimal value
reduces to equating the first derivative f j.x�/ D 0 to zero and f jj.x�/ � 0.
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14.4.1 Local Approximation of a Function

Since we have already mentioned about local extrema of function, we need to
emphasize that problems of optimization are connected with a local approximation
of function.

Taylor expansion in a neighbourhood of a point x0 has the form

f .x/ D
1
X

nD0

f .n/.x0/

nŠ
.x � x0/

n; (14.43)

where f .n/ D @f

@xn
.x0/. Not every function can be Taylor expanded. If we want to

take only N terms in the series (14.43), then

f .x/ D f .x0/C
N
X

nD1

f n.x/

nŠ
.x � x0/n CO

�

jx � x0jN
�

; (14.44)

where the symbol O
�

jx � x0jN
�

means that terms of indices n > N will decrease

faster than jx � x0jN (they are small in comparison with jx � x0jN ).
The first-order approximation has the form

f .x/ D f .x0/C df .x0/

dx
.x � x0/; (14.45)

and the second-order approximation has the form

f .x/ D f .x0/C df .x0/

dx
.x � x0/C 1

2

d2f .x0/

dx2
.x � x0/

2: (14.46)

Consider a vector x 2 Rn and introduce Euclidean norm of the form

kxk D
r

X

x2i : (14.47)

The quadratic approximation of f .x/ around the point x0 has the form

f .x/ D f .x0/C
n
X

iD1

@f .x0/

@xi
.xi � xi0/

C1

2

n
X

iD1

n
X

jD1

@2f .x0/

@xi@xj
.xi � xi0/.xj � xj0/CO

�

kx � x0k2
�

;

(14.48)
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where: x D .x1; : : : ; xn/
T ; x0 D .x10; : : : ; xn0/

T . Let us introduce a notion of
gradient of a function f , namely

rf D
�

@f

@x1
;
@f

@x2
; : : : ;

@f

@xn

�

; (14.49)

Next, we introduce a matrix called a hessian

r2f � H D

2

6

6

6

4

@2f

@x21
� � � @2f

@x1xn

:::
:::

@2f

@xnx1
� � � @2f

@x2n

3

7

7

7

5

: (14.50)

We define a vector of perturbations

@x D x � x0 (14.51)

and a function of perturbations

@f D f .x/ � f .x0/: (14.52)

Equation (14.48) can be written in the form

@f D rf .x/@x C 1

2
@xTH.x0/@x CO

�

k@xk2
�

; (14.53)

whereH is a square and symmetric matrix.
First, we considered x 2 R1, next x 2 Rn for the case of one function f ,

and now our considerations can be generalized onto a vectorial function f .x/ D
Œf1.x/; f2.x/; : : : ; fm.x/�

T . In this case, gradient of the function (vector) is replaced
with a matrix, called Jacobian, of the form

@f

@x
� J D

2

6

6

4

@f1
@x1

� � � @f1
@xn

:::
:::

@fm
@x1

� � � @fm
@xn

3

7

7

5

� Œrf1;rf2; : : : ;rfm�T : (14.54)

14.4.2 Stationary Points and Quadratic Forms

Assume that a function f .x/ possesses a minimum at the point f �.x�/ D min. The
necessary condition of existence of the internal minimum is

f .x�/ D 0: (14.55)
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Points x� satisfying this condition are called stationary. This condition is
necessary since it can be satisfied also at points, which are not local minima. In
the case of a singular point, by Eq. (14.53) we get

@f� D 1

2
@xTH.x�/@x; (14.56)

and this allows to conclude that:
If the necessary condition (14.55) is satisfied and Hessian of the function f .x/

is positive definite at the stationary point x�, then this point is a local minimum.
In practice, positive definiteness of r2f is reduced to a diagonalization condition

of Hessian. A function

f .x/ D xTHx (14.57)

is called a quadratic form. The quadratic form (14.57) is called positive (negative)
definite, if 8x 2 Rn and x ¤ 0 attain positive values (negative).

A quadratic form is called semi-positive (semi-negative) definite, if 8x 2 Rn it
has non-negative (non-positive) values.

A quadratic form possessing any values is called sign-indefinite.
Similarly, we define Hessian H . Character of a quadratic form is determined by

means of eigenvalues of the matrix H , i.e.

det.�I �H/ D 0; (14.58)

where In�n is a unit matrix.
If the matrixH is symmetric and their elements are real, then its eigenvalues are

real numbers. The classification of stationary points and quadratic forms (function
f .x/) was given in Table 14.1.

One can show, on the basis of the definition of concave function (see further
considerations), that a semi-negative (semi-positive) definite quadratic form is a
convex (concave) function. A semi-negative (positive) definite quadratic form is a
strictly concave (strictly convex) function.

In order to evaluate the character of the matrixH one needs to evaluate the values
of n major subdeterminants of the matrix H called the Sylvester determinants.

If determinants of the Sylvester matrix H are positive (non-negative), then the
matrix H is positive (semipositive) definite. However, if we want to know if H is
negative or seminegative definite, then we need to reduce the problem to the earlier
described one by introducing the matrix-H .

14.5 Convexity of Sets of Functions

In order to introduce a notion of a convex function we will consider a function f .x/
illustrated in Fig. 14.4.
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Table 14.1 Classification of quadratic forms [107, 192]

Types of functions
Eigenvalues �i detH f.x/ H and stationary points

�i < 0 detH ¤ 0 xTHx < 0 H < 0 Strictly concave function;

strict global maximum

�i > 0 detH ¤ 0 xTHx > 0 H > 0 Strictly convex function;

strict global minimum

�i � 0 detH D 0 xTHx � 0 H � 0 Concave function;

Vi W �i D 0 global maximum;

peaks

�i � 0 detH D 0 xTHx � 0 H � 0 Convex function;

Vi W �i D 0 global minimum;

valley

�i ¤ 0 detH ¤ 0 xTHx 2 R1 Regular saddle point

Vi W �i D 0 detH D 0 xTHx 2 R1 Singular saddle point

Fig. 14.4 Geometrical
interpretation of convexity of
a function f .x/

The following properties of a convex function follow from Fig. 14.4

(i) tangent 2 at any point of the function f .x/ will never intersect the graph of the
function;

(ii) secant 3 is located above the function f .x1/ � f .x/ � f .x2/.

The property of local convexity ensures the existence of minimum, while the
property of global convexity ensures the existence of global minimum.

A setX is convex is for any two elements .x1; x2/ 2 X all the elements belonging
to a segment of the line connecting x1 and x2 belong to X (Fig. 14.5a).

A set S � Rn is convex if for all two points x1 and x2 belonging to S a point
(see Fig. 14.5b)

x.�/ D �x1 C .1� �/x2; 8� 2 Œ0; 1�: (14.59)

Definition 14.1 (Of a Convex Function). A function f .x/ D f .x1; : : : ; xn/

defined on a convex set S � Rn is called convex, if for any two points x1; x2 2 S

and for all � 2 Œ0; 1� the inequality holds
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Fig. 14.5 Convex set (a) and nonconvex (b)

Fig. 14.6 Convex (a) and concave (b) functions

f Œ�x1 C .1 � �/x2� � �f .x1/C .1 � �/f .x2/: (14.60)

This means that if the function f .x/ is convex, then a segment connecting any two
points of f .x/ lies on or over f .x/.

Definition 14.2 (A Concave Function). A function f .x/ defined on a concave set
S � Rn is called concave, if for any x1; x2 2 S and for all � 2 Œ0; 1� the inequality
holds

f Œ�x1 C .1 � �/x2� � �f .x1/C .1 � �/f .x2/: (14.61)

If f .x/ is concave, then every segment connecting any two points lies on or under
the surface f .x/. Convex and concave functions for � D 1=2 and x 2 R1 are
illustrated in Fig. 14.6.

If in the inequalities (14.60) and (14.61), only strict inequalities occur, then we
obtain a definition of a strictly convex and concave function.

In Fig. 14.7 one presented a graph of a function f .x/, which is neither convex
nor concave in the interval [x1,x4]. However, in the intervals [x1,x2] and [x3,x4] the
function is concave, and in the interval [x2,x3] the function is convex.

Below, we give properties of convexity of a set and function.
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Fig. 14.7 Function piecewise convex and concave

(i) If S is a convex set and ˛ 2 R, then a set ˛S is also convex.
(ii) If S1, S2 are convex sets, then a set S1 C S2 is also convex.

(iii) Intersection of two convex sets is a convex set.
(iv) If f1, f2 are convex functions on a set S , then f1Cf2 is also a convex function

on the set S .

Theorem 14.3 (A Convex Optimization). If f .x/ is a concave function on a
convex set X , then each local maximum is global in the set X .

Proof of this theorem is given in [107].

Theorem 14.4 (A Differentiable Function). A differentiable function is convex if
and only if its hessian is semi-positive definite in a whole region of convexity.

14.6 Problems of Optimization Without Constraints

This problem relies on determination of x� 2 Rn (an admissible set is the whole
Rn) such that

f
�

x�� D maxf .x/ ; 8x 2 R; (14.62)

where: f W Rn ! R and the function is of class C2, i.e. is continuous and twice
differentiable with respect to x.

According to definition (14.49) a gradient of a function rf determines a
direction of the largest growth of the function f .x/ at given point (see Fig. 14.8).

Now, we will show what condition the point x D x� being a local maximum of
the function f .x/ in Rn must satisfy (see Fig. 14.9 for R3).

For a local maximum x D x� we have

8r" > 0 W f �x�� � f
�

x� C "r
�

; (14.63)
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Fig. 14.8 Direction of the
gradient for x 2 R2

Fig. 14.9 Increment of the
vector �x D "r in the
neighbourhood of a point x�

and after Taylor expansion of the function in the neighbourhood of x D x� we
obtain

f
�

x� C "r
� D f

�

x��C "rf �x�� r C 1

2
"2rTH

�

x�� r CO
�

"3
�

(14.64)

Substituting (14.64) into (14.63) we get

rf �x�� r C 1

2
"2rTrf �x�� r CO

�

"3
� � 0: (14.65)

With the condition " ! 0 by (14.65) we obtain

rf �x�� r � 0; (14.66)

and for arbitrarily chosen direction r this condition can be satisfied only if

rf �x�� D 0: (14.67)
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Table 14.2 Conditions of local optimality

First-order necessary Second-order Sufficient Character
conditions necessary conditions conditions of the point
rf .x�/ D 0T H .x�/ � 0 H .x�/ < 0 Local maximum

H .x�/ � 0 H .x�/ > 0 Local minimum
H.x/ is sign-indefinite Saddle
H .x/ D 0 One needs to take

higher terms of the

Taylor series

The obtained condition (14.67) is called a necessary condition of the first order
for local maxima at the point x�. Hessian, evaluated at the stationary point, decides
about the character of the stationary point x D x�.

If x D x� is a stationary point, and moreover

H
�

x�� � 0; (14.68)

then at some directions of the perturbations �x of the point x� the function f .x/
can decay, and at the other directions, no changes are observed. In this case we
cannot distinguish between maximum and saddle, hence the condition (14.68) is
only so-called necessary condition of the second order for maximum of a function.

The sufficient condition of maximum at the point x D x� has the form

H
�

x�� < 0; (14.69)

i.e. the hessian at the point x� should be negative definite.
In Table 14.2 of [107], one gave the necessary and sufficient conditions of local

optimality.
The sufficient conditions determine a stationary point as a local strict minimum

or maximum. If f .x/ is a concave function, the fact that the point x� is stationary
is a necessary and sufficient condition for x� to be a global maximum (minimum).

If f .x/ is a strictly concave function (strictly convex), then it possesses exactly
one stationary point, which is a global strict maximum (minimum).

14.7 Optimality Conditions of a Quadratic Form

Consider a quadratic form

f .x/ D 1

2
xTHx C aT x C b; (14.70)
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Fig. 14.10 Isometric curves and directions of growth of the function f .x/

where Hn�n is symmetric and H ¥ 0; a is a vector of dimension n; H is a hessian
of the form f .x/, and b is a scalar.

Differentiating (14.70) we get

rf .x/ D .Hx C a/T ; (14.71)

and the condition of stationary (14.67) has the form

Hx C a D 0: (14.72)

The above linear vectorial equation possesses a solution if and only if

H D rank .H; a/ (14.73)

If .rankH/ D n, then detH ¤ 0 and Eq. (14.72) possesses a unique solution

x� D �H�1a: (14.74)

If .rankH/ < n and (14.73) is satisfied, then Eq. (14.72) possesses infinitely
many solutions, which can have maxima, minima and singular saddles.

For the case x 2 R2 and for H < 0;H > 0 and H , sign indefinite one showed
graphic illustrations of isometric curves (Fig. 14.10), i.e. f .x/ D const in Fig. 14.8,
which was taken from the work [107].

14.8 Equivalence Constraints

A problem of optimization with equivalence constraints relies on determination
x� 2 X; satisfying

8x� 2 X; f �x�� D maxf .x/ ; (14.75)
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where the admissible set X has the form

X D fx 2 Rn W a .x/ D bg ; (14.76)

while

f W Rn ! R1I a W Rn ! Rm; m < n; b 2 Rm:

In order to illustrate the problem we will consider the case n D 2,m D 1. In this
case we have

a .x1; x2/ D b; (14.77)

and assume that the above function can be presented in the form

x2 D g .x1/ : (14.78)

Substituting (14.78) into the objective function (14.75), the problem reduces to
the determining

f
�

x�
1 ; g

�

x�
1

�
 D max
x12R1

f
�

x1; g
�

x1
�


: (14.79)

Having x�
1 (14.78) we find

x�
2 D h

�

x�
1

�

: (14.80)

The sufficient condition of local optimality has the form

df

dx1
D @f

@x1
C @f

@g

dg

dx1
D 0; (14.81)

or including (14.78)

@f

@x1
C @f

@x2

dx2

dx1
D 0: (14.82)

Let us take into account the constraining equation (14.77), which implies

da D @a

@x1
dx1 C @a

@x2
dx2 D 0: (14.83)

We will further assume that a point
�

x�
1 ; x

�
2

�

is a regular point. Let in its
neighbourhood
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@a

@x2
¤ 0: (14.84)

Hence by (14.83) we obtain

dx2

dx1
D �@a=@x1

@a=@x2

ˇ

ˇ

ˇ

ˇ

.x�

1 ;x
�

2 /
: (14.85)

The necessary conditions of optimality are determined by Eqs. (14.82)
and (14.84) which imply

�

@f

@xk
� z

@a

@xk

�ˇ

ˇ

ˇ

ˇ

.x�

1 ;x
�

2 /
D 0; k D 1; 2 (14.86)

where: z D @f=@x2
@a=@x2

. As we can see, we have two equations (14.86) and the
constraining equation (14.77) to our disposal, and three unknowns, i.e. x1; x2 and z.
Equation (14.86) can be written in the equivalent form

@f =@x1

@f =@x2

ˇ

ˇ

ˇ

ˇ

.x�

1 ;x
�

2 /
D �@a=@x1

@a=@x2

ˇ

ˇ

ˇ

ˇ

.x�

1 ;x
�

2 /
: (14.87)

Note that the left-hand side of the above equation equals �dx2=dx1 (see (14.82)
for df D 0; i.e. f D const). The right-hand side of (14.87) equals dx2=dx1
(see (14.82) for da D 0). Finally, Eq. (14.87) takes the form

dx2

dx1

ˇ

ˇ

ˇ

ˇf D const
�

x�
1 ; x

�
2

�

D �dx2
dx1

ˇ

ˇ

ˇ

ˇ

a.x�

1 ;x
�

2 /Db
; (14.88)

which allows for geometric presentation of the local optimality condition
(Fig. 14.11).

Figure 14.11 shows that at the point
�

x�
1 ; x

�
2

�

satisfying the necessary conditions
of optimality, the curve a .x1; x2/ D b is tangent to the isometric curve f D const.

14.9 The Lagrange Function and Multipliers

Let us introduce Lagrange’s function of the following form

L.x1; x2; z/ D f .x1; x2/C z Œb � a .x1; x2/� : (14.89)

For x�
1 ; x

�
2 this function must satisfy the stationarity conditions of the form
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Fig. 14.11 Geometric interpretation of Eq. (14.88)

@L

@xk
D @f

@xk
� z

@a

@xk
D 0; (14.90)

@L

@z
D b � a .x1; x2/ : (14.91)

As one can see, the conditions (14.90) and (14.91) are in accordance with the
earlier obtained conditions (14.86) and (14.77). A new introduced variable z is the
Lagrange multiplier of interpretation, determined by the equation z D @f =@x2

@a=@x2
. Now,

let us consider a general case n � 2,m � 1 andm < n; and apply the direct method.
From m constraining equations

b � a .x/ D 0 (14.92)

we determinem variables xm D .x1; : : : ; xm/
T as a function of the remaining n �m

variables xn�m D .xmC1; : : : ; xn/T , i.e. let

xm D g .xn�m/ ; g W Rn�m ! Rm: (14.93)

We obtain the necessary conditions of local optimality

@f

@x
D �zT G .x/ D 0T ;

b � a .x/ D 0;

(14.94)

where

zT D @f

@xm
ŒGm .x/�

�1 ; (14.95)
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G .x/ D

2

6

4

@a1.x/

@x1
� � � @a1.x/

@xn

� � � � � � � � �
@am.x/

@x1
� � � @am.x/

@xn

3

7

5 ; (14.96)

Gm .x/ D

2

6

4

@a1.x/

@x1
� � � @a1.x/

@xm

� � � � � � � � �
@am.x/

@x1
� � � @am.x/

@xm

3

7

5 ; (14.97)

whereG .x/ is the Jacobi matrix. Note that a system of Eq. (14.94) consists of nCm
equations of nCm variables .x1; : : : ; xn; z1; : : : ; zm/ : In order to determine x D x�,
the vector z should be uniquely determined by Eq. (14.95), which holds if and only if

rankG .x/ D m: (14.98)

The above condition ensures that we havem linearly independent columns of the
matrix G .x/, so the matrix ŒGm .x/�

�1 occurring in (14.95) exists, and the vector z
is uniquely determined by the relationship (14.95).

In this case one can also build the Lagrange function

L.x; z/ D f .x/C zT Œb � a .x/� ; (14.99)

where z D .z1; : : : ; zm/
T is a vector of the Lagrange multipliers. Below, there are

stationarity conditions of the Lagrange function

@L

@x
D @f

@x
� zT G .x/ D 0T ;

�

@L

@y

�T

D b � a .x/ D 0;

(14.100)

which are identical to the conditions (14.95).
We will not deal with the second-order necessary conditions, i.e. sufficient

conditions for existence of a global maximum (minimum) at the point x� in the
case with constraints (see e.g. [107]). Below, we give geometric interpretation of
the Lagrange multipliers. We will write the first equation of the system (14.100) in
the expanded form

@f .x�; z�/
@xk

D
m
X

kD1
z�
i

@ai .x
�/

@xk
; k 2 f1; : : : ; ng : (14.101)

At the stationary point, particular components of gradient of the objective
function are equal to the weighted sum of elements of the appropriate column of the
Jacobi matrix (14.96), while the Lagrange multipliers are the weighted coefficients.
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14.10 Inequivalence Constraints

Mostly, problems of static optimization concerning sets of decision variables are
given in the form of constraints of inequivalent type.

Our task is determination x� 2 X such that

f
�

x�� D max
x2X f .x/ ; (14.102)

where:

x D fx 2 Rn W x � 0; a .x/ � bg ;
f W Rn ! R1I a W Rn ! Rm; b 2 Rm: (14.103)

We will assume that f is of class C2, and the functions ai ; i D 1; : : : ; m are
of class C1. We do not assume any relation between n and m. We will solve the
problem in two stages. First, we will consider the casem D 0, i.e. when the decision
variables are not negative

x D .x1; : : : ; xn/
T � 0; x 2 Rn: (14.104)

Let x� 2 X be a solution of the maximalization problem of f .x/ in the set X .
Each component x�

k of the vector x� is characterized by the following properties:

(i) An optimal point x�
k lies within the set X (see Fig. 14.12)

x�
k > 0 while @f .x�/

@xk
D 0I (14.105)

(ii) An optimal point x�
k lies on the boundary of the set X (see Fig. 14.12), i.e.

x�
k D 0 while @f .x�/

@xk
� 0I (14.106)

Fig. 14.12 Possible positions of optimal points
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Cases (14.105) and (14.106) can be written in the following way

8j 2 f1; : : : ; ng ; @f .x
�/

@xk
� 0;

@f .x�/
@xk

x�
k D 0; (14.107)

or in the vector form

rf .x/ � 0T ; rf �x��x� D 0; x� � 0: (14.108)

Now, we enter the second stage, i.e. X D fx 2 Rn; x > 0; a .x/ � bg : Firstly,
let us introduce additional variables, called complementing variables of the form

s D b � a .x/ ; (14.109)

where: s D Œs1; : : : ; sm�
T . Note that a .x/ � b is equivalent to the inequality

s � 0: (14.110)

Our new task is determination x� 2 X in such a way that

f
�

x�� D max
x2X f .x/ ;

X D fx 2 Rn W x � 0; s 2 Rm W s � 0; b � a .x/ � s D 0g :
(14.111)

In such a new formulated problem, the equivalence constraints occur

b � a .x/ � s D 0; (14.112)

and constraints on non-negativeness nCm variables of the form

x � 0; s � 0: (14.113)

Let us introduce the Lagrange function of the form

L.x; z; s/ W f .x/C zT Œb � a .x/ � s� ; (14.114)

where z is an m-element vector of the Lagrange multipliers. Constraints on non-
negativeness of x and s we introduce on the basis of the conditions (14.108)
applied to the Lagrange function (14.114). Necessary conditions of existence of
the maximum at the point x� 2 X are:

@L .x; z; s/

@x
� 0T ;

@L .x; z; s/

@s
� 0T ;

@L .x; z; s/

@z
D 0T ; (14.115)
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@L .x; z; s/

@x
x D 0;

@L .x; z; s/

@s
s D 0; (14.116)

x � 0; s � 0: (14.117)

Differentiating (14.114) with respect to x, z and s, and eliminating the vector s
according to (14.109) we obtain

@L

@x
D @f

@x
� zTrf .x/ ; @L

@a
D �zT ;

@L

@x
D 0T : (14.118)

At the maximum point, according to (14.115)–(14.118), the following necessary
conditions are satisfied

@f .x/

@x
� zTrf .x/ � 0T ; (14.119)

�

@f .x/

@x
� zTrf .x/

	

x D 0; (14.120)

Œb � a .x/�T z D 0I b � a .x/ � 0; (14.121)

x � 0; z � 0: (14.122)

The obtained conditions (14.119)–(14.122) are called the Kuhn–Tucker con-
ditions. Note that the inequality (14.122) goes into equality, when there are no
non-negativity of decision variables. If as the Lagrange function we use the
following one

L.x; z/ W f .x/C zT Œb � a .x/� ; (14.123)

then the Kuhn–Tucker conditions at the point of maximum x� are as follows

@L .x; z/

@x
� 0T ;

@L .x; z/

@z
� 0T ; (14.124)

@L .x; z/

@x
x D 0;

@L .x; z/

@z
z D 0; (14.125)

x � 0; z � 0: (14.126)

The Kuhn–Tucker conditions (14.124)–(14.126) are sufficient for existence of a
global maximum, if f .x/ is concave and functions ai .x/; i 2 f1; : : : ; mg are
convex for x 2 X: If the mentioned conditions of concavity of f .x/ and convexity
of ai .x/ are connected with the neighbourhood " of the point x�, then (14.124)–
(14.126) are sufficient conditions of local optimality.
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The considered problem of optimization with inequivalence constraints
and constraints on non-negativeness of decision variables is called a saddle
problem [109].

It turns out that the point .x�; z�/ is a saddle point of Lagrange’s function, which
attains maximum with respect to x and minimum with respect to z

L
�

x; z�� � L
�

x�; z�� � L
�

x�; z
�

(14.127)

for all x � 0; z � 0: It follows from (14.124) that in the case of a convex problem,
changes of x, (z) from the point

�

x�; z�� satisfying the Kuhn–Tucker conditions
cannot make the Lagrange function increase (decrease). During the iterations one
seeks the maximum with respect to x at z constant, and next the minimum with
respect to z at x constant, determined in the preceding iteration till the assumed
convergence is reached, i.e. saddle point.

14.11 Shock Absorber Work Optimization

14.11.1 Introduction

In this section we will illustrate computational problems occurring solving of the
optimization problems even for the simple linear oscillator with one degree of
freedom (e.g. [102]).

14.11.2 Optimization Example

Consider the autonomous system with one degree of freedom serving as a shock
absorber with mass m, stiffness k and damping c.

Dimensional motion equation governing dynamics of the one degree-of-freedom
mechanical system has the following form

m Rx C c Px C kx D 0: (14.128)

After the Laplace transformation we obtain

L Œ Rx� D
1
Z

0

Rxe�st dt D Pxe�st ˇ
ˇ
1
0

C s

1
Z

0

Pxe�st dt

D � Px0 C s xe�st ˇ
ˇ
1
0

C s2
1
Z

0

xe�st dtD � Px0 � sx0 C s2X .s/ I

L Œ Px� D
1
Z

0

Pxe�st dt D xe�st ˇ
ˇ
1
0

C s

1
Z

0

e�st dtD �x0 C sX .s/ ;
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and after substitution into (14.128) we get

X .s/ D mx0s Cm Px0 C cx0

ms2 C cs C k
: (14.129)

Poles of the function X .s/ are determined by the characteristic equation

ms2 C cs C k D 0;

roots of which are

s1;2 D �c ˙ p
c2 � 4km

2m
;

and therefore Eq. (14.129) can assume the form

X .s/ D x0
�

s C c
m

C y
�

.s � s1/ .s � s2/
; y D Px0

x0
: (14.130)

Make distribution (14.130) into simple fractions

x0
�

s C c
m

C y
�

.s � s1/ .s � s2/
D A

s � s1
C B

s � s2
;

and further

x0

�

s C c

m
C y

�

D A .s � s2/C B .s � s1/ :

From the above equation we get a system of two equations

x0 D AC B;

x0

� c

m
C y

�

D �As2 � Bs1;

which yields

A D �x0
�

c
m

C y C s1
�

s2 � s1 ;

B D x0
�

c
m

C y C s2
�

s2 � s1
:
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Finally, we get

X .s/ D � x0

s2 � s1

c
m

C y C s1

s � s1 C x0

s2 � s1

c
m

C y C s2

s � s2
D x0

s2 � s1

�

�
c
m

C y C s1

s � s1
C

c
m

C y C s2

s � s2

�

:

(14.131)

It should be noted that

s1 C c

m
D � c

2m
C

p
c2 � 4mk
2m

C c

m
D c

2m
C

p
c2 � 4mk

2m
D �s2;

s2 C c

m
D � c

2m
�

p
c2 � 4mk
2m

C c

m
D c

2m
�

p
c2 � 4mk

2m
D �s1;

and from Eq. (14.131) we get

X .s/ D x0

s2 � s1
�

s2 � y
s � s1

� s1 � y

s � s2
�

; (14.132)

and after coming back to the time domain we obtain sought solution

x .t/ D x0 .s2 � y/
s2 � s1 es1t � x0 .s1 � y/

s2 � s1 es2t : (14.133)

In the case of a double root of the characteristic equation we

s1 D s2 D s0 D � c

2m
; (14.134)

and applying transformations, we get

X .s/ D x0
�

s C c
m

C y
�

.s � s0/
2

D x0 .s � s0/C x0
�

s0 C c
m

C y
�

.s � s0/
2

D x0

s � s0 C x0
�

s0 C c
m

C y
�

.s � s0/2
:

Because

s0 C c

m
D c

2m
D �s0;

so

X .s/ D x0

s � s0
� x0 .s0 � y/

.s � s0/
2
; (14.135)



516 14 Optimization of Systems

which leads to the solution in the time-domain of the form

x .t/ D x0e
s0t � x0 .s0 � y/ tes0t D x0 .1 � s0t/ es0t C Px0tes0t : (14.136)

For the roots s1 ¤ s2 of Eq. (14.133), the following solution is obtained

x .t/ D x0s2 � Px0
s2 � s1 es1t � x0s1 � Px0

s2 � s1 es2t : (14.137)

Our goal is to determine the minimum time needed for extreme x .t/ to appear.
It will depend on the roots s1 and s2, what means that it depends on the choice of
the m, c and k parameters. After a comparison of the first derivative (14.137) to zero
(necessary condition of extreme) we have

Px .t/ D x0s2 � Px0
s2 � s1

s1e
s1t � x0s1 � Px0

s2 � s1 s2e
s2t D 0; (14.138)

and hence

te D 1

s2 � s1 ln

�

.x0s2 � Px0/ s1

.x0s1 � Px0/ s2
	

: (14.139)

Let us differentiate te sequentially in respect to s1 and s2. We obtain

dte

ds1
D 1

.s2 � s1/
2

ln

�

.x0s2 � Px0/ s1

.x0s1 � Px0/ s2
	

C 1

s2 � s1

.x0s1 � Px0/ s2

.x0s2 � Px0/ s1

"

.x0s2 � Px0/ .x0s1 � Px0/ s2 � x0s2 .x0s2 � Px0/ s1
.x0s1 � Px0/2 s22

#

D 1

.s2 � s1/
2

ln

�

.x0s2 � Px0/ s1

.x0s1 � Px0/ s2
	

C �x0
s1 .s2 � s1/ .x0s1 � Px0/ I

dte

ds2
D � 1

.s2 � s1/2
ln

�

.x0s2 � Px0/ s1

.x0s1 � Px0/ s2
	

C 1

s2 � s1
.x0s1 � Px0/ s2
.x0s2 � Px0/ s1

"

s1x0s2 .x0s1 � Px0/ � s1 .x0s1 � Px0/ .x0s2 � Px0/
.x0s1 � Px0/2 s22

#

D � 1

.s2 � s1/
2

ln

�

.x0s2 � Px0/ s1

.x0s1 � Px0/ s2
	

C Px0
s2 .s2 � s1/ .x0s2 � Px0/ :

In order to determine the teminimum value due to s1 and s2, we obtain
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1

.s2 � s1/
2

ln

�

.x0s2 � Px0/ s1

.x0s1 � Px0/ s2
	

� Px0
s1 .s2 � s1/ .x0s1 � Px0/ D 0;

1

.s2 � s1/
2

ln

�

.x0s2 � Px0/ s1

.x0s1 � Px0/ s2
	

� Px0
s2 .s2 � s1/ .x0s2 � Px0/ D 0;

and therefore

ln

�

s1 .x0s2 � Px0/
s2 .x0s1 � Px0/

	

� Px0 .s2 � s1/
s1 .x0s1 � Px0/ D 0;

ln

�

s1 .x0s2 � Px0/
s2 .x0s1 � Px0/

	

� Px0 .s2 � s1/

s2 .x0s2 � Px0/ D 0:

(14.140)

From the above equations it follows that

Px0 .s2 � s1/
s1 .x0s1 � Px0/ D Px0 .s2 � s1/

s2 .x0s2 � Px0/
or otherwise

s2 .x0s2 � Px0/ D s1 .x0s1 � Px0/ : (14.141)

After dividing by x0 the above equation we get

s2 .s2 � y/ D s1 .s1 � y/ ; (14.142)

where y D Px0=x0. Applying the transformation (14.141), we have

y .s2 � s1/ D s22 � s21;

or

y � Px0
x0

D s1 C s2 D � c

m
: (14.143)

Equation (14.141) yields

s1

s2
D x0s2 � Px0
x0s1 � Px0 : (14.144)

After applying of (14.144) in (14.139), we obtain

te D 1

s2 � s1 ln

�

s1

s2
� s1
s2

�

D 2

s2 � s1 ln

ˇ

ˇ

ˇ

ˇ

s1

s2

ˇ

ˇ

ˇ

ˇ
: (14.145)
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The first equation of the system (14.140) implies that

ln

�

s1 .x0s2 � Px0/
s2 .x0s1 � Px0/

�

D Px0 .s2 � s1/
s1 .x0s1 � Px0/ ;

and taking into account (14.144), we obtain

ln

�

s1

s2

�2

D
Px0
x0
.s2 � s1/

s1

�

s1 � Px0
x0

�

or otherwise

ln

�

s1

s2

�2

D y .s2 � s1/
s1 .s1 � y/

: (14.146)

After taking into account (14.146) in (14.145), we obtain

te D 1

s2 � s1
ln

�

s1

s2

�2

D y

s1 .s1 � y/
:

Bearing in mind that y D �c=m; and s1 D � cC p
c2�4km
2m

, we get

te D � c
m

s1

�

�cC p
c2�4kmC2c
2m

� D �2c
s1

�

c C p
c2 � 4km

�

D �4cm
�

�c C p
c2 � 4km

� �

c C p
c2 � 4km

�

D �4cm
c2 � 4km � c2

D c

k
:

(14.147)

According to (14.133), we have

Xe � X .te/ D x0

s2 � s1 e
s1te
�

.s2 � y/ � .s1 � y/ e.s2�s1/te
�

; (14.148)

and according to (14.145), we obtain

.s2 � s1/ te D ln

�

s1

s2

�2

: (14.149)

After substituting (14.149) into (14.148) we have
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Xe D x0e
s1te

s2 � s1
�

.s2 � y/ � .s1 � y/ e
ln
�

s1
s2

�2�

D x0e
s1te

s2 � s1

 

.s2 � y/ �
�

s1

s2

�2

.s1 � y/
!

D x0e
s1te

s22.s2 � s1/

�

s22 .s2 � y/ � s21 .s1 � y/� ;

(14.150)

and after taking into account (14.142), we obtain

Xe D x0e
s1te

s22 .s2 � s1/
�

s2s1 .s1 � y/ � s21 .s1 � y/�

D x0e
s1te

s22 .s2 � s1/
s1 .s1 � y/ .s2 � s1/ D x0s1 .s1 � y/

s22
es1te :

(14.151)

On the other hand, according to (14.133) yields

Xe D x0

s2 � s1

�

.s2 � y/ es1te � .s1 � y/ es2te
�

D x0

s2 � s1
es2te

�

.s2 � y/ e�.s2�s1/t1 � .s1 � y/
�

D x0

s2 � s1
es2te

�

.s2 � y/ e
ln
�

s1
s2

�
�2

� .s1 � y/
�

D x0

s2 � s1 e
s2te

�

s22

s21
.s2 � y/ � .s1 � y/

�

D x0

s21.s2 � s1/
es2te

�

s22 .s2 � y/ � s21 .s1 � y/� :

(14.152)

Then repeated application of the (14.142), we obtain

Xe D x0e
s2te

s21 .s2 � s1/
�

s2s1 .s1 � y/ � s21 .s1 � y/�

D x0e
s2te

s21 .s2 � s1/
s1 .s1 � y/ .s2 � s1/

D x0e
s2te .s1 � y/
s1

:

(14.153)

After applying (14.151) and (14.153) we have
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X2
e D Xe �Xe D x0s1 .s1 � y/

s22
� x0 .s1 � y/

s1
e.s1Cs2/te ; (14.154)

and since

s1 C s2 D � c

m
;

then

X2
e D x20 .s1 � y/2

s22
e� c

m te : (14.155)

Note that

s1 � y

s2
D � c

2m
C

p
c2�4km
2m

C c
m

� c
2m

�
p
c2�4km
2m

D c C p
c2 � 4km

�c � p
c2 � 4km D �1;

and hence, due to (14.155) and (14.147), we obtain

X2
e D X2

0 e
� c2

km ;

and finally the following extreme value is found

Xe D ˙X0e� c2

2km ; (14.156)

It remains to consider the case of a double root

s1 D s2 D � c

2m
:

After differentiating (14.136) and aligning the derivative to zero, we obtain

Px .t/ D �x0sest C x0s .1 � st/ est C Px0sest C Px0stest

D �x0s2test C Px0 .1C st/ est D 0;
(14.157)

that is

t
� Px0s � x0s

2
� D � Px0

or in another form

te D Px0
x0s2 � Px0s D

Px0
x0

s2 � Px0
x0
s

D Qy
s2 � Qys ; (14.158)
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where Qy D Px0
x0

.
Let us look for such s that

dte

ds
D � Qy .2s � Qy/

.s2 � Qys/2 D 0; (14.159)

what leads to the finding

s D 1

2
Qy D Px0

2x0
: (14.160)

After taking into account (14.160) in (14.158), we obtain

te D Qy
1
4

Qy2 � 1
2

Qy2 D � 4Qy D �2
s

D 4m

c
; (14.161)

because te D 4m
c

. Reached extreme value of the shock absorber inclination is

Xe � X .te/ D x0e
ste Œ1 � ste C Qyte�

D x0e
� c
2m

4m
c

�

1 � c

2m
� 4m
c

� c

m
� 4m
c

	

D �x0e�2:

(14.162)

If the initial conditions x0 D 0, then

x .t/ D Px0test ; (14.163)

while Px .t/ D 0 leads to the equation

Px0est C Px0tsest D 0;

and hence

te D �1
s

D 2m

c
: (14.164)

In this case, the extreme is

Xe D Px0teeste D Px0 2m
c
e�1 D 2m Px0

ec
: (14.165)

If the condition (14.160) is true for any time t , we get a perfectly working damper
without vibrations. This is due to the following reasoning.
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From Eq. (14.160) in the form

Px .t/
x .t/

D � c

m
(14.166)

we eliminate the constant c and substitute it to the equation of motion (14.128). This
operation gives

Rx � Px2
x

C ˛2x D 0; (14.167)

where ˛2 D k= m. Then let us multiply both sides of (14.167) by x to obtain

Rxx � Px2 C ˛2x2 D 0

or

Rxx � Px2
x2

C ˛2 D 0:

Write the above equation in the equivalent form

d

dt

� Px
x

�

C ˛2 D 0: (14.168)

After the first integration of Eq. (14.168) we have

Px
x

D �˛2t C Px0
x0
;

and the second one yields

ln
x .t/

x0
D �˛2 t

2

2
C Px0
x0
t;

and hence

x .t/ D x0e
�˛2 t22 C Px0

x0
t
;

or

x .t/ D x0e
� k
m
t2

2 � c
m t : (14.169)

It can be seen that in this case x .t/ disappears faster than is the case for an
exponential decay.
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At the end let us consider the case, where the roots of the characteristic equation
are complex conjugate of the form

s1;2 D ˛ ˙ i!:

According to (14.138) we have

Px .t/ D x0

s2 � s1

�

.s2 � y/ s1e
s1t � .s1 � y/ s2es2t


 D 0;

that is

.s2 � y/ s1ei!t D .s1 � y/ s2e�i!t ;

and so

ei2!t D .s1 � y/ s2
.s2 � y/ s � z: (14.170)

Therefore we have

i2!t D ln z: (14.171)

On the other hand,

ln z D ln jzj C i arg z;

and becausejzj D 1 we get

ln z D i arg z;

arg z D arctan

�

Im z

Re z

�

:

Let us transform (14.170) to obtain

z D .s1 � y/ s2

.s2 � y/ s1
D .s1 � y/ Ns1
.Ns1 � y/ s1

D jsj2 � y Ns
jsj2 � ys ; (14.172)

where s1 D Ns2 � s:

Further transformation of Eq. (14.172) yields

z D
�

jsj2 � y Ns
�2

�

jsj2 � ys
� �

jsj2 � y Ns
� D jsj4 � 2y jsj2 Ns C y2 Ns2

jsj4 C y2 jsj2 � y jsj2 .s C Ns/

D
jsj4 � 2y jsj2 ˛ C y2

�

˛2 � !2�C i
�

2y! jsj2 � y22˛!
�

jsj2
�

jsj2 C y2 � y .s C Ns/
� :

(14.173)
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From the above equations it follows that

Im z

Re z
D 2y! jsj2 � 2˛!y2

jsj4 � 2y jsj2 ˛ C y2 .˛2 C !2/
D

2!
�

jsj2 � ˛y
�

y

�

jsj2 � y˛
�2 � y2!2

: (14.174)

From Eq. (14.171) after taking into account (14.174) we have

i2!te D iarctan

2

6

4

2!
�

jsj2 � ˛y
�

y

�

jsj2 � y˛
�2 � y2!2

3

7

5 � i2k�;

and hence

te D 1

2!

"

arctan

 

2!
�

.˛2 C !2/� ˛y



y

Œ˛2 C !2 � ˛y�
2 � y2!2

!#

� 2k�: (14.175)

Let us look for extremes of the equation

@te

@˛
D 0; (14.176)

and let us introduce the variable

u .˛/ D �

˛2 C !2 � y˛
�2 � y2!2: (14.177)

After taking into account (14.175) and (14.177), we obtain from Eq. (14.176)

@te

@˛
D 1

2! .1C u2/

@u

@˛
D 0; (14.178)

@u

@˛
D 2!y
h
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˛2 C !2 � y˛�2 � y2!2
i

C � �

˛2 C !2 � y˛
� �

2
�

˛2 C !2 � y˛� .2˛ � y/

� D 0;

and finally from (14.178), we obtain

.2˛ � y/
h
�

˛2 C !2 � y˛
�2 � y2!2 � 2 �˛2 C !2 � y˛

�2
i

D 0;

this leads to the description

˛ D 1

2
y D 1

2

Px0
x0
: (14.179)
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On the other side, we compute

dte

d!
D � 1

2!2
.arctan u � 2k�/C 1

2!

1

1C u2
du

d!

D � 1

!
te C 1

2!

1

1C u2
du

d!
D 0;

and therefore

1

2
� 1

1C u2
� du

d!
� te D 0: (14.180)

In accordance with the considerations carried out in the book [102] solution
of (14.180) is performed to find

!� D 2:26

�

1

2

Px0
x0

�

D 2:26˛�: (14.181)

You can see that the time te reaches minimum due to ˛, and due to the ! it
reaches the maximum in the point .˛�; !�/ and is equal to

te D �0:65x0Px0 : (14.182)
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Designated critical point is a saddle (for t > 0 there have to be x0Px0 < 0).
In Fig. 14.13 shows an example of function graphs

x .t/

x0
D
�

1 � ct

2m

�

c� ct
2m ; (14.183)

for designed optimal shock absorber.



Chapter 15
Chaos and Synchronization

15.1 Introduction

New point of view, introduced into known definitions in mathematic and empiric
sciences by developments in nonlinear dynamic, provides novel interpretations of
one of many philosophical trends based on determinism and indeterminism. Until
now those two concepts were treated as mutually exclusive; however examples of
chaotic motions appearing in a simple physical, chemical or biological systems in-
dicate possibility that relationship between them exists. Even though, theoretically,
the determination of motion trajectory is possible by the introduction of the highly
accurate initial conditions, obtaining sufficient accuracy is impossible in practice.
This issue has much wider range, and as every real state of system is described
with a certain inaccuracy, it should be described as probability distribution and
not as numbers. This is the reason why in determined system we expect typical
for stochastic systems dynamics (it will be described and illustrated for a simple
mapping and ordinary differential equations further). This type of deterministic
systems motion, contrary to random variable systems, is called deterministic chaos.

In traditional physics and mechanics discrete and continuous systems can be
distinguished. The former are described by ordinary differential equations, and
the latter are described by partial differential equations. Proponents of differential
equations argue that ordinary differential equations yield sufficient accuracy for the
partial equation approximation. At the same time proponents of partial differential
equations give a lot of counter-examples and show that it is possible to study the
partial differential equations without the need to build on ODEs.

In mechanics there is more compromise to the situation, as often in this approach
continuous systems are approximated by discrete systems, even if the method is
based on rigid finite elements and its variations. For example, the beam can be
approximated as system of point masses connected by mass-less springs, also with
regard to attenuation. This kind of approximation gives very good results that
are sufficient for the needs of applications. Also the reverse approaches are often
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applied. As example can be given a system of many oscillators connected in series
with susceptible elements and performing planar movement. When there are large
number of masses, it can be treated as the continuous system and we can get a
full solution to the problem by finding a solution to partial differential equations
describing the vibrations of such modeled beam. This example shows the relativity
of concepts such as continuous and discrete systems and the ability to transition
from one to the other, which may be dictated by the needs of the researcher. And here
also, in the process of “continualization” that is in simulating continuous system
by increasing the number of masses and springs, ideal is not required, obtained for
example by increasing the number of masses tending to infinity as it is in impossible
in practice (see Chap. 12).

There appears deeper reflection on the basis of the above considerations.
Classical mathematical ideal was based on finding accurate solutions by any means.
Nature tells us, however, that this idealization is not only very expensive, but
sometimes even unattainable. That is why we should adapt nature’s guidelines
and try not to perform the computer simulation of infinite accuracy of the initial
conditions to find the “true” trajectory. Instead of this we should use tools in
advance adapted to assumed inaccuracies in the initial conditions. Moreover, such
an approach should not be seen as a painful abandonment of the pursuit of the ideal,
but as a new competitive face of mathematics in relation to the classical approach.
Absolute accuracy is an unattainable utopia for many aspects of nonlinear dynamics.

This is somehow the opposition to the classical position and can be clearly seen in
a new branch of mathematics, represented by asymptology. In this science achieving
ideals is deliberately dispensed. Absolute accuracy is also possible to achieve, but
only when the asymptotic series are coinciding. The main tools of asymptology are
based on the fact that these series do not have to be consistent. In short, this idea
can be interpreted as follows: convergent series describes the function y.t/ D y0
for t ! 1, and asymptotic series are described function for t D t0 for y ! y0.
Just a few dozen years ago, the idea of using the description of the phenomena using
divergent asymptotic series seemed ridiculous.

Here we quote one more argument against achieving ideal at any cost. Even if
we have a few (completely accurate) particular solutions of an analysed dynamical
system, we cannot take full advantage of them. It is not applicable for nonlinear
superposition principle system and we cannot find a general solution by adding the
special arrangements.

Firstly let us summarize the main idea, which will continue to scroll through
the pages of this chapter. Absolute accuracy is welcome, but not at any price.
Failure in obtaining absolute accuracy often becomes basis/ground for creation
of the new mathematics, physics or mechanics significantly extending the scope
of their traditional approaches. Secondly, we should not cling to the defini-
tions of determinism–indeterminism, stochasticity–regularity, big–small, precise–
inaccurate, discrete–continuous, etc., while remaining within their framework. It
turns out that there are legitimate transitions between them, leading to a deeper
understanding of the Nature.
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The second major goal in mind and aim of this chapter is an indication of the
existence of certain universal rules and laws of dynamical systems. In physics
and mechanics there are known systems of repeating similarities in structures on
different levels. If you succeed in finding those structures by the application of
mathematical methods such as renormalization, they will have universal charac-
teristic independent of the type the describing equations or their projections point.
Physical properties are self-similar and repeated in decreasing scale. For example,
M. Feigenbaum noted that the shape of the researched by him “fig tree” that was
obtained by the analysis of doubling of the period occurring in logistics mapping
x ! Ax.1 � x/.A 2 Œ0; 4�; x 2 Œ0; 1�/ is self-similar. Twig of this tree has
a shape similar to the shape of the whole tree, and an approximation (scaling
factor) increases with decreasing branches with a view to the “magic” number of
4,669 . . . This number is also appeared in the analysis of trigonometric mapping
x ! A sinx. It turned out that with the scaling factor (which is independent of
the equation), and knowing the rules for the construction of such a “tree” it can be
quickly reconstructed (and created). There are two reasons for it: law, rule or pattern
of conduct and the number (scaling factor).

Many years spent by the ancient Greeks on the analysis of geometric figures
and numbers were not vain [139]. For example, the main power of Pythagoreans
(sixth century BC) was their mathematical knowledge. They were striving to build
knowledge of numbers construction and relationships between them. Pythagoras
dared even to say that “all things are numbers”. It was a great aesthetic experience
for him to establish the link between the tones in the music, and numbers. Numbers
revealed themselves to Pythagoras not only in the field of listening experiences, but
also in aesthetic experiences like shapes and colors. Following the cards of this book
reader can certainly see that many of these insights are reflected in the development
of modern nonlinear dynamics, chaos theory and fractals.

According to Aristotle, the numbers were beautiful, and this beauty was manife-
sted through sound or visual form. Summarizing the activities of the Pythagoreans
Aristotle wrote that all things are, imitate or reproduce the numbers, and the
elements of numbers the elements of all things (for example trades of parity and
oddity are numbers elements). One is the base of everything and it is the cause of
the creation of two, and both of these numbers are the reason for the creation of all
other numbers. And further, the numbers create the points, points form lines, lines
form spaces, etc. For them non-elastic point was the link between the geometric and
arithmetic form of the world. Every natural number is finite in itself, and only a
series of numbers extends to infinity. Number ten was for them an ideal and

p
2

insulted the “holy” majesty of numbers (the existence of this number was kept
secret by the Pythagoreans for a long time). According to the Pythagorean school
whole material and spiritual worlds are under the rule of the natural numbers. Each
irrational number can be approximated with high accuracy to the rational number,
and what is more, Bernoulli representation consisting of the numbers 1 and 2 is a
precursor of chaos. Could it be that after so many years the secret of the Pythagorean
philosophy is still relevant? In present there again can be noticed a return of interest
for numbers and number sequences, but this time inspired by the development of
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modern nonlinear dynamics. Revived the role and significance of the numbers,
including rational and irrational numbers, and their relative position (i.e. on the
interval Œ1; 0�), strings Frobenius and Dedekind steps, approximations by rational
numbers through irrational numbers, zero-one approximation of real numbers, and
so-called Bernoulli shift. There is no need to convince anyone about the importance
of the number � and of the golden ratio. This time, however, start a discussion
took place form a completely different point. It started from considerations relating
to differential equations, which are mathematical models of some systems real
(physical) or from analysis of some projections, which can be obtained from the
differential equations. In both, equations and some projections, observed doubling
in the period of solutions with a change in the parameter effectively lead to chaotic
motion in accordance with scaling factor equal to 4.669. . . No one disputes the role
of irrational numbers and the existence of quasi-periodic solutions lying on the two-
or multi-dimensional torus, while the rational numbers associated are with a periodic
solutions. And here again appears the analogy to the earlier discussion. For some
(critical) parameters of the system torus disappears and appears periodic solution
what lead to placing of the rational numbers in role of the irrational numbers. It turns
out that in the interval [0,1], almost all real numbers have decimal representation,
which are random, and it means that a sequence of consecutive digits in the decimal
representation of the number repeats. Almost every number in that range will
have a different number of digits, and therefore randomly selected number will
also be random decimal representation. In the “language” of numbers, in practical
numerical calculations, periodic motion detection in decimal representation means
that starting from a given number, that is from the long decimal representation,
after some number of digits (equal to the period) again appears this number (to be
precise, with the same extension of the decimal representation). You can prove that
such feature occurs when the number is a rational number. In the neighbourhood of
any two given rational numbers, there is a whole “ocean” of infinitely many rational
and irrational numbers, which are mixed with each other. It can be shown that for a
certain types of mapping very close numbers (in terms of decimal expansions), after
multiple projections, are different from each other.

A careful reader will see that after all the real system time (independent variable)
“floats” on a continuous basis and goes through all mixed together rational and
irrational numbers, while numerical procedures based are on discrete models and
discrete dynamics. Fortunately, however, there are close links between the discrete
and continuous dynamics.

Kingdom of numbers extends even further. Fractional numbers play a key role
in the dynamics of the so-called fractals through so-called fractal dimensions
introduced by Hausdorff. Fractals, contrary to the intention of their creators,
were somehow geometric method of the study of irregular dynamics, also of the
deterministic chaos. There are some, though far analogies between fractal and
chaotic dynamics. Scenario of transition to chaos through bifurcations of doubling
period of newly emerging orbits leads in effect to the coexistence of infinitely many
periodic and unstable orbits and also creates a qualitatively new geometric structure
known as a strange attractor. Similar situation is in the case of simple geometric
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shapes such as triangles, lines and ellipses, and arranging them in a certain scale,
according to a certain pattern (low), what leads to a qualitatively new structure,
in which the decrease in its basic elements (circle, triangle, etc.) leads to the loss
of their shapes creating the new structure. This last one has a new property—self-
similarity. It shows the similarity between the different elements in respect to the
size. As mentioned above, this structure is characterized by a dimension that is a
fraction and not an integer. An example may be a snowflake, which has a very
complicated boundary line. This line is not a one-dimensional curve (dimension 1)
and is not filling the two-dimensional surface (dimension 2). Thus, the dimension is
searched in the range of 1 < w < 2.

Chaotic dynamics and synchronization are two opposing processes that can be
observed in physical, biological or chemical systems. The first one is expressed in a
tendency for the disorder, while the second one tends to the simplicity and regularity.
By changing the parameters and the initial conditions it is possible to move from
one process to another. While synchronization processes have been observed for
a long time, and were subjects for a scientific analysis since the seventeenth
century, starting from the works devoted to the analysis of synchronization of clocks
ticking, and later also test of the synchronization in sound tuning fork generators
or movement of the planets, however the phenomenon of chaos in deterministic
systems have been detected recently. They are related to the pioneering works
of Poincaré, Lorenz and Ueda. In this chapter, among others, we are going to
discuss these two extreme processes on the examples of one- and two-dimensional
mappings and on the dynamic systems. As a tool of analysis used are analytical and
numerical methods.

15.2 Modelling and Identification of Chaos

First, we will consider a so-called Poincaré maps. They are widely used for the
analysis of dynamic systems. They are based on the introduction of the plane (or
hyperplane), which crosses the returning phase flow without any contact with the
trajectory of this flow (Fig. 15.1).
� trajectory of the flow lies in three-dimensional space, and the points of

intersection with the plane belong to it, the Poincaré mapping represents a mapping
of the plane into itself. Undeniable advantage of this mapping is reduction of the
dimension of the design space by one (obtained points lie in a plane). In the case of
two-dimensional flow (that means lying on the plane) mapping points are arranged
along a line (so-called one-dimensional mapping).

In practice, we introduce the secant plane in a relatively simple way, as will
be discussed on the example of the non-autonomous system with one degree of
freedom described by the following differential equation
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Fig. 15.1 Poincaré map
schematic representation

d2x

dt2
C F

�

x;
dx

dt

�

D F0 cos!t: (15.1)

The period of the exciting force is T D 2 D �=! and the discrete value of time

tn D t0nT; n D 0; 1; 2; : : : (15.2)

we record the speed and movement

vn D dx

dt
.tn/ ;

xn D x .tn/ : (15.3)

If

x .t0/ D x0;

� .t0/ D �0;
(15.4)

then points

xn D x .tn; x0; �0/ ;

�n D � .tn; x0; �0/ ;
(15.5)

form Poincaré map.
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In this case, the Poincaré map is a two-dimensional one. For the autonomous
system .F0 D 0/ and assuming that the force F

�

x; dx
dt

�

causes the self-excitation of
the system, we will obtain one-dimensional map, for observation (or measurement)
value of x.tn/ will be made in moments of time tn for which v.tn/ D dx

dt
.tn/ D 0.

Periodic solution (periodic orbit) will be presented as a fixed point of this mapping.
If it will be stable in the sense of Lyapunov (to this stability theory devoted is a
vast literature [44, 187, 244]), then a sequence of points prior to it will be going to
this point. This is known as attractor. If a fixed point mapping is unstable, then the
sequence of points will be “running away” from this point. In this case singular point
x0 is unstable in the sense of Lyapunov and can be called repiler [106, 214, 224].

These simple considerations can be widely generalized. Let the solution to a
system of n ordinary differential equations in normal form to have the form x D
X.t; x0/, where x0 D X.t0; x0/. If the Cauchy problem has a single solution set by
said initial condition, the following compounds occur

.t2; X.t1; x0// D X.t1 C t2; x0/; (15.6)

what is easy to check, taking into account the fact that

X.t1 C t2; x0/ D x2;X.t1; x0/ D x1;X.t2; x1/ D x2: (15.7)

Family of mappingsXt.x/ D X.t; x/ that is defined by the solution x.t/ defines
a dynamical system in the space Rn what is noted as .Rn; Xt /. If t 2 Œ0;1/, then
dynamical system is continuous (and we are calling it the flow), and if t 2 N , the
dynamical system is discrete (and a cascade is meant).

Returning to the secant plane geometric interpretation, it appears that there is
some functional relationship between the coordinates of two successive points of
intersection of the trajectory with the plane of the form

xkC1 D F.xk/; (15.8)

what sometimes can be expressed in an analytical form. Difference equation (15.8)
describes the cascade.

Point x0 is called a fixed point of the cascade (15.8) if

F.x0/ D x0: (15.9)

For each point x n-fold application of the operation leads to a point F

x.n/ D F n.x/: (15.10)

Trajectory passing through any point x in the phase spaceRn will be called finite
or infinite set of iteration (15.8). We say that the point x is periodic with a period
k, if

F k.x/ D x; (15.11)
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Fig. 15.2 Stable (b) and unstable (a) fixed point of the map (15.8)

k is the smallest integer with this property. If you choose x0 close to the tested point
x, and if the distance kx .k/� xk ! 0, when the n ! 1; then x0 is asymptotically
stable.

Based on Eq. (15.8) and Fig. 15.2 is easy to imagine the stability criteria for
mapping of the fixed point.

Based on the graphical construction of the mapping (15.8) shown in Fig. 15.2, it
can be concluded that the mapping fixed point is stable (unstable) if

ˇ

ˇ

ˇ

ˇ

dxkC1
dxk

ˇ

ˇ

ˇ

ˇ
< 1.> 1/: (15.12)

Finally, also worth mentioning here are advantages of the Poincaré mapping. In
general, studying dynamics of systems governed by ordinary differential equations
we deal mainly with the analysis of equilibrium positions and of periodic solutions.
In the case of periodic solutions, the stability condition means that for a considered
fixed point (and consequently also periodic orbit) to be stable, the monodromy
matrices eigenvalues (multipliers) should lie in a unit circle of radius 1. Often this
method is used for the practical pre-determining of the stability of the orbit found
numerically, for example, using the “shooting” method or Urabe–Reiter method (see
Chap. 13).

Now, some basic concepts and definitions will be introduced, basing on the works
of Kudrewicz [142] and Samoilenko [207].

Definition 15.1. String formed of successive mapping points fF k.x/g for k D
0; 1; 2; : : : will be called the trajectory (orbit) of the point x.
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Comment.
The set x1; F.x1/; F 2.x/; F 3.x/; : : : be the orbit of a point x. As an example,
consider the mapping F W wŒ0; 1� ! Œ0; 1� of the following form

F.x/ D x.1 � x/; (15.13)

then for x D 1
2

orbit is determined by the points 1
2
; 1
4
; 3
16
; : : : :

Definition 15.2. If there exist a sequence fkng of natural numbers and

lim
kn!1F kn .x/ D x�; (15.14)

then a point x� will be called �-border point of the fF k.x/g trajectory. The set
of all such points is called the set of �-border of the fF k.x/g trajectories, and we
denote it by �.x/.

Definition 15.3. Invariant set of cascade Z is a set satisfying the condition
X.Z/ D Z. Most of invariant sets are equilibrium points or periodic trajectories.

There is also need for comment of �-border sets that can be divided into
attractors and repliers.

Definition 15.4. The closed and bounded invariant set A is called attractor. If there
exists its neighbourhoodO.A/ such that for any x 2 O.A/ the trajectory fF k.x/g
tends to A for k ! 1, the set of all x satisfying this condition is called the attracting
set of the attractor A.

The following comments hold:

1. Often, while defining the attractor, it is said that the set that fulfills conditions
in Definition 15.4 does not contain in itself a different set that satisfies these
conditions.

2. Chaotic attractors are those attractors that contain at least one chaotic trajectory.
Trajectory is called chaotic if at least one of the Lyapunov exponents associated
with it is positive.

3. Strange attractors are called attractors, which have a complex geometric struc-
ture.

4. Typically these two terms are used interchangeably. However, they can exist
independently (see Grebogi et al. [104] and Jacobson [128]).

5. Dynamical systems may possess several coexisting attractors. One of the main
tasks in this case is to define the initial conditions, for which the phase flow will
be attracted by the individual attractors. It turns out that the boundaries between
the different attractor pools can have very complicated shapes, for example they
may be fractals [165].

Definition 15.5. Fixed point x0 of the map (15.8) forR2 is called hyperbolic, if this
point derivative DF has eigenvalues different from 1. If this point is hyperbolic and
has two real eigenvalues, �i .i D 1; 2/ and at the same time j�1j < 1 and j�2j > 1,
then the point is a saddle. Manifolds
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W S .x0; F / D ˚

x W �

�F nx �W S .x0; F /
�

� ! 0; for n ! C1�

;

W n .x0; F / D fx W kF nx �W n .x0; F /k ! 0; for n ! �1g ;
(15.15)

are called the stable and unstable respectively, but they are invariant, that means

F
�

W S .x0; F /
� D W S .x0; F / ;

F .W n .x0; F // D W n .x0; F / :
(15.16)

If the given dynamical system described by system of ordinary differential
equations meets Lipschitz conditions and there exists a solution to the Cauchy
problem, the solution is unambiguous and accurately determined by the initial
conditions. It is analogous to the train travelling on tracks, movements of which
can be determined at any moment in time. And yet discovered strange chaotic
attractors of Lorenz, Ueda, Hénon and others, seem to deny those obvious facts.
Some uncertainty is intuitively understood particularly for the complex physical
systems, where a small change in phases can lead to large changes in the systems
dynamics in the intervals of the independent variable, i.e. time. We will explain this
with an example of the system considered by Landau. For this we will consider
two extreme cases of a dynamic system: chaos and synchronization. Without going
into detail, the synchronization will be understood as tendency of subsystems of
the complex dynamic system to perform “similar” dynamics, such as manifested
by subsystems periodic motions within the same periods, and consequently causing
the synchronization, that is the periodic movement with the same period for the
entire system. This phenomenon has already been observed by Huygens during
the analysis of the clocks ticking synchronization. Currently, the phenomenon
has broader understanding and refers to the mutual organization of the biological
systems, and in the mechanics this issue appears when considered are issues of the
rotor vibration synchronizations and in the stabilization [50,104,142,207]. Consider
first oscillating system fully synchronized, that is one that the vibration frequencies
!1; !2; : : : !k appearing in it satisfy the condition

l1!1 C l2!2 C � � � C lk!k D 0; (15.17)

where fl1; : : : lkg 2 C and C is the set of integers. We say then that the system
is in full resonance, and it reveals in the increases of the characteristic vibration
amplitude for each of the !i in the discrete set ! D f!1; : : : ; !kg. However, if each
subset will vibrate independently from the others that are with its own (independent
from the others) period then the system is not synchronized. In practice, the lack of
synchronization is associated with the existence of irrational numbers, for example
for k D 2, !1 D 1 and !2 D p

2 solution x D x.'1; '2/, where '1 D !1t and
'2 D !2t is in steady state on a two-dimensional manifold (torus), and the solution
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Fig. 15.3 Torus and two
incommensurate frequencies
!1 and !2

x D x.'1; '2/, where time is the parameter, is called the quasi-periodic solution.
An example of such a two-dimensional manifold is shown in Fig. 15.3.

The issue of quasi-periodic orbits requires a deep study and it is only briefly
addressed in this work. It contains more problems that are not completely solved.
This applies mainly to determining the stability of multi-dimensional attractors -
tori, tracking changes of the quasi-periodic orbits with the change of the parameters
and their bifurcation [65, 83, 131, 156, 228].

One may imagine that if phases '01 ; : : : ; '
0
k are additionally changing even in

minor range, the response of the system x.!1tC'01 ; : : : ; !ktC'0k/ can be subjected
to significant changes over time and as a result lead to the appearance of chaotic
motion.

Now we will point out another possible appearance of chaos in simple dynamical
systems. For autonomous oscillators with single degree of freedom and with limited
trajectory (performing recurrent motion) only positions of equilibrium or periodic
orbits may be attractors. However, the situation is drastically changed for three-
dimensional systems, specifically for systems with 11=2 degree of freedom or those
oscillators with an external forcing.

It appeared therefore that trajectories in the three-dimensional systems may be
present in a sub-phase space R3, but they can constantly wander between the
positions of unstable equilibrium states and unstable periodic orbits. Although
basing on the fact of existence of the limits for such subspace, we know that there
is a time after which such trajectory will be arbitrarily close to the start point lying
on the attractor, but it is impossible to obtain information when it will return there.

Flow of phase trajectories can be imagined on the example of a liquid that even in
very small volume consists of a large number of particles. If in such a volume there
is attractor which is a periodic orbit, then introducing a small drop of colored liquid
at any of origin point in the volume, you will find that after a while the color will
be determining the orbit. However, in the case when attractor is a chaotic strange
attractor, the trajectory lying on such attractor starts to wander along the entire
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Fig. 15.4 An example of an unstable trajectory wandering in the limited area R3

volume of the liquid and the liquid becomes colored. Colored and colorless particles
will be mixed. This process takes place in a relatively short time and therefore is
not the result of diffusion, but rather is related to the turbulent movement of liquid
molecules. This analogy is even deeper. The intensity of the color will indicate the
probability of finding a phase point in this area and it does not depend on the initial
position (the starting point).

Armed with the knowledge of the instability role, let us consider now evolution
(change over time) of an area initial conditions taken from the plane x, y, that is,
such that z D 0 and ı D ı.x; y/ which has been hatched in Fig. 15.4.

Area ı.t0/ is a very close neighbourhood of the unstable strange point. Two
distinct trajectories in this figure exponentially flee from each other and initially
tiny set of initial conditions ı.t0/ is transforms into a volume ı.t1/, and because the
trajectories are limited, they must “turn around” and as a result for z D 0 the two
points, which lie very close together (for t D t0) after time t D t2 are found far
apart. The question arises, how far apart, or in rather, how small should be distance
between them at the starting point so they could be found close to each other once
again.
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15.3 Lyapunov Exponents

Before answering this question, let us return to the old theory of characteristic
numbers introduced by Lyapunov that, when with opposite sign, define a so-called
Lyapunov exponents (details are given in Demidovich [77]). Earlier described was
and exponential divergence of trajectories and Lyapunov exponents are a measure
of such discrepancy.

According to (15.10) cascade (15.8) can be presented in the form of

x .k C 1/ D F .x .k// : (15.18)

With each point x in the phase space can be associated array DF k.x/ called
the mapping Jacobian F k , which is formed from the local linearization, which in
practice amounts to calculating the kth iteration derivative for point x. Starting from
the point x.0/ for the kth iteration, the matrix is expressed with the relationship

J .k/ D DF k .x .0// ; (15.19)

whereinDFk.x.0// can be obtained as the product of

DFk .DF .x .k � 1// � : : : �DF .x .0/// D DF k .x .0// : (15.20)

Having calculated J.k/ for small increments we get

x .k C 1/ 
 DF .x .k// x .0/ D DFk .x .0// x .0/ D J .k/ x .0/ : (15.21)

Coming back to the discussion related to Fig. 15.4, assume that in a neighbour-
hood of the unstable point we select two points x1 and x2, which after k iterations
(in accordance with the previous considerations) will evolve into the points x1.k/
and x2.k/, defined by the relationship

x1 .k/ � x2 .k/ 
 J .k/ .x1 .0/� x2 .0// : (15.22)

We can take the whole flow generated by the initial conditions, which are located
for example in the sphere. In the general case, however, it will be n-dimensional
sphere K0 D K.0/, which after the k iterations it becomes ellipsoid K.k/ (such
ellipsoid when n D 3 is indicated in Fig. 15.4 as ı.t2/). If now, instead of a single
point x0 we take the sphere K0, and respectively, instead of x.k C 1/ we take
ellipsoid KkC1, then, according to (15.21) we obtain

KkC1 D DF .x .k//Kk: (15.23)

Ellipsoids KkC1 and K0 possess n principal axes and the system has n related
with them Lyapunov exponents. For the system to be chaotic it is enough if one of
the exponents (the largest) is positive. Lyapunov exponents is defined by the formula
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�j D lim
k!1

1

k
log

�

˛j;k
�

; (15.24)

where ˛j;k is the length of the j th axis of the ellipsoid Kk.
It turns out that for a very wide class of mappings F there exists the limit defined

by (15.24), which for almost all x.0/ does not depend on x.0/, which means that it
also is independent from the initial conditions. Then � is a measure of changes in
the initial conditions and if the error in the determination of the initial conditions is
�x.0/ then kth iteration will have the value

�xk 
 10�k�x .0/ ; (15.25)

for sufficiently small �x.0/ and large enough k. Let now the maximum Lyapunov
exponent to have the value� D 0:1, which is not too high requirement for dynamical
systems and let k� D 102 and �x .0/ D 10�5. According to (15.25) for the k�
iteration calculate �x.k�/ D 105, and such accuracy of the calculations cannot be
accepted. On the other hand we want to obtain k� iterations error was �x.k�/ D
10�5. Thus, there appears the question problem, what the accuracy of the initial
conditions definition we should apply. Using the formula (15.25), we calculate that
�x.0/ is 10�15, and preserving so high accuracy of the calculations is extremely
difficult. Of course, uncertainty increases with the iterations increase.

So the problem comes down to setting infinite precision to the initial conditions.
According to the principle, each state of the real physical system can only be
determined with reasonable accuracy and is determined rather by a probability
distribution instead of a number. If the trajectory is considered stable, then the initial
error rapidly decreases with time, and if it is unstable, it is growing rapidly with the
increase of iterations resulting in the unpredictability of its behaviour, that is chaos
in the determined system.

Now, let us discuss for a while the possibility of recursion (return) of trajectories,
in such a way so it will lay on the attractor. We have already mentioned that the
trajectory remaining in limited surface must have the possibility of returning in
arbitrary close neighbourhood of the starting point. It turns out that it is a common
characteristic for the phase surface. We are talking about a singularity point called
the saddle. The precursor of chaotic motion is the cross-section of the stable and
unstable saddle point variety. This is possible for at least a three-dimensional
system.

15.4 Frequency Spectrum

In engineering calculations, both in the computer simulation and in the analysis of
the real object in the laboratory, one of the most popular methods of analysis is
a technique based on the analysis of the frequency spectrum. In what follows we
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apply the Fourier Fast Transformation (FFT). The transformation of the waveform
from the time domain to frequency domain can be described by the relation

W .!/ D lim
T!1

1

T

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

T
Z

�T
x .t/ e�i!tdt

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

: (15.26)

In the case of regular movements (periodic and quasi-periodic) frequency
spectrum consists of discrete components, while the continuous frequency spectrum
corresponds to the chaotic trajectory x.t/.

15.5 Function of Autocorrelation

The autocorrelation function is a competitive tool to the Lyapunov exponents. It is
widely described in the literature, particularly in respect to the differential equations.
It is determined by the relationship

A .t/ D lim
T!1

1

T

T
Z

0

F Œx .t C 	/� F .x .	// d	; (15.27)

assuming that the analysed system is ergodic. If the A.t/ include periodic or quasi-
periodic components, then also in the researched system exists the periodic or
quasi-periodic orbit. If the two trajectories lying close to each, separate and over
time move independently, then A.t/ quickly approaches zero. This corresponds to a
situation where at least one of the Lyapunov exponents is positive.

It is worth to mention some of the characteristics of the autocorrelation func-
tion.

1. It is a real and even function with the point of maximum in t D 0, which can
assume both positive and negative value.

2. In the case stochastic process study with a mean meaning hx.t/i D 0, it has the
shape of the sharply outlined pulse.

3. For a stochastic process—white noise, the function A.t/ has the shape of a ı
function.

4. If (on average,) slope of the autocorrelation function is has approximately
exponential character, the dynamic state of the phenomenon is associated with
the beginning of the chaotic motion.

If for the mapping (15.18) we define the mean value hx.k/i dependent on
x.0/ as
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hxki D lim
k!1

1

k

K
X

kD0
x .k/ ; (15.28)

then the autocorrelation function is given by

A .`/ D lim
K!1

1

K

K
X

kD0
.x .k/ � hxki/ .x .k C `/� hx .k/i/ ; (15.29)

where ` D 0; 1; 2; : : :.

15.6 Modelling of Nonlinear Discrete Systems

15.6.1 Introduction

In the vast majority of cases, the dynamics of physical systems is governed by partial
or by ordinary differential equations. The former is often replaced by a variety of
the methods reducing through the ordinary differential equations systems. The next
step leading to further problem reduction is replacing differential equations with
mappings. This method of proceeding is based on the use of the analytical methods.

Another, independent, method of research is based on the analysis of the simplest
mappings various types of dynamics, in this case the one-dimensional ones, and
in particular on trying to obtain deepest possible understanding of the chaotic
dynamics basing on those mappings.

If you have a wide range of knowledge about the dynamics of one-dimensional
representations, then the dynamics (even complex) systems described by differential
equations can sometimes be understood by one-dimensional mappings.

Analytical methods face a number of limitations in the analysis of nonlinear
dynamics, therefore, in most cases carried out are numerical analysis. In practice,
this means replacing the continuous dynamics (in the equation the independent
variable that is time, is a constant) by the discrete dynamics (in numerical methods
time variables have the discrete values). It turns out that there are deep connections
between the “continuous dynamic” and “discrete dynamics”. In the numerical
analysis used is the Poincaré mapping method. Links between points obtained on
the Poincaré surface are described by differential equations. With the introduction
of such a representation is not only reduced dimensionality of the dynamics, but also
in the analysis of chaotic dynamics the introduction of the Poincaré surface led to
the elimination of periodic movements of the points, what allows to focus attention
on the chaotic dynamics. A further extension of the method of discretization is states
discretization, for example, by assigning to the numbers only two values, zeros or
ones.
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Fig. 15.5 Mechanical system with one degree of freedom: a block lying on a belt moving at a
speed of v0 (a) and the coefficient friction characteristics (b)

It may happen that for the analysis of two-dimensional mappings, there is also
the possibility of their reduction to one-dimensional mappings. This occurs when
the mapping in one direction is highly tensile, and in the other one it is strongly
compressive. This will make the points along the one or two lines, and can be
considered a one-dimensional mapping of one line into the other.

Now we will consider examples of the dynamics of simple physical systems that
can be reduced to one-dimensional mappings analysis. In the nonlinear systems with
friction self-exciting vibration can appear [149]. Figure 15.5 shows such classic
case.

The body of mass m (block) is located on the tape with a coefficient of friction
depending on the velocity relative to the body and the tape with characteristics
shown in Fig. 15.5b. It turns out that the range of the relative speed 0 < w < 
 block
equilibrium position becomes unstable. There appear vibrations that are beginning
to grow reaching a limit cycle (periodic orbit). The equation of motion has the form

m Rx C kx D mg
�

�0 � ˛w C ˇw3



; (15.30)

where on the right side described analytically are friction forces. Now assume that
for x D 0 the crash occurs, when Px � a—the rapid change in velocity, and
furthermore we will assume that the dynamic is related to the sloping part coefficient
of friction [181]. Then the dynamics of the considered system can be approximated
by the equation

Rx C 2h Px C ˛2x D 0; (15.31)

PxC � Px� D �b; (15.32)

where PxC and Px� is the speed before and after the impact of the amplitude b.
Dynamics described by Eqs. (15.31) and (15.32) can be represented by mapping
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Fig. 15.6 Flat pendulum
excited by
M D M0 CM1 cos!t

Ny D qy C
(

0 for 0 � y < a
q
;

�b for y � a
q
;

(15.33)

where

Ny D PNx; y D Px � 0; q D e2h
p
˛2�h > 1: (15.34)

Position y� D b=.q� 1/ > a is an unstable fixed point of this mapping. For y <
y� chaotic vibrations appear in the a � b � y � a range of changes. The example
above was connected with the analytical method, while the following example refers
to the numerical methods.

Consider the motion of a pendulum of length l , mass m and moment of mass
inertia B (Fig. 15.6).

The equation of motion is:

B R' C c P' Cmgl sin' D M0 CM1 cos!t; (15.35)

where c is the viscous environment damping coefficient. Assuming mgl D B , this
equation can be reduced to the form

R' C h P' C sin' D M1 CM2 cos!t; (15.36)
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where

h D c

B
; M1 D M0

B
; M2 D M1

B
: (15.37)

We will approximate

P' D 'n � 'n�1
tn � tn�1

; (15.38)

R' D 'nC1 � 2'n C 'n�1
.tnC1 � tn/ .tn � tn�1/

: (15.39)

After taking into account (15.38) and (15.39) Eq. (15.36) takes the form (see
[221])

'nC1 � 2'n C 'n�1 C hT .'n � 'n�1/C T 2 sin 'n D T 2 .M1 CM2/ ; (15.40)

where tn D 2�
!
n.

Assuming

R1 D T .M1 CM2/

h
; hT D 1 � b; R2 D T 2; (15.41)

from (15.40), we obtain

'nC1 � 2'n C 'n�1 C .1 � b/.' � 'n�1/CR2 sin 'n D .1 � b/R1: (15.42)

Equation (15.42) can be represented as an equivalent

rnC1 D brn �R2 sin'n;
'nC1 D 'n CR1 � R2 sin 'n C brn;

(15.43)

where:

rn D 'n � 'n�1 � R1: (15.44)

We are still dealing here with a two-dimensional representation, but for very high
damping such that hT D 1, we get one-dimensional representation of a circle into
a circle (which will be discussed later).

15.6.2 Bernoulli’s Map

Let us consider the mapping F carrying out a unit vector into itself, that is Œ0; 1/ !
Œ0; 1/, in the form
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xkC1 D F .xk/ ; (15.45)

F .xk/ D 2xk mod 1; (15.46)

for k D 0; 1; 2; : : :, while the modulo function limits the range of the obtained
results to the unit (take only the rest after dividing by 1). This mapping is called the
Bernoulli map and can also be written in the form of difference equation

x .k C 1/ D



2x .k/ for 0 � x .k/ < 0:5;

2x .k/ � 1 for 0:5 � x .k/ < 1:
(15.47)

This mapping has only one fixed point x0 D 0, which is unstable.
Let us consider how this mapping will behave for x.0/ D 1=11, the rational

number. We obtained the following sequence of numbers

x .0/ D 1

11
; x .1/ D 2

11
; x .2/ D 4

11
; x .3/ D 8

11
;

x .4/ D 5

11
; x .5/ D 10

11
; x .6/ D 9

11
; x .7/ D 7

11
;

x .8/ D 3

11
; x .9/ D 6

11
; x .10/ D 1

11
;

(15.48)

this represents a periodic orbit with a period equal 10. For x .0/ D 1
5

we get

x .0/ D 1

5
; x .1/ D 2

5
; x .2/ D 4

5
; x .3/ D 3

5
; x .4/ D 1

5
: (15.49)

So again we get a periodic orbit, but this time the period equals 4. It turns out
that for all rational numbers in the considered unit interval the iteration results are
in the form of periodic orbits. However, the situation is quite different if we choose
as a starting point irrational number. To each point of the set [0,1], we can assign an
infinite sequence fa0; a1; a2; : : :g, called the address, in such a way that

a0 D 0; x .0/ D 1

2
a1 C 1

22
a2 C 1

23
a3 C 1

24
a4 C � � � (15.50)

Numbers ai can take only the values 0 or 1. Therefore, the x.0/ can be written
as an infinite sequence of zeros and ones of the form

x .0/ D fa1; a2; a3; a4; : : :g : (15.51)

It turns out that with such a representation of a real number, we can see an
important property of the mapping (15.47). Let us consider it on the example of
x.0/ D 0:32. Reader is able to quickly perform calculations (for example using a
basic calculator) finding sequence of ai values, which are given below
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x .0/ � 0:32 D f0; 1; 0; 1; 0; 0; 0; 1; 1; 1; : : :g : (15.52)

After the first iteration we get the number of x.1/ D 0:64which has the following
address

x .1/ � 0:64 D f1; 0; 1; 0; 0; 0; 1; 1; 1; : : :g : (15.53)

A careful reader will see a pattern. Address (15.53) was obtained by shifting
by one digit to the left of the address (15.52). It turns out that this regularity is
the place for all the numbers from the interval [0,1]. The following iteration is
associated with a shift by one digit to the left of the previous one address. This shift
is called the Bernoulli shift. The second note concerns the finite and the infinite
characteristic: the finite rational number is represented here by infinite series. In
the interval [0,1], most of the numbers are irrational. These figures have random
decimal representations or in other words, almost all the numbers from the interval
[0,1] have random decimal representations.

Let us reflect on other analogies given by Schuster [213]. We assign the number
to zero the head, and the number one tails and consider a coin toss. Tossing a coin
repeatedly we receive following address f0;R;R; 0; : : :g, which corresponds to the
exactly one real number from the interval [0,1].

Now consider the following oddity. Take two numbers x.1/.0/ and x.2/.0/ that
have for example 1016 the same decimal digits, so in the calculations are identified
as the same. By subjecting these numbers to 1016 iterations (15.47) we come to the
seventeenth place in the numbers addresses, and so to the places where they differ.
Further iterations will already represent these different numbers. This raises a very
clear parallel to the observed phenomenon of the deterministic chaos, i.e. in each
subsequent realization of the same process, starting with a theoretically the same
initial conditions, the response is always different because of the inevitable, albeit
very small differences in their realizations.

The second property of the irrational numbers and of the Bemoulli shift is that
any finite subset of the infinite set represents the number of repeats it in this set
infinitely many times, and shift Bemoulli tries to move the subsequences to the left
an infinite number of times.

Bernoulli mapping has one more feature typical of chaos. It is associated with the
operation of stretching and folding. If the numbers subjected to iterations are in the
range Œ0; 1=2/, the projection extends corresponding sections (it is multiplies them
by 2). If starting from some iteration, they are in the range of numbers larger than
1=2, then in the following iterations their results are decreasing and the numbers are
returning into the [0,1] interval.

At the end let us mention one more characteristic trait of this mapping, which is
also typical of the chaos. We have shown that starting from the rational number
received periodic orbits. They are unstable. Since the interval [0,1] there are
infinitely many rational numbers, there is also an infinite number of unstable
periodic orbits in this range.
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15.6.3 Logistic Map

The logistic mapping received relatively detailed analysis

x .k C 1/ D px .k/ .1 � x .k// ; (15.54)

wherein the parameter p 2 Œ0; 4�. The main feature of this mapping is the section
stretching or compression, and then folding it in half. It turns out that for a fixed
value of the parameter p mapping will “wrap” the output section and place it in
the range Œ0; p=4�. To illustrate, let us consider the case of p D 1 and let us start
with numbers in the range [0,0.5]. Number zero becomes zero, and 0.5 change into
0.25, any other numbers are in the range [0, 0.25]. Considering the interval (0.5,1]
it can be noticed that the number 1 becomes zero. The number of 0.7 becomes 0.21,
0.9 changes into 0.09. Basing on these trivial examples, we can see that also the
numbers range (0.5,1) change range [0,0.25], with the numbers lying closer to the
1 are mapped into lying closer to zero. For parameter p greater than 4, almost all
sequences fx.k/g diverge to infinity. For the boundary value p D 4 the solution of
Eq. (15.54) can be expressed in an analytical form

x .k/ D 1

2

�

1 � cos
�

2karc cos .1 � 2x .0//

�

: (15.55)

Let us conduct now analysis of the typical nonlinear dynamics. Let us find fixed
points of the mapping (15.54) and then examine their stability. Fixed points we find
from the equations

px� .1 � x�/ D x�: (15.56)

Obtained are the following two points:

x.1/� D 0; x.2/� D p � 1
p

: (15.57)

Each of these solutions is stable when
ˇ

ˇ

ˇ

ˇ

�

df .x/

dx

�

xDx�

ˇ

ˇ

ˇ

ˇ
< 1; (15.58)

where: f .x/ D px.1 � x/.
Simple calculation shows that

ˇ

ˇ

ˇ

ˇ

�

df .x/

dx

�

xDx.1/
�

ˇ

ˇ

ˇ

ˇ
D p;

ˇ

ˇ

ˇ

ˇ

�

df .x/

dx

�

xDx.2/
�

ˇ

ˇ

ˇ

ˇ
D 2 � p;

(15.59)
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Fig. 15.7 Web chart for logistics mapping and for p D 3:83 (a) and the periodic course (b)
corresponding to a closed curve in figure (a)

and the first solution is stable for jpj < 1; while the other one for j2 � pj < 1. Now,
let us consider a few numerical examples of the logistic mapping. Figure 15.7 is an
example of “web chart” for p D 3:83. As is clear from the preceding discussion,
this parameter value both fixed mapping points are unstable. In the x.k/; x.k C 1/

coordinate system drawn were the function f .x/ and the diagonal. They are used
for a simple determining of the next mapping points after the successive iterations.
As you can see from the figure, the initial condition x.0/ D 0:3 trajectory mapping
tends to periodic orbit.

If we consider the mapping described of the function x.kC 3/ D f 3.x.k//, and
on the vertical axis we take every third iteration point, that is x.k C 3/, then we
get web chart shown in Fig. 15.8. As can be seen from this figure, depending on the
initial conditions of the trajectories, they are attracted by one of the three points at
which the curve f .x/ is tangent to the diagonal of the pictures frame.

For every fifth iteration x.k C 5/ D f 5.x.k//, the chart of the curve f .x/ is
more complicated (Fig. 15.9). Trajectory relatively quickly reaches a stable periodic
orbit.

Now let us examine the behaviour of this mapping when changing parameter
p 2 Œ2; 4�. According to earlier solutions, a fixed mapping point equal to zero is
unstable in the considered range of parameter changes. The second fixed point is
stable when p 2 Œ2; 3�. For the point p D 3 doubling period bifurcation occurs.
Previously stable point now becomes unstable.

However, there is a new stable solution in the range for a period 4. When
changing the parameter again, its stability is lost, and there is an orbit with a period
of 23 D 8, and so on, until it reaches the orbits with period 2k. When k ! 1
parameter p reaches a limit equal to pg D 3:5699. It turns out that in the p 2 Œpg; 4�
a similar bifurcation cascade can be observed for a period orbits 3 and 4, that is 3k

and 4k, where k D 1; 2; 3; : : :. They are called periodicity windows that correspond
to the specific compartments of parameter p. That means that chaos is observed for
some nowhere dense subsets of parameter p that have positive value.
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Fig. 15.8 Web chart for logistic mapping and for p D 3:83 in the coordinate system x.k/ and
x.k C 3/ for different initial conditions: (a) x.0/ D 0:7; (b) x.0/ D 0:35; (c) x.0/ D 0:1

Fig. 15.9 Web chart for
logistic mapping and for
every fifth iteration
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Fig. 15.10 Bifurcation chart of the logistic mapping for different ranges of the changes in the
control parameter p: (a) p D Œ2; 4�; (b) p 2 Œ3:5; 3:8�; (c) p 2 Œ3:6; 3:7�; (d) p 2 Œ3:56; 3:66�

Figure 15.10 shows the so-called bifurcation chart and the following drawings
were created as a result of the enlargement of the previous one for a specific range of
parameterp. Bifurcation cascade doubling period, chaotic movements and windows
of periodicity are shown clearly.

Figure 15.11 shows the logistic mapping for p D 3:7 for investigations of the
chaotic mapping dynamics process. After about four million iterations, and as you
can see from the chart of chaotic attractor is a part of the segment [0,1] and is defined
by the projection of the parabola marked with a thick line onto the horizontal axis.
Further points obtained by iteration are arranged along this stretch in a completely
unpredictable (chaotic) way.

Autocorrelation functions A.l/ for p D 4 is determined by the formula (15.29).
According to (15.28) for almost all initial conditions we get

hxki D 1

2
; (15.60)

then

A .l/ D



1=8 for l D 0

0 for l ¤ 0
; (15.61)

for almost all initial conditions.
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Fig. 15.11 Chaotic logistic
map for p D 3:7

Fig. 15.12 � exponent
changes accompanying
changes in the parameter p in
the range

Since the analytical solution lo the logistic mapping is important for p D 4 we
compute the associated Lyapunov exponent

� D lim
k!1

1

k
log

ˇ

ˇ

ˇ

ˇ

x.k/

x.0/

ˇ

ˇ

ˇ

ˇ
D log 2: (15.62)

For this parameter, the exponent value �n D 0:693144 is calculated numerically
for 206 000 iterations, what yields to the error value ı D j� � �nj D 0:00000318.
Lyapunov exponents’ values for p 2 Œ2; 4� are shown in Fig. 15.12.

Analytical form of solutions for p D 4 (it is worth noting that for the value of
the parameter number 1=2 maps into 1, while in the following iteration 1 becomes
zero) allows for the transformation
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y D 2

�
arc sin

p
x; (15.63)

reducing logistic map to the Bernoulli map (15.47).

15.6.4 Map of a Circle into a Circle

This is another one-dimensional representation, which we will analyse. Mapping of
a circle into a circle is described by the equation

� .k C 1/ D F .� .k// � � .k/CR1 CR2 sin� .k/ mod 2�: (15.64)

This mapping depends on two parameters R1 and R2 and may represent the
nonlinear oscillator phase transition, wherein the parameter value for R1 describes
two frequencies ratio, and R2 is the nonlinear enhancement effects coefficient
[213, 221]. This simple representation shows many interesting features of the
nonlinear dynamics, namely the periodic, quasi-periodic and chaotic dynamics.

It is worth to point out some basic properties of (15.64) mapping [213]:

(a) The function F has the characteristic

F .� C 2�/ D � C 2� CR1 CR2 sin � D 2� C F .�/ : (15.65)

(b) For jR2j < 1 a F.�/ map exists and is differentiable (a diffeomorphism).
(c) For R2 D �1 reversed mapping F �1 becomes non-differentiable, while for

jR2j > 1 it is ambiguous.

Figure 15.13 presents the F.�/ map for R1 D 0:4 and different values of
R2, what confirms the previously mentioned property. For all iteration the value
characterizing the average displacement by an angle � is defined by the formula

w D 2�w� D lim
N!1

FN .�0/� �0

N
: (15.66)

The average period shift is defined as Tw D 2�=w, where w is the angular
frequency of rotation (winding number) while, the rotation frequency as w� D 1=w.
These relations are similar to the concept of the frequency of a periodic circular
orbit that is not lying on the torus, and the frequency. It turns out [213, 221] that
for R2 < 1 the limit of the formula (15.66) always exists, but can be represented
either as rational or irrational number. If it is a rational number, then range of
the parameters R1, R2, for which w D p=q, p, q 2 N with respect to the
mapping (15.64) is called tongues.

Consider now in more detail the dynamics of trajectories lying on a two-
dimensional torus (Fig. 15.14).
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Fig. 15.13 The map (15.64) for R1 D 0:4 and different values of R2: (a) �0.5; (b) �1; (c) �5;
(d) �20

Fig. 15.14 Poincaré map—cross-section of the torus by plane �

Let, for example,

w D !1

!2
D p

q
D 3

5
: (15.67)

where !1 and !2 are frequencies marked in Fig. 15.14. Let us consider the journey
of the point starting from the plane � . This point will cross the plane again after the
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Fig. 15.15 Point motion within the plane � observed in T1 intervals. Between successive positions
performs point 5=3 turn, what means that in time 3T1 point will do five turns and then the movement
will be repeated

time T1 D 2�=!1. Figure 15.15 shows a picture of stroboscopic photos distant from
each other in the time by T1.

Let us consider the mapping

�nC1 D �n C w � 2�: (15.68)

For w D 3
5

we obtain successively

�1 D �0 C 3

5
2�;

�2 D �1 C 3

5
2� D �0 C 2 � 3

5
2�;

:::

�5 D �0 C 3 � 2�; (15.69)

which means that �5 D �0 mod 2� , and in the general case

�q D �0 C p � 2�: (15.70)

For N -turns we obtain the definition of the circular rotation defined by (15.66).
The plane � we get three fixed points, while in the mapping plane (15.68)

there are five fixed points (in the plane perpendicular to the � there are also five
fixed points). According to (15.69) in the plane .�n�1; �n/ we get five fixed points
��
1 ; �

�
2 ; : : : �

�
5 . If the point ��

i belongs to on the q-periodic orbit generated by the
mapping (15.64), then according to (15.70) we have

F
q
R1;R2

�

��
i

� D ��
i C 2�p � �i .mod 2�/ ; (15.71)

where i D 1; 2; : : : ; q, and FR1;R2 means that this function is dependent on the
parameters R1 and R2. It also means that starting from the point ��

i we are coming
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back to it through q iterations, or after moving by the angle 2�p. On this occasion, it
is good to come back to the interpretation related to Fig. 15.15. At the same mapping
point we will be back after q rotations (with a frequency !2) or after moving by the
angle of 2�p. According to (15.65), we have

F
�

��
i

� D ��
i CR1 CR2 sin��

i ; (15.72)

and we calculate

dF
�

��
i

�

d��
i

D 1CR2 cos��
i : (15.73)

Complete orbit consisting of points, ��
i , i D 1; 2; : : : ; q is stable if each of the

points ��
i is stable, that is:

q

…
iD1

j1CR2 cos��
i j < 1: (15.74)

We will consider now the simplest case where w D 1, so p D q D 1. According
to (15.72), we obtain

��
0 D ��

0 CR1 CR2 sin��
0

and

R1 D �R2 sin ��
0 :

However, from the condition (15.74) we have

j1CR2 cos��
0 j < 1: (15.75)

For R2 < 1 the loss of the stability limits are reached when the

R2 cos��
0 D 0; (15.76)

that is for ��
0 D ˙.�=2/. Therefore, the width of the first tongue is

R1 D �R2 sin��
0 D ˙R2;

what is confirmed by the observation of the area in the vicinity of 0 and 2� in
Fig. 15.15.



15.6 Modelling of Nonlinear Discrete Systems 557

Fig. 15.16 The structure of a circle within a circle mapping for R2 D �1 (the so-called devil’s
stairs)

15.6.5 Devil’s Stairs, Farey Tree and Fibonacci Numbers

In [39, 40, 129] work a similar analysis was preformed for a previously considered
circle within a circle mapping for different values of the rotation number w D p=q

and for R2 < 1. It turned out that for each rational value of w and for each of
the R2 in considered interval the q-periodic orbit is stable over some a range of
parameter �R1.w; R2/. However, for jR2j D �1, it turned out that the sum of all
those intervals for all rational numbers is 2� , as shown in Fig. 15.16 and the graph
is called the devil’s stairs.

The other characteristics can be observed in the structure shown in Fig. 15.16:
(a) the length of the intervals corresponding to the values of p=q increases with the
decrease of q; (b) if we take two numbers w1 D p1=q1 and w2 D p2=q2, then there
is a rational number w D .p1 C p2/=.q1 C q2/ between them. For example when
taking w1 D 1

3
and w2 D 2

5
, we receive w D 3

8
and it is a value, which corresponds

to the length of the interval shown in Fig. 15.16 between w1 and w2, and at the same
time it is a rational number with the smallest denominator lying between w1 and
w2. This construction allows for the creation of so-called. Farey tree, as shown in
Fig. 15.17.

Physical interpretation of the results from Fig. 15.16 is as follows: there is such
a systems synchronization that changes in the parameter R1 (in a real system
frequencies !1 and !2) in a certain range do not lead to changes in the parameters
p and q, and thus to the change of the frequency (period) of the periodic orbit.
Now we will discuss the possibility of approximation of quasi-periodic dynamics
by periodic dynamics, which is connected with the possibility of approximation of
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Fig. 15.17 Farey Tree enabling arrangement of the numbers in the interval [0,1]

irrational numbers by a sequence of rational numbers [135]. In general, any real
number “a” may be represented by a continued fraction Œa0; a1; a2; : : :� of the form

a D a0 C 1

a1 C 1

a2C 1

a3C
1

a4C���

; (15.77)

where ai belong to the set of natural numbers.
For numbers that are rational continued fraction is finite, and for irrational num-

bers it is infinite. In practice, the appearance of a large value ai in relation (15.77)
results in a rapid convergence of a fraction of that number. Slowest convergence
fraction is characterized by the number w D .

p
5 � 1/=2, which is a number

corresponding to the golden division. It corresponds to the division of the section of
length L into two parts l and L � l such that w D l=L D .L � l/= l . This number
plays an important role in the chaotic dynamics and fractal theory, and its continued
fraction is an infinite set consisting only of the 1 with the exception for a0 D 1.

For 0 < w < 1 the number of “w” can be approximated with continued fraction

w Š rk

sk
D Œa1; a2; : : : ak� ; (15.78)

where rk and sk are natural numbers calculated from the formulas

rk D akrk�1 C rk�2; k D 2; 3; : : : (15.79)

sk D aksk�1 C sk�2; k D 2; 3; : : : (15.80)

where r1 D 1, r0 D 0, s0 D 1, s1 D a1.
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We will consider as an example number 1=
p
2, for which w Š 0:7071068 : : :.

Successively computing a1 D INT.1=w/ D INT.1:4142 : : :/ D 1 (here we take the
integer part of the obtained number). Then we calculate

a2 D INT

�

w

1 � wa1

	

D INT .2:414215365/D 2; (15.81)

and a3 as

a3 D INT

�

1 � wa1
w .1C a1a2/� a2

	

D INT .2:414211/ D 2; (15.82)

a4 D INT

�

w .1C a1a2/ � a2
1C a2a3 � w Œa1 .1C a2a3/C a3�

	

D INT .2:414213489/D 2

(15.83)
and thus we can continue this process of calculations. Using the formulas (15.79)
and (15.80) we get r2 D 2, s2 D 3, r3 D 5, s3 D 7, : : :, r6 D 29, s6 D 41, r7 D 70,
s7 D 99. Ending calculation on the seventh word it is noticeable that 1=

p
2 can be

approximated by the value

w Š r7

s7
D 0:707070707; (15.84)

this gives an error about 0.000036. In general, the correct is inequality

ˇ

ˇ

ˇ

ˇ
w � rk

sk

ˇ

ˇ

ˇ

ˇ
� 1

sksk�1
: (15.85)

For the golden ratio have ak D 1

sk D sk�1 C sk�2; k D 2; 3; 4; : : : (15.86)

where: r1 D 1, r0 D 0, s0 D 1, s1 D 1. Then we calculate the sequence

r2 D r1 D 1I r3 D r2 C r1 D 2I r4 D r3 C r2 D 3I r5 D 5I : : :
s2 D 2I s3 D s2 C s1 D 3I s4 D s3 C s2 D 5I s5 D 8 : : :

(15.87)

and the obtained results can be generalized as

rk D rk�1 C rk�2; (15.88)

sk D rkC1 D rk C rk�1: (15.89)

The next sequence of numbers approximating the terms w� is defined as
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wk D rk

sk
D rk

rkC1
D rk

rk C rk�1
D 1

1C rk�1

rk

; (15.90)

which are similar to the values

w� D lim
k!1 wk; (15.91)

with the strings (15.79) and (15.80) being the Fibonacci sequences. According
to (15.90) and (15.91) we get the equation

w� D 1

1C w�
; (15.92)

One of its elements is actually the
�p

5 � 1
�

=2.

15.6.6 Hénon Map

With such a map we have met already in the previous section in the analysis of the
pendulum flat motion that was treated with the time-varying torque.

Another two-dimensional representation, which we will devote more attention, is
the Hénon map [120], which can be regarded as an extension of the earlier discussed
logistic map. It is governed by the equation

xnC1 D r � ax2n C yn;

ynC1 D bxn; (15.93)

or

.x; y/ ! �

r � ax2 C y; bx
�

; (15.94)

where a, b and r serve as a bifurcation parameters. Mappings Jacobian (15.93) is

det

ˇ

ˇ

ˇ

ˇ

�2axn 1
b 0

ˇ

ˇ

ˇ

ˇ
D �b; (15.95)

and therefore the system is dissipative for jbj < 1. It turns out that for 0 < b < 1,
r D 1 and a > 0, the mapping has two fixed points defined by the equation

x1;2 D � .1 � b/˙
q

.1 � b/2 C 4a

2a
; y1;2 D �bx1;2: (15.96)
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If a > .1�b/2=4 both points are real numbers and one of them is always unstable,
while the other is unstable for a > 0:75.1 � b/2. This mapping is the basic for
considerations of many interesting elements in nonlinear dynamics.

1. Let r D 2:1, a D 1, b D �0:3. In Fig. 15.18 on the plane .x; y/ shown is a
Hénon strange chaotic attractor. Furthermore, in the following figures from “a”
to “d” are marked with crossed respectively periods 1, 2, 5 and 10 periodic orbits.
The method of searching for such orbits is based on the use of Newton’s method
or its variants [184,219]. If x� is a fixed point of the mapping F.x; p/ dependent
on the parameter p, then satisfied is equation:

x� D F .x�; p/ : (15.97)

Let the point x be placed near the point x�. Introduce the matrix N

N D DxF .x; p/; (15.98)

which elements are the partial derivatives with respect to x. Performing lineari-
zation around the point x we get

.x; p/CNdx D x C dx; (15.99)

where we have

dx D .N � I /�1.x � F.x; p//; (15.100)

and the I above is the identity matrix. The expression x � F.x; p/ D E express
an error of calculation, which for x D x� equals zero (this is the exact value). It
turns out that Newton’s method does not always make it possible to reduce the
error in the next step of the calculation. Modified Newton’s method allows you
to choose such increase dx that the convergence is maintained.

In the case of periodic orbits marked with crosses in Fig. 15.18 starting points
for the modified Newton’s method were selected at random. Two points were
found for the period one (a), four points with period two (b), three different orbits
with period five (c), and fifteen different orbits with period ten. In the last case,
as starting points for the modified Newton method 9031 random points were
chosen. It is worth noting that many of the found periodic orbits do not belong to
chaotic attractor.

2. The next example involves a bifurcation curve. On the vertical axis we put the
parameter b, while on the horizontal axis x. In fact, it is the mapping of the family
of attractors depending on the parameter b in the plane .b; x/, 0:1 � b � 0:3

(see Fig. 15.19). For r D 1:3 the chaotic dynamic of mapping is interrupted
windows of periodicity for some values of b (there are infinitely many of them),
however when reducing of the r and b 
 0:26 bifurcation occurs, chaotic motion
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Fig. 15.18 Hénon strange chaotic attractor and periodic points of Hénon mapping (marked with
crosses) with the following periods: (a) 1, (b) 1, 2, (c) 1, 2, 5, (d) 1, 2, 5, 10

Fig. 15.19 Bifurcation curve of the Hénon map and the parameters (a) r D 1:3; (b) r D 1:25

disappears and periodic motion appears. Then, each of the “branches” doubles
and with further reduction of b formed are the so-called bubbles of chaotic
motion (Fig. 15.19b).
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Fig. 15.20 Pools of
attraction for the Hénon map
and for a D 1, r D 1,
b D 0:48

3. Basing on Hénon map we will discuss the concept of attractor attraction pools.
By the attractor attraction pool will be defined the set of all initial conditions
in phase space, which will be “attracted” by the attractor, that is after “start”
of each of these initial conditions trajectories over time will be on the attractor.
These pools of attraction for the Hénon mapping are shown in Fig. 15.20. For a
set of parameters, as shown, there are three different attractors. One of them is
1 (black area), stable periodic orbit with a period of eight (a gray area), and a
strange chaotic attractor, in the figure consisting of two parts, which “attracts”
the initial conditions from the white area.

4. Now we will discuss the puzzling similarities between the Hénon attractor and
the unstable variety of the fixed point lying within the attractor. Through a stable
variety of the mapping fixed point we understand a set of points leading up to this
point with the number of iterations tending to infinity defining the Hénon map.
However, the concept of unstable variety of the mapping fixed point we mean
a set of points which are attracted by the iterations with the opposite direction
(or repelled by applying the initial iterations). Figure 15.21a shows the Hénon
chaotic attractor, while Fig. 15.21b shows the set of points attracted by the reverse
iteration by an unstable fixed point with coordinates .0:855; 0:898/. It is striking
similarity here between the two sets. It is believed that these sets are identical,
but has not been proofed as accurate (see for example [219]).

5. Now we will turn our attention to the similarity between the Hénon attractor
attraction pool and attractor which is infinity (1) (this will be a set of points
that the iterations tending to infinity “escape” to infinity (Fig. 15.22a)), and a
stable fixed point attraction pool within the Hénon attractor (Fig. 15.22b). The
calculations were performed assuming the parameters: a D 1, b D �0:32, r D
2:10. You can see that approximately the pool of attraction of a stable point of
the Hénon attractor fits in the Hénon chaotic attractor attraction pool.

6. There is also the possibility of the chaotic trajectory contained in a limited area
in the phased space, however all other trajectories situated in the neighbourhood
“escape” to infinity, so they are not bounded. Such invariant set will be called
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Fig. 15.21 Hénon attractor for a D 1, r D 1:38 and b D 0:32 (a) and unstable variety of the
fixed point with coordinates .x; y/ D .0:855; 0:898/ (b)

Fig. 15.22 Attraction pool for infinity (1), marked with a black and the Hénon attractor
attraction pool (a) and attracting pool of stable fixed point lying within the Hénon map, which
is approximately (0.907, 0.966) (b). In both figures (a) and (b) marked is also Hénon attractor

Hénon mapping chaotic saddle. This invariant and compact set is unstable, so
almost all trajectories of the neighbourhood will be distancing themselves, and
in the considered case, they will “escape” to infinity.

Figure 15.23 shows an example of an unstable set that is invariant and compact,
on which lays the chaotic trajectory. Calculations were performed for a D 1,
b D 0:4 and r D 4.

7. From Fig. 15.23 we can conclude that for certain Hénon map parameters, there
are two attractors which are attracting sets of the initial conditions. The first one
is a pool of initial conditions attracted by Hénon chaotic attractor, and the second
is a pool of initial conditions that in time are “fleeing” to infinity, or are attracted
by infinity. There are also points belonging to the boundaries of the two pools,
and the initial conditions are not attracted by any of these attractors [184]. This
limited trajectory is shown in Fig. 15.24 for a D 1, b D �0:3, r D 2:12.
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Fig. 15.23 Unstable
invariant set containing a
chaotic trajectory for Hénon
map

Fig. 15.24 Border trajectory
(marked with crosses)
belonging to the boundaries
of the Hénon attractor
attraction pools (marked with
points) and attractor lying in
an “infinity”

8. In this example, basing on the Hénon map illustrated is a way leading to chaos
by doubling of the period. The calculation results are shown in Fig. 15.25a–c.

In the first one you can see the way that leads to chaotic motion by successive
doubling period of vibration. Basing on Fig. 15.25a, b can be calculated the
relations between lengths of the subsequent curves in between the points of
the bifurcation, which are: d2=d4 D 4:33, d4=d8 D 4:42, d8=d16 D 4:54

and apparently they tend to the Feigenbaum constant (approximately 4.67).
Figure 15.25c shows the graph of changes in Lyapunov exponent � in relation
to Fig. 15.23b, that is for the same range of changes in parameter r . Where it is
positive, there is chaos.
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Fig. 15.25 Bifurcation graph illustrating the period doubling cascade leading to chaos (a) of the
graph window (a) for 1:06 � r � 1:12 (b) and the Lyapunov exponent corresponding (b) to the
figure (c)

15.6.7 Ikeda Map

Ikeda map is described by the equation

z ! � C c2z exp
h

i
�

c1 � c3
�

1C z2
��1�i

; z D x C iy; x; y 2 R; i2 D �1:
(15.101)

Figure 15.26 shows three successive iterations of an ellipse located in the upper
right-hand corners of the pictures for the following parameters: � D 0:5, c1 D 0:4,
c2 D 0:9, c3 D 6. Chaotic dynamic is more visible with each of the iterations.

Let us now consider the dynamics of Ikeda map (15.101) for the same parameters
as before, but now iterated ellipse is shifted to the left compared to the one in
the previous case (Fig. 15.27). As can be seen from this figure chaotic dynamics
is revealed here much earlier.

Figure 15.28 presented is only the first iteration of the ellipse, but in this case
it is lying along the y D 0:5 and for different values of the control parameter �.
Increase of parameter � from 0.5 to 1.0 affects the deepening of the dynamics of
Ikeda chaotic mappings.
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Fig. 15.26 The first (a), second (b) and third (c) iteration of the ellipse shown in the upper right
corners of the drawing for mapping Ikeda

Fig. 15.27 The first (a) and second (b) iteration of the ellipse for the Ikeda map
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Fig. 15.28 The first iteration of the ellipse for different values of the parameter �: (a) 0.6; (b) 0.7;
(c) 0.8; (d) 0.9; (e) 1

15.7 Modelling of Nonlinear Ordinary Differential Equations

15.7.1 Introduction

In order to determine time evolution of the natural processes we should have the
knowledge of the functional dependencies between the function that describes this
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Fig. 15.29 Ball movement in
the vessel along the potential
V .y/

process and its derivative (or derivatives) and in addition we have to know the initial
conditions. As it has been already mentioned, the relationship between an unknown
function and its derivative is called a differential equation. Nowadays it is very
difficult to imagine the development in many fields of science without knowledge
of the differential equations theory. There are many directions of development in
modern theory of differential equations and various methods of teaching depending
on the needs of the designated public. This section deals only with a few examples
of systems of differential equations describing the dynamics of simple physical
systems in terms of chaotic dynamics (see also the monograph [224]).

15.7.2 Non-autonomous Oscillator with Different Potentials

Imagine that ball (material point) is in the vessel with the cross-section indicated in
Fig. 15.29.

The equation of the ball motion is:

Ry C c Py C dV .y/

dy
D F cos!t: (15.102)

The potential of V.y/ may have two minima and one maximum, as is shown in
Fig. 15.29, or it may assume other shapes (Fig. 15.30).

If we describe the potential with equation

V .y/ D ˛y2

2
C ˇy4

4
; (15.103)

the case of Fig. 15.29 corresponds to the potential of ˛ < 0 and ˇ > 0, and for the
potential of Fig. 15.30a we have ˛ > 0 and ˇ > 0, and for the potential shown in
Fig. 15.30b we have ˛ > 0 and ˇ < 0.
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Fig. 15.30 Typical shapes of the potential V .y/

Consider first the case of the system with no force and no damping. Then the
dynamics of the system is described by the equations

Py D x;

Px D �˛y � ˇy3: (15.104)

Let us find a balance ball positions. In this case from Py D Px D 0 and
Eq. (15.104), we obtain

x D 0;

y
�

˛ C ˇy2
� D 0; (15.105)

which allows you to find three equilibrium positions .y0; x0/ D .0; 0/ and

.x0; y0/ D
�

˙
q�˛

ˇ
; 0
�

. Let us examine the stability of each of the found

balance positions. For this purpose, assume that ıx and ıy are small perturbations
respectively for x0 and y0, and we have

x D x0 C ıx;

y D y0 C ıy;
(15.106)

which together with (15.104) leads after the linearization (that is leaving only the
linear segments because of ıx and ıy/ of the equations

ı Py D Cıx;
ı Px D �˛ıy � 3ˇy20ıy: (15.107)
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We will look for solutions of (15.107) in the following form:

ıx D Xe�t ;

ıy D Ye�t ;
(15.108)

what after substituting into (15.107) yields the characteristic equation

ˇ

ˇ

ˇ

ˇ

�1 �

� ˛ C 3ˇy20

ˇ

ˇ

ˇ

ˇ
D 0; (15.109)

from which we determine the following roots

�1;2 D ˙
q

�˛ � 3ˇy20 : (15.110)

Next let us consider the case shown in Fig. 15.31. Then for (0,0) we have �1;2 D
˙ p�˛, and since ˛ < 0, the roots are real and of opposite signs. Location (0,0) is
a saddle. Two remaining equilibrium positions correspond to the eigenvalues

�1;2 D ˙i p�2˛; (15.111)

that are imaginary values. Those positions of equilibrium are variety points of
middle type. Location (0,0) is called hyperbolic, and the remaining equilibrium
positions are elliptic. Phase trajectories with three equilibria are shown in Fig. 15.31.

Particularly noteworthy are two phase trajectories the shape of loop locked into
eight. Trajectories coming out of the saddle-point 0 and returning to it is called the
homoclinic trajectory (orbit). Homoclinic orbits can be described analytically in the
form of the following two equations

yH .t/ D
s

�2˛
ˇ

sec h
�˙ p�˛ .t � t0/

�

;

xH .t/ D � ˛
s

2

ˇ
sec h

�˙ p�˛ .t � t0/
�

tanh
�˙ p�˛ .t � t0/

�

; (15.112)

where t is the time parameter.

15.7.3 Melnikov Function and Chaos

The basic idea of the Melnikov method [22, 106] is to use a solution of the
uninterrupted integrable system of two differential equations to solve the disturbed
system of equations. Let the dynamics of the system to be described by the
equations:
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Fig. 15.31 Three equilibria and the surrounding them phase trajectories

Px D f1 .x; y/C "g1 .x; y; t/ ;

Py D f2 .x; y/C "g2 .x; y; t/ (15.113)

Parameter " > 0 is a value " 
 1 and is called the small perturbation parameter.
It emphasizes the “smallness” of time-dependent disorders gi .i D 1; 2/. In such a
system chaotic motion may appear, and a set of parameters for which it appears can
be determined with the method described below.

For " D 0 undisturbed system has two homoclinic orbits H0.t/ to the saddle
point (0,0). The core of homoclinic orbits is filled with one-parameter family of
periodic orbits H
.t/ with period T 
 dependent on parameter 
 2 .1; 0/—see
Fig. 15.31.

If in the system (15.113) forcing functions gi .i D 1; 2/ are periodic in time,
while the functions fi .i D 1; 2/ have homoclinic orbit (as in Fig. 15.31), then the
Melnikov function as follows

M .t0/ D "

Z 1

�1
˚�

f1
�

xH0.t�t0/; yH0.t�t0/



g2
�

xH0.t�t0/; yH0.t�t0/; t

�

� f2
�

xH0.t�t0/; yH0.t�t0/



g1
�

xH0.t�t0/; yH0.t�t0/; t

�

dt: (15.114)

If the function M.t0/ does not yield zero values, then the stable and unstable
manifolds do not intersect anywhere beyond the saddle point. If the equation
M.t0/ D 0 has a solution, then additional intersection occurs. Let us now return
to Eq. (15.102) and potential (15.103).

The equation of motion of the oscillator with such a choice of the potential takes
the form

Py D x;

Px D �˛y � ˇy3 � "cx C "F cos!t; (15.115)

where "c and "F highlight the “smallness” of the distinguished parameters.
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Fig. 15.32 Phase trajectory (a) and Poincaré map (b) for the Duffing oscillator governed by
Eq. (15.115)

Assuming

f1 D x; f2 D �˛y � ˇy3;

g1 D 0; g2 D �.F cos!t � cx/; (15.116)

and using (15.114), we obtain

M .t0/ D
4c

q

.�˛/3
3ˇ

C �F!

s

2

ˇ

sin!t0
cosh �!

2
p�˛

: (15.117)

The function M.t0) changes sign for the following relationship between the
parameters

F D
4c

q

.�˛/3
3�!

p

2ˇ
cosh

�

�!

2
p�˛

	

: (15.118)

Let us take into consideration the following parameters: c D 0:8, ˛ D �12,
ˇ D 100, ! D 3:3. The value of the last parameter is calculated from the for-
mula (15.118) obtainingF D 1:3295. Equations (15.115) for given parameters were
solved numerically and the numerical simulation results are shown in Fig. 15.32.

The phase trajectory “jumps” in a random way between two points corresponding
to a minimum of two wells of the potential V.y/. Figure 15.32b shows the strange
chaotic attractor on the plane in the form of an infinite set of points, while the
distance in time between two successive points is T D 2�=! (the Poincaré map).

In Fig. 15.33 as a control parameter taken was the amplitude of the exciting force
F (other parameters unchanged) and plotted the maximum value of the Lyapunov
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Fig. 15.33 Changes of
Lyapunov exponent as a
function of the parameter F

Fig. 15.34 Strange chaotic
attractor discovered by Ueda

exponent for 1 � F � 2. You can see that chaos appears for F D 1:33, and then
disappears in the vicinity of F Š 1:62.

Consider the case of the potential when ˛ D 0 and ˇ > 0. This case was analysed
by Ueda [233]. Presented strange chaotic attractor is often referred to as Japanese
attractor.

Vibrations of many simple physical systems can be simplified to the Duffing
equation. The equation of motion of the plane pendulum of inertia mass moment
equal B D ml2, with air resistance coefficient c forced by the moment M D
M1 cos!t has the form (see Fig. 15.34)

B R' D �mgl sin' � c0 P' CM1 cos!t: (15.119)
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Fig. 15.35 Scheme of the process of Rayleigh–Benard convection used to derive equations Lorenz

After dividing by B we get

R' C c P' C ˇ sin' D F cos!t; (15.120)

where: c D c0=B , ˇ D mgl=B , F D M1=B .
Chaotic dynamics of the pendulum takes a place for ! D 1, F D 2:4, c D 0:2,

ˇ D 1.

15.7.4 Lorenz Attractor

Lorenz model is a system of three nonlinear ordinary differential equations of the
first order [157]. Now we will derive those equations basing on the old problem
of Rayleigh–Benard (reading of this induction of equations process can be omitted
without problems in further analysis of the chaotic dynamics).

Let between two infinitely long plates with H distance be a liquid (Fig. 15.35).
The liquid is heated from the bottom. Let u to be the velocity of liquid particles, let
Ts to be the temperature surface, �s to be density surface and pressure ps , where
T0 corresponds �0 and g is the acceleration due to gravity. Temperature, pressure
and density are changed according to the following formulas (for u D 0),�T is the
linear increase of the temperature.

Ts.z/ D T0 C�T �
� z

H

�

�T;

�s.z/ D �0Œ1 � ˛.Ts.z/ � T0/�;
rps.z/ D ��s.z/gNz; (15.121)

where Nz is the normal vector in the z direction. Firstly (that is with the provision
of the low thermal energy) occurs laminar convection. Subsequently, stable vortices
are formed, wherein the temperature increase is nonlinear described by

‚.x; y; z; t/ D T .x; y; z; t/ � Ts .z/ : (15.122)
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Speed u changes in time and the dynamics of the flow is described following
system of partial differential equations

@u

@t
C .u � r/ u D ˛‚gNz �

�

1

�0

�

rıp C �r2u;

@‚

@t
C .u � r/‚ D �r2‚ � uz

�

�T

H

�

;

ru D 0: (15.123)

Here ıp is the pressure change proportional to the convection state, � is the liquid
kinetic viscosity coefficient, � is a constant thermal diffusion process, and r2 is the
Laplace operator. Since uy D 0, then the remaining components of the velocity
vector can be obtained from the equations:

ux D �@ 
@z
; uz D @ 

@x
: (15.124)

In addition, Lorenz introduced the following boundary conditions:

‚.0/ D ‚.H/ D  .0/ D  .H/ D r2 .0/ D r2 .H/ D 0: (15.125)

Function of temperature dispersion ‚ and flow function  can be found in the
form of the following Fourier series:

‚.x; y; z; t/ D
J
X

jD1
sin .j�z/ ‚j .x; t/ ;

 .x; y; z; t/ D
J
X

jD1
sin .j�z/  j .x; t/ :

(15.126)

Further Lorenz limited his considerations to only three basic solutions, and taking
into account the boundary conditions he obtained

‚.x; z; t/ D �TRc

Ra�

�p
2Y .t/ cos

��ax

H

�

sin
��z

H

�

� z .t/ sin

�

2�z

H

�	

;

 .x; z; t/ D
p
2
�

1C a2
�

�

a
X .t/ sin

��ax

H

�

sin
��z

H

�

; (15.127)

where Ra is the Rayleigh number with the critical value Rc :

Ra D ˛gH3�T

��
; Rc D �4

�

1C a2
�3

a2
: (15.128)
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X;Z and Z are amplitudes of three successive forms of the assumed solution that
are dependent on time. Lorenz equations we obtain by substituting (15.127) into
Eq. (15.123). They have the following form

dX

d	
D � .Y � X/ ;

dY

d	
D �XZ C rX � Y;

dZ

d	
D XY � bZ; (15.129)

where

	 D �
�

1C a2
�

�t

�2
; � D �

�
; b D 4

1C a2
; r D Ra

Rc
: (15.130)

During computer simulations of these equations Lorenz noticed irregular oscilla-
tions for certain parameters of this strongly simplified version of a physical model.
He also noted in the plane .X; Y / a geometric shape somewhat resembling a human
kidney. Phase point wandered around the left or right kidney, while the jumps
between them were random and impossible to predict.

Lorenz equations system is an autonomous system (without acting external
force). Let us try to determine the equilibrium position of the system and investigate
their stability. For b > 0, � > 0 and r > 0, Eq. (15.129), we obtain

� .Y �Z/ D 0;

�XY C rX � Y D 0;

XY � bZ D 0: (15.131)

As one can easily verify .X; Y;Z/ D .0; 0; 0/. Disturbing the equilibrium
position and limiting the discussion to the differential equations of the linear
disorders we obtain the characteristic equation of the form

Œ�C b�
�

�2 C .� C 1/ �C � .1 � r/
 D 0: (15.132)

For 0 < r < 1 Eq. (15.132) has three real roots neither of which is negative.
This means that considered equilibrium position is a stable. For r D 1 occurs
solutions branching–bifurcation. For r > 1 we have the following solution set (the
equilibrium)

X DY D ˙
p

b .r � 1/;

Z D r � 1: (15.133)
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Fig. 15.36 Lorenz attractor
projection on the plane
.X; Y / for � D 10, r D 28,
b D 2:67

The previous solution (0,0,0) still exists, but is unstable. Characteristic equation
in the considered case takes the form

�3 C .� C b C 1/ �2 C .r C �/ b�C 2�b .r � 1/ D 0: (15.134)

Both the equilibrium positions defined by Eq. (15.133) lose their stability after
exceeding the critical value of the parameter.

rc D � .� C b C 3/

� � b � 1
: (15.135)

Lorenz attractor projection is shown in Fig. 15.36. Numerically calculated
attractor dimension equals d D 1:768 ˙ 0:071. Figure 15.37 shows a graph of
the Lyapunov exponent � in dependence of the control parameter r . For big values
it assumes positive values, what reflects the chaotic traffic.

15.8 Synchronization Phenomena of Coupled Triple
Pendulums

15.8.1 Mathematical Model

The investigated system consists of N identical triple pendulums [27]. Each triple
pendulum, exhibited in Fig. 15.38a is a plane subsystem of three rigid links,
rotationally coupled in points Oj .j D 1; 2; 3/, with viscous damping of the
coefficients Ncj .i D 1; 2; : : : ; N /, respectively. The position of the system is defined
by 3N angles  i;j .i D 1; 2; : : : ; N; j D 1; 2; 3/. Masses of the corresponding
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Fig. 15.37 � Lyapunov
exponent as a function of the
parameter r

Fig. 15.38 The i th triple pendulum (a) and example of three coupled sets of pendulums (b)

links are denoted by mj .j D 1; 2; 3/, while Ij denote mass moments of inertia
of the corresponding bodies with respect to axes zcj .j D1; 2; 3/ - principal central
axes perpendicular to the motion plane. It is assumed that the mass centers (axes
zcj ) of the links lie on the lines including the corresponding joints (Oj , j D1; 2; 3).
The first link of each pendulum is forced by the external and common signal
' .	/ D N!	 (where 	 is time), realized by relative rotation of additional body (of
mass m0 and inertia moment I0) connected to the first link in the joint O1. Other
geometric parameters of the system are visible in Fig. 15.38a. The pendulum sets
are situated along a line perpendicular to the motion plane and they are coupled by
viscous and elastic connections (with angular viscous damping coefficient Nks Ncrs and
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angular stiffness Nks) between the first links of neighbouring sets of triple pendulums.
Figure 15.38b exhibits an example of three coupled sets of triple pendulums.

The system is governed by the following set of differential equations in the
Lagrange formalism

d

d	

0

B

@

@ NTi
@

j
 i;j

1

C

A� @ NTi
@ i;j

C @ NVi
@ i;j

D NQi;j i D 1; : : : ; N; j D 1; 2; 3; (15.136)

where
j

.: : :/—denotes derivative with respect to real time 	; NTi ; NVi—real kinetic and
potential energy of the i th pendulum, NQi;j—real generalized forces acting in the
system. The reader may find more material devoted to numerical and experimental
investigations of the triple pendulum set in [27, 28, 36].

Real kinetic energy of the i th pendulum follows

NTi D Ai.
j
 i;1/C 1

2
B1

j
 2i;1 C 1

2
B2

j
 2i;2 C 1

2
B3

j
 2i;3

CN12
j
 i;1

j
 i;2 cos . i;1 �  i;2/CN13

j
 i;1

j
 i;3 cos . i;1 �  i;3/

CN23
j
 i;2

j
 i;3 cos . i;2 �  i;3/ (15.137)

where:

B1 D I0 C I1 C e21m1 C e20m0 C l21 .m2 Cm3/ ;

B2 D I2 C e22m2 C l22m3;

B3 D I3 C e23m3;

N12 D m2e2l1 Cm3l1l2;

N13 D m3e3l1;

N23 D m3e3l2; (15.138)

and where

Ai.
j
 i;1/ D 1

2
N!i
�

I0

�

N!i � 2
j
 i;1

�

C e20m0

�

N!i C 2
j
 i;1

�	

: (15.139)

Real potential energy of gravitational forces for the i -th pendulum is as follows

NVi D �M0 cos . i;1 C N!i	/�M1 cos i;1�M2 cos i;2�M3 cos i;3; (15.140)
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where

M0 D m0g e0; M1 D m1g e1 C .m2 Cm3/ g l1;

M2 D m2g e2 Cm3g l2; M3 D m3g e3;
(15.141)

and g is the gravitational acceleration.
The coupling between the adjacent sets of triple pendulums is modelled by

following generalized forces

NQi;1 D �Nc1
j
 i;1 � Nc2

� j
 i;1 �

j
 i;2

�

C � Nks
�

. iC1;1 �  i;1/C . i�1;1 �  i;1/C Ncrs
� j
 iC1;1 �

j
 i;1

�

CNcrs
� j
 i�1;1 �

j
 i;1

�	

;

NQi;2 D �Nc2
� j
 i;2 �

j
 i;1

�

� Nc3
� j
 i;2 �

j
 i;3

�

;

NQi;3 D �Nc3
� j
 i;3 �

j
 i;2

�

; where i D1; : : : ; N (15.142)

and where we assume that  0;1 D  1;1,
j
 0;1 D

j
 1;1,  NC1;1 D  N;1,

j
 NC1;1 D

j
 N;1.

Then we introduce the non-dimensional time t

t D ˛1	; (15.143)

where

˛1 D �

M1B
�1
1

� 1
2 : (15.144)

Furthermore, we take

d .: : :/

d	
D ˛1

d .: : :/

dt
(15.145)

and therefore
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j
 i;j D ˛1 P i;j ;

N! D ˛1!;

@ .: : :/

@
j
 i;j

D @ .: : :/

@ P i;j
@ P i;j .

j
 j /

@
j
 i;j

D 1

˛1

@ .: : :/

@ P j
;

(15.146)

where i D 1; : : : ; N; j D 1; 2; 3; ! denotes the non-dimensional counterpart of real
angular frequency N! and .: : :/ is derivative with respect to non-dimensional time t .

Dividing both sides of the real equations (15.136) by 2E1, where

E1 D 1

2
˛21B1 D 1

2
M1; (15.147)

the following non-dimensional Lagrange formulation of the governing equations is
obtained

d

dt

 

@Ti

@ P i;j

!

� @Ti

@ i;j
C @Vi

@ i;j
D Qi;j ; i D 1; : : : ; N j D 1; 2; 3: (15.148)

Non-dimensional kinetic energy of the i -th pendulum is as follows

Ti D
NTi
2E1

D ai . P i;1/C 1

2
P 2i;1 C 1

2
ˇ2 P 2i;2 C 1

2
ˇ3 P 2i;3

C �12 P i;1 P i;2 cos . i;1 �  i;2/C �13 P i;1 P i;3 cos . i;1 �  i;3/
C �23 P i;2 P i;3 cos . i;2 �  i;3/ (15.149)

where

ˇ2 D B2

B1
; ˇ3 D B3

B1
; �12 D N12

B1
; �13 D N13

B1
; (15.150)

and

ai . P i;1/ D Ai.
j
 i;1/

2E1
D 1

2B1
!i
�

I0
�

!i � 2 P i;1
�C e20m0

�

!i C 2 P i;1
�


:

(15.151)
Non-dimensional potential energy of gravitational forces for the i -th pendulum

has the form

Vi D
NVi
2E1

D ��0 cos . i;1 C !i t/�cos i;1��2 cos i;2��3 cos i;3 (15.152)
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where

�0 D M0

M1

;�2 D M2

M1

;�3 D M3

M1

: (15.153)

Non-dimensional generalized forces have the following form

Qi;1 D
NQi;1

2E1
D �c1 P i;1 � c2

� P i;1 � P i;2
�

C �ks
�

. iC1;1 �  i;1/C . i�1;1 �  i;1/C crs
� P iC1;1 � P i;1

�

Ccrs
� P i�1;1 � P i;1

�


;

Qi;2 D
NQi;2

2E1
D �c2

� P i;2 � P i;1
� � c3

� P i;2 � P i;3
�

;

Qi;3 D
NQi;3

2E1
D �c3

� P i;3 � P i;2
�

; i D1; 2; : : : ; N; (15.154)

where

cj D Ncjp
M1B1

; for j D 1; 2; 3;

ks D
Nks
M1

; crs D Ncrs
s

M1

B1

(15.155)

and where we take  0;1 D  1;1, P 0;1 D P 1;1,  NC1;1 D  N;1, P NC1;1 D P N;1.
Finally, the non-dimensional governing equations can be written as follows

M . i /
R i C N . i / P 2i C C P i C p . i ; t/ D f

�

 i�1; i ; iC1; P i�1; P i ; P iC1
�

i D1; 2; : : : ; N
(15.156)
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: (15.157)

15.8.2 Numerical Simulations

The following set of real parameters is constant during the numerical simulations
presented in the current section

m0 D m1 D m2 D m3 D 1 kg;

I0 D I1 D I2 D I3 D 1

12
kg � m2;

e1 D 0; e0 D e2 D e3 D 1

2
m; l1 D l2 D 1m;

Nc1 D Nc2 D Nc3 D 0:1N m s; Ncrs D 0:347611 s; g D 10m=s2: (15.158)

The set of real quantities (15.158) leads to the following non-dimensional
parameters

ˇ2 D 0:5517; ˇ3 D 0:1379;

�0 D 0:25; �2 D 0:75;

�23 D 0:2068; �12 D 0:6207; �13 D 0:2068;

c1 D c2 D c3 D 0:01438; crs D 1: (15.159)

Figure 15.39a exhibits bifurcational diagram for one .N D 1/ or for unco-
upled triple pendulums (ks D 0), with the excitation angular frequency ! as a
bifurcational parameter. In Fig 15.39b–d there are presented two exemplary orbits:
the periodic (b) for ! D 0:68 and the chaotic one for ! D 0:72 (c, d). Then,
for (chaotic behaviour of uncoupled systems), we present bifurcational diagrams
(Fig. 15.40) of dynamical behaviour of three coupled pendulums .N D 3/, with
coupling coefficient ks as a control parameter. The first Poincaré section (for ks D 0)
of each bifurcational diagram is performed by the use of the following set of initial
conditions
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Fig. 15.39 Bifurcational diagram for one .N D1/ triple pendulum (a) and the corresponding
periodic solution for ! D0:68 (b) and chaotic attractor for ! D0:72 [(c) trajectory, (d) Poincaré
section]

 i;j .0/ D 0; P i;j .0/ D 10�5i where i D 1; 2; : : : ; N; j D 1; 2; 3;

(15.160)
so the pendulums start from closely located, but different states. During a jump to
the next Poincaré section (the change of control parameter), see Fig. 15.40a, the
system state preserves continuity or is restarted to the initial conditions (15.160)—
see Fig. 15.40b. Figure 15.40 exhibits rich spectrum of synchronization phenomena
governed by the investigated system (the associated Poincaré maps are reported in
Fig. 15.41). In particular, we have observed the intervals of chaotic and periodic
behaviour of the system, or even regions of coexistence of chaotic and periodic
attractors. We have also found the intervals of exact synchronization between
chaotic behaviour of all three pendulums and the zones of exact synchronization
between irregular motion of the first pendulum and the third one, while the second
pendulum moves non-synchronically on chaotic attractor. We can also observe
other kinds of non-exact synchronization, usually between periodic motions of the
pendulums.

To conclude, in this section the preliminary research results of the system of
coupled triple pendulums are presented. We have identified and shown examples
of rich dynamics exhibited by the investigated system, including many different
kinds of synchrony and opening the route to more deep and general view of
synchronization phenomenon. Since there is a direct mechanical interpretation of
the proposed model, the experimental verification is potentially possible. There are
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Fig. 15.40 Bifurcational diagrams for three .N D3/ coupled triple pendulums

many possibilities of further research of the system, e.g. investigations of larger
number of coupled subsystems of pendulums consisting of larger or smaller number
of links.

15.9 Chaos and Synchronization Phenomena Exhibited
by Plates and Shells

15.9.1 Introduction

In the past two decades a key role of the theory of bifurcation and chaos has been
exhibited in the studies on high-dimensional nonlinear systems, and in particular
structural members like beams, plates and shells. On the other hand, the mentioned
structural members are widely applied in civil aerospace and mechanical engi-
neering, including space stations, satellite solar panels, precision micromachines
and instruments, and so on. In engineering an attempt to fabricate light-weight
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Fig. 15.41 Poincaré sections corresponding to Fig. 15.40a, for ks D 0:05 (a, b) and ks D 1:4 (c,
d)

high-speed and energy-saving structures by simultaneously keeping large structural
flexibility and stability, even for relatively large vibration deformation, is observed.
In order to satisfy the engineering expectations, novel mathematical models are
needed, supported by development of the theory of bifurcation and chaos as well as
novel theoretical/numerical tools aimed at solving the governing partial differential
equations are highly required. Below, a brief state of the art validating the mentioned
remarks is given.

An averaging method was applied by Yang and Sethna [246, 247] to detect and
analyse local and global bifurcations in parametrically excited nearly squared plates
for symmetric and anti-symmetric cases. They formulated analytical conditions
for the Shilnikov-type homoclinic orbits and deterministic chaos. A double mode
approach to predict chaotic vibrations of a large deflection plate utilizing the Mel-
nikov method was proposed by Shu et al. [218]. Lyapunov exponents, bifurcation
diagrams and fractal dimension concepts were applied by Yeh et al. [249] to study
chaotic and bifurcation vibrations of a simply supported thermo-elastic circular plate
in large deflection.

Nagai et al. reported analytical results for a shallow cylindrical panel with a
concentrated mass under periodic excitation [178] as well as experimental results
of a shallow cylindrical shell-panel [177]. Amabili [5, 6] analysed the transition
to chaotic vibrations for circular cylindrical shell and doubly curved panels in the
vicinity of the fundamental frequency.
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Ye et al. [248] analysed chaotic vibrations of antisymmetric cross-ply laminated
composite rectangular thin plate under parametric excitation.

Wang et al. [241] studied chaotic vibrations of a bimetallic shallow shell of
revolution under time-varying temperature excitation using the Melnikov functions,
Poincaré maps, phase portraits, Lyapunov exponents and Lyapunov dimensions.
They reported the onset of chaos, transient chaos, direct and reversed period-
doubling scenario, jump phenomena and interior crisis. Nonlinear dynamics and
chaos of a simply supported functionally orthotropic gradient material rectangular
plate in thermal environment subjected to parametric and external excitations was
studied by Zhang et al. [252]. The governing partial differential equations were
reduced to ordinary differential equations modelling the truncated three degree-of-
freedom nonlinear mechanical system.

Touzé et al. [232] studied von Kármán equation for thin plates which exhibit
large amplitude vibrations putting emphasis on the transition from periodic to
chaotic vibrations in free-edge, perfect and imperfect circular plates. The bifurcation
diagrams, Lyapunov exponents and Fourier spectra were applied to analyse both
transitions into chaotic regimes and the energy exchange between modes.

In spite of the application oriented and so far briefly described papers, the
existence of global attractors and inertial manifolds exhibited by von Kármán
equations for various types of damping laws was rigorously analysed by Chuesov
and Lasiecka [66–68].

15.9.2 One Layer Shell

This section is devoted to the investigation of plates/shells subjected to harmonic
load actions of their parameters, as it is shown in Fig. 15.42 (see [23]).

We consider flexible one-layer thin shells of length a, width b and height h, made
from an isotropic and homogeneous material. The shell is loaded via continuous px
and py loads distributed along its perimeter. The following hypothesis are applied:
arbitrary shell’s cross-section, being normal to the shell middle surface deformation
remains normal after the deformation, and the cross-section height is not changed;
although rotational inertia of shell elements is not taken into account, inertial forces
associated with displacements along a normal to the middle shell surface are taken

Fig. 15.42 Shell with normal
and longitudinal harmonic
loads

X

Z

h

q

y

py =p0 + p2 sin(wp t)

px =p0 + p1 sin(wp t)
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into consideration; external forces do not change their directions during the shell
deformation; geometric nonlinearity is taken in the Kármán form [240].

The so far listed hypotheses are based on the Kirchhoff–Love ideas, and they can
be understood as the first approximation approach to build a mathematical model of
the shell. The governing non-dimensional PDEs have the following form [239]:

1

12.1� �2/
r�

4w � r2
kF � L.w; F /� @2w

@t2
� "

@w

@t
� q.x; y; t/ D 0;

r�
4F C rk

2w C 1

2
L.w;w/ D 0;

(15.161)
where

r�
4 D 1

�2
@4

@x4
C �2

@4

@y4
C 2

@4

@x2@y2
; L.w; F / D @2w

@x2
@2F

@y2
C @2w

@y2
@2F

@x2

� 2
@2w

@x@y

@2F

@x@y
;

rk
2 D ky

@2

@x2
C kx

@2

@y2
:

Here w and F are the deflection and stress functions, respectively; � D a=b,
where a; b are the shell dimensions regarding x and y, respectively; � is Poisson’s
coefficient and " denotes the damping coefficient. The initial conditions follow

w.x; y/jtD0 D '1.x; y/;
@w

@t

ˇ

ˇ

ˇ

ˇ

tD0
D '2.x; y/; (15.162)

and the boundary conditions have the form

w D 0;
@2w

@x2
D 0; F D 0;

@2F

@x2
D py for x D 0; 1;

w D 0;
@2w

@y2
D 0; F D 0;

@2F

@y2
D px for y D 0; 1:

(15.163)

System (15.161)–(15.163) is transformed to its non-dimensional counterpart
form using the following parameters: � D a=b , x D ax, y D by, w D
h Nw—deflection; F D Eh3F—Airry’s function; t D Nt ab

h

q




Eg
—time; q D Eh4

a2b2
q—

transversal load; " D h
ab

q

Eg



N"—damping coefficient; g—Earth acceleration;

� D 
h (
—unit weight density); Nkx D kx
a2

h
, Nky D ky

b2

h
, kx D 1

rx
, ky D

1
ry

(kx, ky—shell curvature regarding x and y; respectively); rx , ry—curvature
radius of the middle shell surface regarding x and y; respectively. We have also
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E—elasticity modulus, py D Eh3

b2
,px D Eh3

a2
—longitudinal loads regarding x and

y respectively. Bars over the non-dimensional quantities are omitted. Harmonic load
px D p0 C p1 sin!pt , py D p0 C p2 sin!pt , where p0 D const, !p is the
frequency of harmonic excitation, andp1 andp2 are the amplitudes of the excitation.
In addition, q D q0 C q1 sin!qt , where q0 D const, !q , q1 are the frequency and
amplitude of the transversal harmonic load, respectively.

The system of PDEs (15.161) is reduced to ODEs via the FDM (Finite Difference
Method) with approximationO.h2/ regarding the spatial coordinates x and y. First,
equations of nonlinear ODEs in time are solved via the fourth-order Runge–Kutta
method with respect to the deflection w. Then, the values w are substituted into
the right-hand side of the second system of ODEs. Therefore, the second equation
becomes linear, and it is solved using the method of inversed matrix regarding the
Airy’s function F on each time step. The latter is chosen via the Runge principle.
The number of FDM partitions n D 14. Discussion of the influence of n on the
obtained results can be found in [31], where the rectangular plate is studied. It is
shown, among others, that convergence of the results can be obtained in the averaged
meaning, i.e. via the estimation of wavelets spectra and Lyapunov exponents. In
the case of chaotic vibrations only the integral convergence is achieved, whereas
for small amplitudes of the exciting loads also the convergence regarding regular
vibrations can be obtained.

(i) Reliability of the Results

Reliability of the results is examined via the relaxation method applied for the
first time for shells by Feodos’ev [88]. Since stability loss of any deformed system
is a process which takes place in time, it should be studied from the point of view of
dynamics. However, in many cases stability of the majority of constructions carrying
the load can be estimated by a static method (in the case of a conservative system it
yields the same results as those obtained using a dynamical approach [215]).

Solving the Cauchy problem for " D "cr , for a series of constant load fPig,
we get a sequence of deflection fwi g. The value of deflection w should tend to
steady-state. Then the dependencies px.wst/ and py.wst/ are constructed and the
strain-stress system state is investigated. Observe that in order to initiate vibrations
the shell had initially introduced imperfection of the magnitude of q0 D 0:001.

We compared the dependencies px.wst/ and py.wst/ for the fixed parameters
kx D 12, ky D 0 and kx D 0, ky D 12 (Fig. 15.43a); kx D 24, ky D 0 and kx D 0;

ky D 24 (Fig. 15.43b); kx D 48, ky D 0 and kx D 0, ky D 48 (Fig. 15.43c). In
order to solve the second governing equation via the inversed matrix method, it is
necessary to build this equation in the corresponding matrix form and to construct
the matrix A Œn2 � n2� and the column matrix B containing n2 rows. Boundary
conditions regardingx and y appear inB in a different way. Comparing the obtained
results reported in the mentioned figures it is seen that the curves coincide (the
difference is less than 1%). The difference appears only for the shells with two
geometric parameters kx D 12I 24, ky D 0 and kx D 0, ky D 12I 24: It happens
when the same longitudinal load along the shell perimeters is applied in unstable



15.9 Chaos and Synchronization Phenomena Exhibited by Plates and Shells 591

2

1

0 100 200

5

4

3

2

1

0
0 2 4 6 8

0
1.5

2

2.5

3

3.5

4

100

48_0

0_48

200

24_0

0_24

12_0

0_12

300

pp

p

w w

1.5

0.5

w

a b

c

Fig. 15.43 Dependencies w.p/ for kx D 12, ky D 0/kx D 0, ky D 12 (a); kx D 24, ky D
0/kx D 0; ky D 24 (b); kx D 48, ky D 0/kx D 0, ky D 48 (c)

zones, i.e. when the load intensity belongs to .100I 200/. In the latter case non-
unique solutions are observed, and this case is described and studied in [26, 140].

The zone of instability occurs only for high order loads. Dependencies px.wst/

and py.wst/ for curvatures kx D 48, ky D 0 and kx D 0, ky D 48 are computed for
the load intensity p0 2 .0I 10/. For the longitudinal loads of p0 > 10, the deflection
values are not within the assumed hypotheses regarding the introduced shell model.
In the reported results we do not observe zones of stability loss and the difference in
results does not reach 1%. This validates the reliability of the results and correctness
of the applied algorithms.

Since we studied the squared shell with a D b, intensity of the applied loads in
both directions is the same for each experiment. In other words, the given pairs of
curves describe in fact the same physical models. Therefore, the analysis carried out
using the Feodos’ev method with respect to the geometric parameters shows good
coincidence with the physical aspects of the investigated process. This validates the
reliability of the results and correctness of the applied algorithms.

(ii) Wavelet Analysis

Observe that signals obtained as a result of the numerical experiments are
presented in time domain. To visualize the signal we need time (independent
variable) as one coordinate, and amplitude as a dependent variable, i.e. we should
get an amplitude-time signal representation. For the purpose of a qualitative
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investigation we need to study the frequency spectrum of a signal, i.e. the set of
its frequency components. The Fourier transformation has been applied for a long
time to study frequencies of a signal. However, from the point of view of exact
analysis and detection of the local signal properties, the Fourier series has a lot of
limitations and drawbacks. Being well localized in the frequencies domain, it does
not yield time representation. It is well known that practically all signals obtained
while studying dynamics of nonlinear systems are non-stationary. This fact indicates
difficulties while applying the standard Fourier approach. The theory of wavelets,
which is an alternative approach to the Fourier analysis, offers deeper techniques of
signal analysis. The main advantage of the wavelet analysis relies on a possibility
of monitoring of the signal localized properties, whereas the Fourier analysis fails
to solve the latter task. The Fourier coefficients express characteristic features of the
studied signal within the whole time interval. In other words, if we study a complex
signal using the Fourier analysis, i.e. a signal whose characteristics change in time,
then in the output we will get the sum of all features exhibited by its local behaviour.

Signals produced by numerical simulations while investigating the continuous
mechanical systems often have a complex structure. Their frequency characteristics
strongly change in time. Therefore, in this paper in spite of the classical Fourier
analysis, the wavelet analysis is applied, which allows us to detect a number of
interesting peculiarities of vibrations of the studied systems.

A first key point requiring a serious investigation concerns the choice of a
wavelet, which entirely depends on the character of the studied problem. In order to
solve the given problem, we consider a non-stationary signal obtained in a numerical
experiment. Here we consider the shell with parameters kx D 24, ky D 0, we apply
the harmonic longitudinal load in the directions of axis x and y with !p D 6:7 < !0,
and amplitude p1 D 4:9 (!0 is the natural shell frequency). For a given signal
various wavelet spectra are constructed [75, 76, 163, 173, 174, 220].

The Haar wavelet is badly localized in the frequency domain, whereas the
Shannon wavelet is badly localized in time. Analysis of the wavelets spectra
obtained with the help of the Daubechies wavelets, coiflets and symlets shows that
an increase of the order of the applied filter implies an increase of the wavelet
resolution regarding frequency.

In spite of the differences in the wavelets forms, the wavelet spectra obtained
on the basis of the Daubechies wavelets, coiflets and symlets of the same order
are practically the same. However, they do not allow us to get a sufficient
frequency localization of the investigated vibrating continuous mechanical systems.
Considering the results obtained on the basis of the Gauss function derivatives, the
accuracy of frequency estimation increases with an increase of the derivative order.

Table 15.1 gives results obtained via Meyer, Morlet (real and complex), Gauss
(real and complex) wavelets from 16 up to 32 derivative order, and the Daubechies
16 wavelet.

The data given in Table 15.1 show that the localization with respect to frequency
increases with an increase in the number of zero-order moments of an applied
wavelet. Complex Morlet and Gauss wavelets exhibit better localization regarding
the frequencies than their real counterparts, but the time localization is better in the
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Table 15.1 Frequency vs. time (wavelet spectra of different wavelets)
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Fig. 15.44 2D wavelet
spectrum of the plate
(!p D !0 D 5:8,
kx D ky D 0)
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case of real wavelets. Therefore, in order to study chaotic vibrations of plates and
shells one can apply either complex or real Morlet wavelets, as well as the real and
complex wavelets obtained via high order differentiation of the Gauss function.

(iii) Numerical Results

Numerical experiment carried out for (!p D !0 D 5:8, kx D ky D 0) yielded
a bifurcation for a small excitation amplitude with a sudden reconstruction of the
plate vibrations character, which is shown by 2D wavelet spectrum in Fig. 15.44. In
the initial time interval excitation frequency is exhibited, and then beginning from
t 
 50 the first subharmonic !1 D 2:9 D !p=2 dominates. Since in this case
the change of the vibration character takes place through a narrow chaotic window,
therefore the application of Fourier transformation in the whole time interval is not
feasible to monitor peculiarities of evolution of the frequency characteristics in time.

However, as expected, the application of Fourier analysis in each of shorter
time interval coincides with the results obtained by the wavelets spectrum (second
bifurcation for p1 D 1:1 takes place for t � 120). The monitored scenario is a kind
of modification of the Feigenbaum scenario (see Table 15.2).

While investigating a shell with geometric parameters kx D ky D 12 for !p D
5:7 < !0 the following scenario of transition from periodic to chaotic vibrations is
observed. For the excitation amplitude 1.7999, the Fourier spectrum exhibits a pair
of dependent frequencies!2 D !p�!1 (!1 D 1:644,!2 D 4:36). For p1 D 1:8 the
Fourier spectrum consists already of two pairs of non-commensurable frequencies
and one more frequency of a third pair with small amplitude (Table 15.3a). The
increase of control parameterp1 makes the Fourier spectrum noisy implying chaotic
vibrations of the shell. The monitored wavelet spectra approve that the transition into
chaotic vibrations is realized via the Pomeau–Manneville route.

We pay more attention to the information obtained by the wavelet spectra. The
wavelet spectra register frequency !1 D 1:644 for p1 D 1:81, but only in the initial
time interval (Table 15.3b). This low information property of the applied apparatus
is caused by the domination of excitation frequency over the remaining frequencies.
However, this drawback is removed while constructing a wavelet spectrum with the
frequency constrained. Namely, considering the interval of frequencies for ! < 4,
the mentioned phenomenon is now well reported (Table 15.3c).
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Table 15.2 The Fourier S.!/ and wavelet 2D spectra for kx D ky D 0, !p D !0 D 5:8;

p1 D 1:1
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The wavelet spectrum corresponding to the periodic Fourier spectrum .p1 D 0:1/

exhibits two pairs of linearly independent frequencies which are detected by the
Fourier spectrum for p1 D 1:81: Therefore, the frequency spectrum constructed on
the basis of the wavelet transformation allows for the detection and monitoring of
frequency characteristics of vibrations.

The numerical simulation for the fixed parameters: kx D ky D 24, !p D !0 D
24:8 shows that a number of linearly dependent frequencies may increase not only
due to the increase of a control parameter, but even for its fixed value (p1 D 0:1)
owing to the modified Ruelle–Takens scenario. Namely, in the interval t < 150 we
have two pairs of frequencies !2 D !p �!1 and !3 D !p �!5; where !1 D 3:927;

!2 D 20:873; !3 D 7:854; !4 D 16:946: In time interval t 2 Œ150; 250� the
frequency !5 D 10:21 appears which belongs to a third pair. Then the number of
frequencies increases more in the finite time interval. The signal time evolution is
well demonstrated by the 2D wavelet-spectrum in Table 15.4.
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Table 15.3 Fourier S.!/ and wavelet W.!/ spectra for different p1
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Table 15.4 Fourier S.!/ and wavelet spectrum for kx D ky D 24, !p D !0 D 24:8, p1 D 0:1:
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15.9.3 Two-Layer Shell

(i) Problem Formulation

In this section we study a two-layer spherical flexible isotropic elastic shell
with constant stiffness and density which is subjected to the action of harmonic
longitudinal load (Fig. 15.45) (see [23]). The constant load q is applied only to the
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Fig. 15.45 Computational
scheme of a two-layer shell
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upper shell layer. The layers move freely or slide without friction. Due to small
values of the contact pressure, zones of permanent sticks rather do not occur. Contact
conditions occurring between the layers can depend on the coordinates, and they
include all possible cases of a one-sided contact. The hypotheses are the same as
for the one-layer shell. The contact pressure function is excluded from a number
of unknowns. The shell occupies the following space: �1 D fx1; y1; z1j.x1; y1/ 2
Œ0I a� � Œ0I b�; z1 2 Œ�h1Ih1�gI �2 D fx2; y2; z2j.x2; y2/ 2 Œ0I a� � Œ0I b�; z2 2
Œ�h2Ih2�g; 0 � t < 1.

The governing equations of the theory of flexible shallow shells [239] taking
into account a contact between the layers [133] have the following non-dimensional
form:

1
12.1��2/r4

�wm � L.wm; Fm/ � r2
kFm C q ˙K.w1 � hk � w2/‰ D @2wm

@t2
C "1

@wm
@t
;

r4
�Fm D �1

2
L.wm;wm/ � r2

kwm;

(15.164)
where

r�
4 D 1

�2
@4

@xm4
C �2

@4

@ym4
C 2

@4

@xm2@ym2
; rk

2 D kxm
@2

@xm2
C kx1

@2

@ym2
;

L.wm; Fm/ D @2wm
@x2m

@2Fm

@y2m
C @2wm

@x2m

@2Fm

@y2m
� 2

@2wm
@xm@ym

@2Fm
@xm@ym

;

 D 1

2
Œ1C sign .w1 � hk � w2/� :

Here wm and Fm are the deflection and stress functions, respectively;m D 1; 2;
K is the stiffness coefficient of the transversal contact zone. We have‰ D 1; if w1 >

w2 C hk; i.e. contact between panels occurs, or ‰ D 0I w1;w2 denote deflection
of the upper and lower panel, respectively. The following boundary conditions are
attached:
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w1 D 0;
@2w1
@x21

D 0; F1 D 0;
@2F1

@x12
D py1.t/ for x1 D 0; 1;

w1 D 0;
@2w1
@y21

D 0; F1 D 0;
@2F1

@y21
D px1.t/ for y1 D 0; 1;

w2 D 0;
@2w2
@x22

D 0; F2 D 0;
@2F2

@x22
D 0 for x2 D 0; 1;

w2 D 0;
@2w2
@y22

D 0; F2 D 0;
@2F2

@y22
D px2.t/ for y2 D 0; 1;

(15.165)
where px1.t/ D p0Cp1 sin.!pt , py1.t/ D p0Cp2 sin.!pt/ denote the longitudinal
loads. The initial conditions are as follows:

wm.xm; ym/jtD0 D �1.xm; ym/;
@wm
@t

D �2.xm; ym/: (15.166)

Equation (15.164) is transformed to non-dimensional using the following rela-
tions: xm D a Nxm, ym D b Nym; Nkxm D kxm

a2

hm
, Nkym D kym

b2

hm
, kxm D 1

rxm
, kym D 1

rym
,

qm D Nqm Emh
4
m

a2b2
, 	m D ab

hm

q

�m
Emgm

, �1 D a
b

, where a; b are the dimensions of

the rectangular cylindrical panel regarding xm and ym, respectively; hm denotes
the shell thickness; gm is the Earth acceleration; �m D 
mhm, where 
m is the
volume weight density; rxm , rym is the curvature radius of the shell regarding xm
and ym, respectively. Furthermore, t is time, "m is the damping coefficient, � D 0:3

is Poisson’s coefficient for the isotropic material, Em is the elasticity modulus,
qm.x; y; t/ denotes the transversal load, and K D K h4b

a4
is the stiffness coefficient

of the contact zone. Bars over non-dimensional quantities are omitted.
In order to reduce PDEs (15.164) to ODEs we apply FDM (Finite Difference

Method) with approximations O .c2/ regarding spatial coordinates. The obtained
Cauchy problem is solved via the fourth-order Runge–Kutta method. Simultane-
ously, on each time step a linear system of algebraic equations is solved.

(ii) Phase Chaotic Synchronization

We introduce phase �.t/ of a chaotic signal [188,199], with its frequency denoted
as an averaged phase velocity

˝ P�.t/˛. There is no universal way to introduce the
phase of a chaotic signal which gives correct results for an arbitrary dynamical
system. Here, we apply wavelets to detect a regime of chaotic synchronization
of mechanical dynamical systems with a badly defined phase. Dynamics of the
mentioned systems can be characterized with the help of a continuous set of phases
which are defined by a continuous wavelet transformation of the chaotic signal w.t/
[147] in the following form
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V .S; t0/ D
C1
Z

�1
w.t/ �

s;t0 .t/dt;  s;t0 .t/ D 1p
s
 0

�

t � t0
s

�

;

where  s;t0 .t/ is the wavelet function, obtained from wavelet  0.t/, where .	/
denotes a complex conjugate. Time scale s defines wavelet width, and t0 is the time
shift of the wavelet function along time axis. We take the Morlet wavelet of the
form  0.�/ D ��1=4 exp .j!0�/ exp

���2=2�. Owing to the choice of !0 D 2� ,
we keep the s 
 1=! ratio between time scale s of the wavelet transformation and
the frequency ! of the Fourier transformation. Therefore, the time scale s within
the wavelet analysis corresponds to the frequency yielded by the Fourier analysis.
The wavelet surface V.s; t0/ D jV.s; t0/ j exp .j�S.t0// characterizes the system
behaviour on each time scale s in the arbitrary time instant t0: Magnitude jV.s; t0/ j
characterizes the time scale s in the given time instant t0: Analogously is defined the
phase �s.t/ D argV.s; t/ for each time scale s. Therefore, behaviour of each time
scale s is characterized by the corresponding phase �s.t/.

If the structural members are out of the synchronization regime, their behaviour
is asynchronous on all time scales s. If synchronization takes place on certain time
scales, then the phase synchronization occurs. It is clear that firstly these time scales
are synchronized where the largest system energy is transmitted via the wavelet
spectrum. Consequently, the phase synchronization implies the phase locking in the
synchronized time scales: j�s1.t/ � �s2.t/ j <const, where �s1.t/ and �s2.t/ are
the continuous phases of the first and second shells respectively, corresponding to
the synchronization of the time scales s.

(iii) Numerical Experiment

We consider nonlinear dynamics of the flexible two-layer shell (plate) with
curvatures kxm D 0, kym D 0, where the first plate is subjected to harmonic
longitudinal load px1.t/ D py1.t/ D p1 sin.!pt/; and !p D 5:6, K D 1:75 � 104.
In the initial time interval 0 � t � 0:001 we apply the uniform and constant
load of q D 0:001. The amplitude of excitation p1 changes in the interval p1 2
.0:5I 0:5358/, and the gap between panels is hk D 0:5. The obtained time histories
wm.t/ (Fig. 15.46), and phase portraits as well as Fourier spectra are shown in
Table 15.5 for periodic vibrations for p1 D 0:5.
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Fig. 15.46 Signals wm.t/ for periodic vibrations (p1 D 0:5)
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Table 15.5 Fourier spectra and phase portraits (p1 D 0:5)

Table 15.6 Fourier spectra and phase portraits (p1 D 0:534)

w(t)
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Fig. 15.47 Signals wm.t/ for periodic vibrations (p1 D 0:534)

Increasing the excitation amplitude implies the Hopf bifurcation. Table 15.6 pre-
sents the power spectra (time histories are shown in Fig. 15.47) and phase portraits
for the upper and lower plate obtained for p1 D 0:534. Hopf bifurcations are easily
recognized in the power spectra, whereas phase portraits exhibit two limit cycles.

A further increase of the amplitude of the longitudinal load causes intermittency,
i.e. periodic vibrations interacting with chaotic vibrations. Figure 15.48 shows time
histories obtained for p1 D 0:534. After an initial chaotic burst for 0 � t � 100,
time history wm.t/ becomes periodic (see Table 15.7). All characteristics besides
the phase difference given in Table 15.7 hold for the upper plate. The Fourier
analysis carried out in time interval t 2 .100I 330/ implies periodic vibrations.
Then the system changes its dynamics in time. Power spectrum and phase portrait
constructed for t 2 .330I 450/ again exhibit chaotic vibrations. Further, for 450 <
t < 532, the signal again becomes laminar. The phase difference shows that
the frequencies synchronization of both plates takes place only on the excitation
frequency. A further increase of the excitation amplitude increases development of



15.9 Chaos and Synchronization Phenomena Exhibited by Plates and Shells 601

w(t)

1

0

−1

−2

0 50 100 150 200 250 300 350 400 450 500 t

Fig. 15.48 Time histories of plate vibrations for p1 D 0:534

Table 15.7 Time histories, phase portraits, power spectra and phase differences for different time
intervals
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Table 15.8 Time histories, phase portraits, power spectra and phase differences for q1 D 0:15,
!p D 8:4

Power spectrum
(upper shell)

Phase portrait
(upper shell)

Phase portrait
(upper shell)
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the intermittency effect. Therefore, our mechanical signal exhibits a transition from
periodic to chaotic vibrations via the classical Pomeau–Manneville scenario.

Next, we investigated a two-layer shell with kxm D 12, kym D 12, the first
shell being subjected to the periodic load px1.t/ D py1.t/ D p1 sin.!pt/; where
!p D 8:4,K D 1:75�104. In the initial time interval 0 � t � 0:001we applied the
transversal constant load with q D 0:001. The amplitude of excitation p1 is changed
in the interval p1 2 .0:15I 0:178/, and the gap between shells is hk D 0:5. Similar
characteristics as in the previous case are shown in Table 15.8 for p1 D 0:15. In
the time instant of a contact between the shells, the first shell continues to vibrate
periodically. Power spectrum of the first shell has one frequency !p , whereas in the
power spectrum of the lower shell two frequencies !1 D 0:41724, !3 D 2:1476

and the linear combination of !1, !2 D 2!1 D 0:83448 appear. Phase portraits well
coincide with the power spectra. Phase portrait for the upper (lower) shell presents
a limit cycle (torus). The phase difference shows that the action of small pressure
on the lower shell implies its vibration asynchronously with the upper shell (black
(white) color corresponds to synchronous (asynchronous) vibrations).

A further increase of the excitation amplitude up to p1 D 0:177 (Table 15.9)
yields shell vibrations of the same frequencies. In the power spectrum of the upper
shell one independent frequency !1 D 0:41724 appears, and the linear combination
of !1 is !2 D 2!1 D 0:83448, !4 D 3!1 D 1:25172. Power spectrum of the
upper shell does not have the frequency !3. Phase portraits of both plates show
tori. Chaotic synchronization of the frequencies takes place only on the frequency
of excitation !p , and synchronization (black areas) appears in the interval of 6 <

! < 10. This is confirmed by the character of their simultaneous vibrations.
A further increase of p1 D 0:178 (Table 15.10) forces the system to reach

chaos. Power spectra exhibit broad band regions, and phase portraits exhibit black



15.9 Chaos and Synchronization Phenomena Exhibited by Plates and Shells 603

Table 15.9 Time histories, phase portraits, power spectra and phase differences for q1 D 0:177,
!p D 8:4

Power spectrum
(upper shell)

Phase portrait
(upper shell)Phase difference
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(lower shell)

Power spectrum
(lower shell)Time history
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Table 15.10 Time histories, phase portraits, power spectra and phase differences for q1 D 0:178,
!p D 8:4

Power spectrum
(upper shell)

Phase portrait
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areas. Synchronization has only a local-timing character and is associated with the
excitation frequency. Therefore, transition into chaos takes place for the upper and
lower shells within the different scenarios: the upper shell exhibits Ruelle–Takens–
Newhouse scenario.

In conclusion, the studied simply supported shells being harmonically excited
along its perimeter exhibit mainly subharmonic vibrations with the frequency!p=2.
The analysed vibrations are mainly transitional exhibiting sequences of bifurcations
typical for the classical scenario of transition from regular to chaotic vibrations.
In addition, we have reported the modified scenarios, where the qualitative change
of system vibrations appears in time, i.e. in the illustrated modified Feigenbaum
scenario bifurcations appear for the fixed values of the control parameters. The
modified Ruelle–Takens scenario stands for another example, where the increase
of a number of dependent frequencies takes place in time.

The second part concerns dynamics of a two-layer flexible isotropic elastic shells
harmonically excited taking into account the contact interaction between them. In
particular, various phase chaotic synchronizations have been detected and studied.
We have also reported different scenarios of a transition from periodic to chaotic
vibrations of both interacting shells, among others.
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206. B. Radziszewski, A. Sławiński, Comparative analysis of some criteria of stability of motion.

Nonlin. Vib. Prob. 23, 123–135 (1989)
207. A.M. Samoilenko, Elements of the Mathematical Theory of Multifrequency Oscillations.

Invariant Tori (Nauka, Moscow, 1987, in Russian)
208. A.M. Samoylenko, S.A. Krivosheya, N.A. Perestyuk, Differential Equations. Examples and

Problems (Vysshaya Shkola, Moscow, 1989, in Russian)
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210. A. Sławiński, On control of an autonomous system with application of Lyapunov function.

Nonlin. Vib. Prob. 24, 283–295 (1991)
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