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Foreword

The 4th Conference on Advancements of Medicine and Health Care through Technology - MediTech2014 aims to provide
opportunities for the Romanian professionals involved in basic research, R&D, industry and medical applications to exchange
their know-how and build up collaboration in one of the most human field of science and techniques. The conference is intended
to be an international forum for researchers and practitioners interested in the advance in, and applications of biomedical
engineering to exchange the latest research results and ideas in the areas covered by the topics (hardware/software technologies,
medical devices/instrumentation, biosignal and image processing, biomaterials, biomechanics, biotechnologies, etc.).

Another objective is to improve communication and encourage collaboration among all health care professionals through
the presentation and discussion of the new research and current challenges.

Biomedical engineers work at the intersection of engineering, the life sciences and healthcare. These engineers take prin-
ciples from applied science (including mechanical, electrical, chemical and computer engineering) and physical sciences (in-
cluding physics, chemistry and mathematics) and apply them to biology and medicine.

It is well known that the improvement of quality of life is possible only through research and innovation. Of course, this
can be achieved by an efficient use of information and management systems and biomedical technology.

Frequently however, the implications of technologies in terms of increasing recurrent costs, additional required support
services, change in medical practice and training needs are underestimated. As a result, the widespread irrational use of tech-
nologies leads to a wastage of scarce resources and weakens health systems performance. To avoid such problems, a systematic
and effective Health Technology System must be developed and introduced, requiring the support and commitment of decision
makers of all levels of the health system.

All papers submitted for presentation went through a review process and were evaluated by two reviewers (whose effort
and hard work reflect their commitment and dedication to the profession). Those individuals whose papers were chosen for
presentation at the conference submitted manuscripts to be published in these Proceedings.

Sincere appreciation and gratitude are expressed to members of the Scientific Advisory Committee for their diligent efforts
in effecting a most timely and provocative conference. To document the current thinking in such a publication is most important
and should serve as a useful guide for others working in the field.

Professor Radu V. Ciupa
MediTech2014 Conference Chair
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R.A. Munteanu, C. Mureşan, D. Iudean, M. Munteanu, B. Amza

Low-Cost Platform for Remote Health Monitoring and Home Environment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
V. Tompa, D. Hurgoiu, C. Neamţu
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S.D. Nicoară, A. Moroti, L. Sârbu, A. Popeangă, C. Cristian
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C. Marincaş, A. Nicu, C. Csutak, R.V. Ciupa

Evaluation of Thermal Distribution in the Head Following Exposure to an Electromagnetic Field Generated by a MRI
Birdcage-Type RF Coil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
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Abstract— Depending on their functionality, buildings are 

designed to be durable, constantly influencing the inhabitants’ 
quality of life. Therefore the great majority of older or dis-
abled people who are owning their dwellings, find themselves 
in the position to sell them and buy new ones, adapted to the 
own needs. These persons also face serious difficulties in using 
public places and buildings that are not made accessible – a 
situation currently encountered in Romania.  

The paper presents the main aspects concerning the retro-
fitting of a worship building in Cluj-Napoca in order to ensure 
the unrestricted access to all category of people. 

Keywords— accessibility, structural rehabilitation, elevator, 
universal design, disability 

I. INTRODUCTION 

The idea of making the built environment accessible 
emerged in the mid 60ies as a consequence of the demands 
formulated by disabled people [1].  

In Romania there are 700,736 persons with disabilities out 
of which only 16,815 are institutionalized, the rest of 
683,921 living in the own dwellings [2]. 20.26% of the 
latter [2] are people with physical disabilities who need 
assistance to be able to use the own dwellings and/or to 
move inside public spaces and respectively inside the public 
buildings (education institutions, churches, theatres, office 
buildings) [3], [4].  

The lack of elevators, access ramps, tactile markings for 
warning at stairs/ramps end or the missing handrails on both 
sides of stairs, as well as the high steps or the narrow doors 
are current problems encountered in most of the public 
buildings in Romania.  

According to the government Emergency Order 102/1999 
regarding the special protection and integration in labour of 
disabled people [5], or Law no. 448/2006 regarding the 
protection and the promotion of disabled people’s rights [6], 
all the buildings belonging to public institutions, culture, 
sports or leisure should have been adapted to the needs of 
disabled people, thus becoming accessible for all.  

In spite of the legislation in force at that time, only few 
public buildings have been made accessible: some of the 
banks, city halls, museums.  

Even at the present, the most important cathedrals and 
many churches in Cluj-Napoca do not have access ramps at 
the entrances (Fig. 1). 

 
a. The Orthodox Cathedral 

 

 
b. The Roman-Catholic Church 

 

 
c. The Orthodox Church “The Saint Archangel Michael”  

 

Fig. 1 Some important worship buildings in Cluj-Napoca 
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An accessible environment is not only favourable for dis-
abled, but also for many other users (pregnant women, eld-
erly people and families with small children or diseased 
persons) and may prevent the isolation, facilitating their 
social integration. 

In order to eliminate discrimination, it is necessary to en-
force and expand the application of the law regarding acces-
sibility to any kind of building, regardless its destination. 
This will provide security and comfort for all, equally1, as 
well as the chance to enjoy the social, economic and cul-
tural benefits of the society. 

The term “Universal Design” appeared in the mid 70ies 
being used by the American architect Ronald L. Mace to 
describe a new concept in designing products and planning 
the built environment, so as to be used by all easily, regard-
less of the age or physical condition.  

The principles the concept of Universal Design is relied 
on are the following: 

- „Equitable Use - The design is useful and 
marketable to people with diverse abilities; 

- Flexibility in Use -The design accommodates a 
wide range of individual preferences and abilities.  

- Simple and Intuitive Use - Use of the design is easy 
to understand, regardless of the user’s experience, 
knowledge, language skills, or current 
concentration level.  

- Perceptible Information- The design communicates 
necessary information effectively to the user, 
regardless of ambient conditions or the user’s 
sensory abilities. 

- Tolerance for Error- The design minimizes hazards 
and the adverse consequences of accidental or 
unintended actions. 

- Low Physical Effort-The design can be used 
efficiently and comfortably and with a minimum of 
fatigue. 

- Size and Space for Approach and Use- Appropriate 
size and space is provided for approach, reach, 
manipulation and use regardless of user’s body size, 
posture, or mobility.”(The Center for Universal 
Design (1997). The Principles of Universal Design, 
Version 2.0. Raleigh,NC: North Carolina State 
University)[7] 

The concerns for making the built environment accessible 
were intensified in the last decades at both, global and na-
tional level, this resulting from numerous researches per-
formed by professionals in multidisciplinary domains  
(architects, engineers etc.) in cooperation with representa-
tives of disabled people [4,8,9,10,11,12].  

                                                           
1 Resolution 2001/1 of the Commission of Ministers in the Coun-

cil of Europe regarding “Universal Design” or “Design for All”. 

II. CASE STUDY 

The building making the subject of the present study 
(Fig. 2) is a Pentecostal church located in the Eastern part of 
the City of Cluj-Napoca and was designed in 1996.  

 

 
 

Fig. 2 “Hope” Pentecostal Church 

 
The resistance structure (hall type) consists of masonry 

loadbearing walls strengthened with reinforced concrete 
columns and tie-beams (Fig. 3). 

 

Fig. 3 First floor – the original plan 

 
The horizontal loadbearing elements – encased floors and 

balconies supported by crossed beams are made of rein-
forced concrete cast in situ. 

The building has a high semi-basement (the meeting  
hall, auxiliary spaces, toilets), ground floor (the big hall 
with 1,000 places) and two more partial floors developed  
as balconies following three of the building sides (Fig. 3 
and 4). 
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Fig. 4 Cross section 

 
The attic floor is shared in spaces with adequate func-

tionality for a worship place. The roof framing is made of 
timber bars joint with metallic bolts. 

The vertical circulation is performed through four stair-
cases designed such a way as to ensure the proper and se-
cure access and evacuation of all the people from inside the 
building.  

Taking into consideration that the building was designed 
when the elaboration and application of the regulation con-
cerning accessibility of disabled people was at the very 
beginning, this aspect has not been considered in the design 
phase.  

The problem of accessibility in public spaces started to 
be brought under regulation beginning with 2001, together 
with the elaboration of the norm NP 051/2001 [10] that 
provided a series of solutions close to the exigencies of the 
European standards in the field.  

In the present case study, with the occasion of some 
changes necessary to be made inside the building in 2012, it 
has been also decided to perform the appropriate adjust-
ments for making the building accessible. In this respect, 
the following solutions were considered: 

- building an exterior ramp, starting from the side-
walk level, for ensuring the access of disabled peo-
ple in wheelchairs inside the building;  

- installation of an elevator within the space limited 
by the stairs, ensuring the vertical circulation 
among the different building floors; 

- installation of a stair elevator; 

- design and execution of an accessible toilet accord-
ing to the rules established by the regulations in 
force. 

 
The proposed solution of installing a stair elevator was 

not viable because the necessary space for the transfer from 
and to the wheelchair was not adequate. Also, in case of fire 
the stair elevator could compromise the effectiveness of 
evacuation for the rest of the persons. 

By analyzing the feasible technical-economic solutions in 
this case, it appeared that the optimal decision would be to 
install an elevator within the space limited by ramps, in one 
of the 4 staircases of the building (Fig. 5).  

 

 
Fig. 5 First floor plan – proposed solution 

 
In order to build the supporting elements of the elevator a 

spatial structure made of metallic bars, connected to the 
stair ramps and landings with anchors has been designed 
(Fig. 6).  

The foundation of this structure was built of reinforced 
concrete tank having the slab of 1.0 m high and 30 cm thick.  

The dimension in plan of the elevator’s cage is 1,700 x 
1,700 mm and the cabin is 1,000 x 1,250 x 2,100 mm.  

The enclosure of this cage was made with plasterboards, 
complying with the details provided by the producer for fire 
protection. The electric elevator has a capacity of 450 kg (6 
persons) and the control panel is also provided with vocal 
commands facilities and Braille inscriptions.  

The investment amounted at 29,000 Euro, of which 7,000 
Euro for the metallic structure and 22,000 Euro for the ele-
vator.  

Besides motoric disabled people, the elevator is also 
useful for other categories of users like pregnant women, 
aged and visually impaired persons [9]. 
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Fig. 6 Section through the elevator cage 

 

The elevator cage ready, connected horizontally with the 
stairs loadbearing elements as previously mentioned, is 
shown in Fig. 7.  

 

Fig. 7 The finished elevator cage 

In order to ensure the necessary space for wheelchair us-
ers, the first two rows of chairs have been removed (Fig.8).  

 

 

Fig. 8 Floor plan after the removal of two rows of chairs 

The design of the accessible toilet (Fig. 9) was made in 
compliance with the requirements imposed by the Roma-
nian regulation NP 051-2001 [10] referring to the minimal 
dimensions in plan. 

The distance between the back wall and the WC was 
chosen such a way to facilitate the slipping through from the 
wheelchair, standing at the side of the WC. The location of 
the accessible toilet is shown in Fig.9 (next to the elevator) 
and some details in Fig. 10. 
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Fig. 9 Semi-basement plan with elevator and accessible toilet 

 

 

Fig. 10 The accessible toilet finished 

In order to provide comfortable access within the build-
ing, the existing fence (Fig.11) has been removed and an 
exterior access ramp was built (Fig. 12).  

 

 

Fig. 11 Front view: the former entrance 

 

Fig. 12 New entrance with access ramp and the fence removed  

III. CONCLUSIONS 

A building that may not be used by all, is not fulfilling 
the purpose for which it was built. 

The responsibility for taking into consideration the entire 
human life cycle and to consider the fact that disability is a 
normal state of life that may occur at any time, goes to the 
designer.  

The number of new constructions is relatively small 
compared to that of the existing buildings, therefore making 
these buildings accessible is of major importance and 
should be stimulated [13].  

In most of cases there are no serious barriers in making 
existing buildings accessible and even if there are, such 
problems may be successfully solved by good professionals.  

Besides the advantages for disabled, making the built en-
vironment accessible undeniably creates advantages for a 
larger category of users (e.g. aged persons) by increasing 
the comfort in service.  

The universal, adaptable elements generally are not more 
expensive than the traditional ones, if incorporated by the 
designers in the initial conceptual phase. The designer 
should raise the clients’ awareness not only on the costs of 
the accessible building but also on the costs implied by 
ignoring in the long term an important segment of the popu-
lation.  

In the extent in which the construction industry and 
manufacturing sectors will answer the needs of ageing 
population and the requirements of attached regulations, the 
collocation of “beneficial for disabled and elderly persons” 
will be replaced by “beneficial for all”, as a marketing strat-
egy for planning. 



6 N. Cobîrzan and S. Pălăcean
 

 
IFMBE Proceedings Vol. 44 

 
  

 

ACKNOWLEDGMENT 

The study and the research were carried out in the 
“Hope” Pentecostal Church from Cluj-Napoca, for which 
the authors are grateful to all the authorities. 

CONFLICT OF INTEREST 

The authors declare that they have no conflict of interest. 

REFERENCES 

1. Barnes C., (2013) Understanding disability and the importance of de-
sign for all, Journal of Accessibility and Design for All, CC) JACCES, 
2011 – 1(1): 55-80. ISSN: 2013-7087 

2. Autoritatea Naţională pentru Persoanele cu Handicap (National Autori-
ty for disable people) at http://www.anph.ro 

3. Access improving the accessibility of historic buildings and places, 
National disability authority (NDA), Published by the stationary of-
fice, Dublin 2011, ISBN 978-1-4064-2319-8. 

4. Hamzat T.K., Dada O.O. (2005), Wheelchair accessibility of public 
buildings in Ibadan, Nigeria, Asia Pacific Disability Rehabilitation 
Journal, Vol. 16 No. 2  

5. Ordonanta de Urgenta 102/1999 privind protecţia specială şi încadra-
rea în muncă a persoanelor cu handicap (Emergency Order 102/1999 
regarding the special protection and integration in labour of disabled 
people)  

6. Legea nr. 448/2006 privind protectia si promovarea drepturilor 
persoanelor cu handicap (Law no. 448/2006 regarding the protection 
and the promotion of the rights of peoples with dissability). 

7. The Center for Universal Design (1997). The Principles of Universal 
Design, Version 2.0. Raleigh,NC: North Carolina State University, at 
http://www.ncsu.edu/ncsu/design/cud/about_ud/udprinciplestext.htm 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

8. Abdul Kadir S.Jamaludin M., (2012) Applicability of Malaysian Stan-
dards and Universal Design in Public Buildings in Putrajaya, ASIAN 
Journal of Environment-Behaviour Studies, volume 3,  
Number 9 

9. AWARD - Accessible World for All, Respecting Differences, Leo-
nardo da Vinci Programme, Project nr.07/0227-L/LLP-LdV-TOI-200–
HU_001 at http://constructii.utcluj.ro/award/ 

10. Indicativ: NP 051/2001 Normativ pentru adaptarea cladirilor civile si 
spatiului urban afferent la exigentele persoanelor cu handicap (Code 
for adaptive of buildings and urband space to disable peoples require-
ments), Institutul de Proiectare, Cercetare si Tehnica de Calcul in Con-
structii, IPCT-SA (Institute for Design, Research and Computation 
Techniques in Constructions).+ 

11. Practice Guidebook for Adaptive Re-use of and Alteration and Addi-
tion Works to Heritage Buildings, 2012, Buildings Department Hong 
Kong (available online: Practice Guidebook for Adaptive Re-use of 
and Alteration and Addition). 

12. Rimmer J.H. (2011), Building a future in disability and public health, 
Disability and Health Journal 4 (2011) 6e11. 

13. Konkolla M., Koivu H. (2003), Accessible Homes, Finnish 
Association of People with Mobility Dissabilities/ Disable Persons 
Planning Service, Helsinki. 

 
 
 

Author: Nicoleta Cobîrzan 
Institute: Technical University of Cluj-Napoca, Faculty of Civil  

Engineering 
Street: 15 Daicoviciu  Street  
City: Cluj-Napoca 
Country: Romania 
Email: Nicoleta.Cobarzan@cif.utcluj.ro 
.  

 
 
 



 

S. Vlad and R.V. Ciupa (eds.), International Conference on Advancements of Medicine and Health Care through Technology,  
IFMBE Proceedings 44,  

7

DOI: 10.1007/978-3-319-07653-9_2, © Springer International Publishing Switzerland 2014  

A Proposal for a Driving System of a Four DOF Rehabilitation Exoskeleton 

B. Chetran, O. Tătar, S. Noveanu, and D. Mândru 

Technical University of Cluj-Napoca, Department of Mechatronics and Machine Dynamics, Cluj-Napoca, Romania 

 
 
Abstract— The paper presents a proposal of a four degrees 

of freedom (DOF) upper limb rehabilitation exoskeleton and 
its control system which is designed for the control of the serial 
mechanisms angular position. It contains as an extension, a 
module for driving of a braking system with smart fluids. The 
proposed control system is suitable for active and passive 
exercises. The rehabilitation system is developed for rehabilita-
tion training at home, without a supervision of a qualified 
person during exercises. 

Keywords— upper limb, rehabilitation, exoskeleton, driver, 
electrorheologic fluid 

I. INTRODUCTION  

As a result of the increasing number of peoples with 
physical disabilities, the robot-assisted therapy systems are 
being used in more effective rehabilitation processes. The 
rehabilitation robotic systems are coming with great advan-
tages regarding the repeated movements during goal-
directed tasks, the evaluation of different physiological and 
functional parameters during rehabilitation exercises, wide 
range and variety of exercises, improving motivation and 
promoting home exercises and training, [1], [2]. The ex-
oskeleton systems are smart, wearable robotic exercisers 
which provide physical support for limbs segments and 
allow exercises with active and passive movements.  

Presently, different exoskeletons for upper limb are de-
veloped. These are designed as assistive devices in perform-
ing physical tasks or as rehabilitation trainers. The assistive 
exoskeletons are portable, able to retrieve a part of total 
force exhibited on the human body segments. The rehabili-
tation exercises for the entire upper limb are in most cases 
developed as stationary equipment. Those developed to be 
portable are in most cases designed as devices for some 
specific upper limb movements, [2].  

II. THE DEVELOPED EXOSKELETON AND THE IMPOSED 
CONSTRAINTS 

In our previous work, based on anatomical and biome-
chanical considerations, the structural synthesis of the me-
chanisms for upper limb wearable exercisers was given, 
initial design of a family of such exercisers was emphasized 
and an original Matlab model of upper limb – wearable 
exerciser ensemble was described, [3].  

Our efforts were focused on the development of the me-
chanical structure of an upper limb rehabilitation exoskele-
ton (Fig.1). The following constrains are considered: the 
linkage adapts to the anthropometric dimensions, the me-
chanical structure sustains the upper limb segments during 
passive exercises but can be also used for active move-
ments; the angles and torque should be adjusted during or 
before exercises; the chosen actuators are 12 V DC motors 
with gear boxes and the braking modules for active exercis-
es are clutches with smart fluids (electro / magneto-
rheological fluids ERF/MRF), [4]. 

The simulations concerning the torque during passive ex-
ercises reveal the average value of around 24 Nm exerted in 
the humeral joint. The chosen DC motor can develop this 
torque at 12V with consumption current of 25A. 

For the assessment of the rehabilitation process, the con-
trol system of the exoskeleton must be able to quantify the 
movement angles, speed, acceleration and torque on each 
joint.  

III. THE COMAND AND CONTROL SYSTEM 

The quadrature encoder for angle measurement is easy to 
implement on the mechanical structure. Signals received are 
digital and are not influenced by external parasite frequen-
cies. The disadvantage is given by the complexity of elec-
tronic diagram and the software that should be able to read 
all the time the encoder. For that it must be allocated a con-
troller for each encoder that should communicate with the 
master controller. 

The quadrature encoder consists from a Q9864 optical 
switch with two channels (a LED light source and two pho-
totransistors) and a slot disk mounted on the joint shaft. 

This construction was adopted in order to be capable to 
read the movement during both passive and active exercis-
es. The sensitivity is set by the slots number and for the 
final prototype will be less the one degree. 

Another method to read the angles is to use on each joint, 
variable resistors. In comparison with the encoders the vari-
able resistor are cost effective, are simpler are available in a 
variation of forms and sizes. As disadvantages can be men-
tioned that the output signals are analogic and are distorted 
by the digital signals on the PCB (printed circuit board). 
The electronics should contain low pass filters and the PCB 
should be developed with a good ground plane design. 
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a. 

 

b. 

Fig. 1 a The 3D CAD model of the exoskeleton, b. - The developed ex-
oskeleton  

Electronic gyroscopes can also be used as angle mea-
surement systems. These components come with an inte-
grated controller that has the capacity to communicate via 
I2C. The disadvantages are represented by their price.  

The force sensors are required in order to measure the 
amount of force developed over the upper limb during exer-
cises. Also, force sensors act as a safety measurement to 
protect both the upper limb and mechanical structure to 
overload. The force sensors come in different sizes and 
forms and with different active elements. The ones choose 
to measure the forces during exercises are square shape 
resistive sensors. The total surface area is 4.47 cm2 and it 
will be mounted in specific areas between the upper limb 
segments and the exoskeleton links. The values read from 
these sensors can be used also for torque computation. 

A. Sensors and Controllers 

The control system (Fig. 5) must be able to perform dif-
ferent parallel tasks like: reading four position sensors and 
controlling the motors speed at a time. The controller can 
perform such tasks only in serial mode. A serial control 
system can cause delays in controlling the actuator position 
or speed, situation unaccepted for rehabilitation robotic 
systems. By adopting a master – slave structure the control 
system can provide parallel control of sensors and actuators. 

An Atmel AVR microcontroller system was chosen to 
control the exoskeleton structure. The master controller is 
ATMega 328 which communicates on I2C interface with all 
other controllers. A serial communication with an external 
PC is required on the same controller. All sensors must be 
read by their specific programmed controller as follow: 

• Quadrature encoders read by ATTiny 2313; one 
controller for each encoder, (Fig. 2); 

• Gyroscope sensors communicate directly with the 
master controller via I2C, (Fig. 3). 

• Resistive force sensors read by ATMega32 control-
ler via ADC Port. In order to extend the number of 
force sensors a multiplexer will be used, if neces-
sary, (Fig. 4). 

The quadrature encoders have to be independently read 
by one controller in order to generate a stop signal precisely 
when the required position was achieved. The read program 
should be as short as possible otherwise steps are misread. 
If encoder sequence is included into the master controller 
program creates disadvantages like: when one encoder is 
read, the program is looped only in this sequence and the 
controller is disabled by the other tasks.  

The signal A of each quadrature encoder is connected on 
pin PD2 and the signal B to the PD3 pin of one ATTi-
ny2313 controller. The PD2 and PD3 pins are the external 
interrupts pins. The controller is programmed with the ex-
ternal interrupts are enabled and read on rising edge. When 
the signal A rises from 0 to logical 1 (+5V) then the pin 
PD3(encoder signal B) is state checked; if the value of the 
pin is 0 then the rotation direction is clockwise and if the 
value of the pin is logical 1 then the rotation is counter-
clockwise. Each time when the A signal rises an variable is 
incremented or decremented according with the direction. 

Reading angles by aid of variable resistors are also a 
good alternative. Here the potentiometers are read by an  
 

 

 

Fig. 2 Quadrature 
encoder 

 

 

Fig. 3 Gyroscope ITG 
3200 

 

 

Fig. 4 Force sensor 
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ATMega 32 microcontroller on analog port. The potentio-
meter wiper has to be connected on the joint shaft. The 
voltage drop on the variable resistor is read by the analog 
comparator port PA0 to PA3 one pin for each potentiome-
ter. In this case is not required to have different controllers 
for each sensor. The values are read independently of each 
port and the value is compared with the zero set value or 
start position. 

Force sensors are read in the same manner as the variable 
resistors for angles measurement. The controller used is 
another ATMega 32. The scope of using another controller 
is to have the possibility to control the ERF or MRF brake. 

The ERF brakes are driven by boost converters, one for 
each brake. When the force rises to a desired value, the ERF 
force controller must maintain the force value by controlling 
the voltage on the ERF brake. Another case is to use MRF 
brakes. In this case the brakes are controlled by a magnetic 
field generated by a coil, [6]. The coil is drove by a BD239 
transistor controlled in pulse width modulation (PWM) by 
the force controller, (Fig. 5). 

B. Motors and Brakes Drivers 

The DC Motors are drove by the controller ATTINY2313 
that read the encoder, (Fig.6). The according PWM signals 
are software set with the desired values received from PC. 
Pins PB7 and PB6 are set high according with the desired 
direction. The direction signals are feeding the inputs of 

L293 motor driver. The L293 motor driver, receive the 
PWM signals and generate outputs according with the direc-
tion and the PWM signals, (Fig.7). These signals are  
controlling the H bridge transistors in order to amplify the 
current up to 25 A required by the DC motors, (Fig. 8), [6]. 
Fig. 9 shows the force controller and the electrical diagram 
of the ERF brake amplifier circuit. The ERF brake is varies 
the output torque in respect with the intensity of the electric 
field applied on the ERF. The field intensity is given by the 
boost converter output. The output is adjusted in respect 
with a desired value by the PWM signal that triggers the Q1 
switch, [7]. Because of the high voltage obtained an opto-
coupler is used to separate the control board by the high 
voltage board. The Boost converter PWM signal is generat-
ed by the same controller used for reading the force sensors.  

 

Fig. 6 The motor and quadrature encoder controller 

 

Fig. 5 The control block diagram of the exoskeleton 
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Fig. 7 L293 motor driver connections 

 

Fig. 8 Final stage amplifier – H bridge  

 

Fig. 9 ERF brake final stage amplifier and force controller 

IV. CONCLUSIONS  

Exoskeletons, in our days, used as rehabilitation systems 
are powerful systems that raise the rehabilitation process ton 
a high level of development. The microcontroller based 

control system becomes a necessity in order to control all 
the exoskeleton modules according with the exercises pro-
posed by the therapist. Moreover this type of controlling 
system is flexible over a range of different users with differ-
ent grades of disabilities. The communication with an  
external PC offers the possibility to load system parameters 
and acquired data into a database for further use and  
analysis. 

The proposed innovative ERF braking system allows ex-
ecution of active exercises with different variation functions 
and in respect with an imposed force. 
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Abstract— Ageing is associated with progressive degrada-
tion of physiological functionalities. Especially sarcopenia 
associated with loss of skeletal muscle mass, force and function 
strongly impairs mobility and autonomous living of senior 
citizens in their later years. Neuromuscular training based on 
non-invasive electrical stimulation could be a powerful and 
cost effective countermeasure capable of substantially delaying 
immobility and maintaining independent living.  

An electrical stimulation system was developed, with special 
focus on the requirements of safe and easy use by elderly per-
sons, even if their cognitive abilities and fine motor skills ap-
pear diminished. The system is intended for neuromuscular 
training of the anterior thigh (quadriceps muscles). 

The portable stimulation system consists of a control unit, 
providing an optimized user interface (simple and error-
avoiding operation), and two stimulation modules, supplied 
and controlled via cable connections and carrying integrated 
electrodes and fixation means. Each stimulation module con-
tains a microcontroller for data management and impulse 
generation, a power output stage for delivery of biphasic rec-
tangular, charge balanced and voltage controlled impulses, 
and a measurement unit for recording of muscle twitch pat-
terns (integrated accelerometer sensors) and electrode imped-
ance (impulse current). 

During operation an implemented compliance monitor 
permanently stores data on timing of stimulation, changes in 
parameter adjustments and recorded twitch and current val-
ues for later off-line analysis via a Visual Studio C# program, 
supporting guidance of training by supervising physicians. 

In a validation study 5 subjects tested the system for obser-
vation periods of up to 10 weeks with 2 weekly training ses-
sions of 3x6 minutes, in the first 2 weeks and sessions of 3x10 
minutes duration in the remaining period. 

The recorded data proved both failure free system opera-
tion and consequent use of the system in line with guidelines by 
all subjects, thus enabling valid correlation of training activity 
with physiological follow-up assessments on muscle function, 
morphology and molecular biology.  

Keywords— Neuromuscular electrical stimulation, muscle 
training, sarcopenia, mobility, elderly 

I. INTRODUCTION 

The process of aging is associated with a variety of dege-
nerative changes in the human organism. Especially the 

progressive loss of neuromuscular functionality, reduces 
and inhibits mobility of elderly persons, sooner or later 
reaches a disability threshold and in final consequence leads 
to loss of independent living.  

Reduction of muscle mass and muscle function, generally 
described by the term "sarcopenia", are obvious macroscop-
ic indications accompanying growing mobility deficits, can 
act as predictors for coming disabilities [1]. Studies report a 
decrease in isometric knee extension torque of in average 
40% between 25 and 80 years old subjects [1]. Pronounced 
aging dependent degeneration is also depicted in the micro-
scopic scale: Histological analyses show reduction of mus-
cle fiber size and metabolic shift towards slow twitch type. 
Electron microscopy documents degeneration and loss of 
cellular excitation contraction coupling (ECM) units, reduc-
tion in mitochondrial density and structural disassembly of 
contractile protein structures [2].  

Other studies show that active exercising can dramatical-
ly improve muscle strength and functional abilities of elder 
individuals [3,4]. An extensive review confirms strong 
evidence that neuromuscular electrical stimulation (NMS) is 
an efficient possibility for increasing muscle strength and 
maintaining muscle performance through periods of hypo-
kinetic conditions [5].  

The aim of our work was development of an efficient, 
safe, easy to handle and cost effective methodology and 
associated equipment for maintaining mobility of elderly 
persons and substantially delaying their reach of disability 
threshold. This method builds on neuromuscular electrical 
stimulation applied as regular home-based training under 
professional supervision and guidance on the basis of per-
manently recorded compliance data.  

Special demands had to be considered on reduced cogni-
tive and fine motoric ability of operating technical equip-
ment autonomously in home environment. Further specific 
requirements were simple, robust and easily cleanable con-
struction principles. 

II. MATERIAL AND METHODS 

The home based electrical stimulation training targets  
the anterior thigh muscles, quadriceps femora, which are 
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essential for safe and self-confident stand-up and sit-down 
maneuvers as well as walking on up- and downwards tracks 
and stair climbing. For safety reasons the training is exclu-
sively applied in sitting position and knee extensions were 
performed unilaterally in alternating sequences of left and 
right leg (Fig. 1). 

 

 

Fig. 1 Stimulation setup with subject in sitting position and alternating 
NMS supported voluntary knee extension of left and right leg 

Training needed to remain restricted to minimal need of 
time and to avoid complicated handling and sensible dis-
comfort to ensure regular application over longer time pe-
riods. Therefore, the NMS-training protocol was limited to 
3x6 minutes, twice weekly, for an accommodation phase of 
two weeks and further on 3x10 minutes twice a week for 5 
weeks and three times weekly for the remaining 4 weeks. 
Parameters were pre-evaluated with respect to sensibly 
well-accepted impulse width, frequency and burst shape. 
Accordingly biphasic rectangular impulses with 300 µs per 
phase were delivered at a frequency of 60 pps (pulses per 
second). Activation bursts had a length of 3.5 s including an 
initial amplitude ramp of 0.5 s and an inter-burst pause of 
4.5 s. Voltage-controlled impulse delivery was chosen to 
avoid unpleasant sensations in case of partial conductivity 
loss at electrode skin contact surface respectively loosening 
of contact during operation. Adjustment of intensity levels 
was left to the subjects’ discretion with the rule to go for the 
maximum intensity still perceived as comfortable and read-
just any time if felt to be necessary. To improve motivation 
and add neuromuscular coordination tasks to the exercise 
design stimulated extension was combined with voluntary 
extension with the subjects instructed to perform full knee 
extension and add the necessary voluntary effort to the 
stimulated support. 

Study: 5 subjects, 1 male, 4 female, were included in the 
validation study, the observation period was nine weeks. In 
the initial accommodation phase of two weeks, the subjects 
performed 2 weekly sessions with 3 times 6 minutes (45 
contractions per leg) of continuous training and 5 minutes 

rest in-between. For the further period activity was in-
creased to 3 weekly sessions with 3 times 10 minutes (75 
contractions) separated by 5 minutes pause. The study had 
been approved by the Medical Ethics Committee of the City 
of Vienna (decision nr. EK-08-102-0608) and subjects gave 
their written informed consent before their inclusion.  
Stimulation System: The developed stimulation system is 
the outcome of a series of prototype versions [6]. The actual 
model produced in a small series for the study is modular in 
design and relies on software based functionality. The user 
version consists of 3 modules: a central unit with 3 switch-
es, graphical display, microcontroller with interface circui-
try and rechargeable battery and 2 stimulation modules, 
each containing a coordinating microcontroller unit, stimu-
lation end-stage including voltage step-up converter and 
direct current (DC) decoupling current sensing and a 3D 
accelerometer sensor unit. The stimulation modules are 
linked to the central unit via multipolar cables for power 
supply, control and data exchange. An USB-cable with 
medical grade galvanic separation can be used to connect 
the central unit safely to any external computer for pro-
gramming and transfer of recorded compliance data (Fig. 2). 

 

 

Fig. 2 Basic design of the stimulation unit (right) and notebook interface 
with medical grade galvanic separation in the USB line (left) 

Details of the electronic circuitry of central unit and sti-
mulation modules are shown in Fig. 3. The heart of the 
main control unit is a microcontroller PIC32MX795F512L 
(Microchip Technology Inc., Chandler AZ, USA) responsi-
ble for control of internal peripheral modules. Stimulation 
protocol and compliance data are stored on a secure-digital 
(SD) memory card with a capacity of 4 Giga Byte (GB). A 
real time clock is used to synchronize stored data especially 
in long-time home-based application. The unit contains a 
Lithium Polymer rechargeable battery with 3.7 V and 
1500 mAh (milli Ampere hours) providing over 8 hours 
operation time. The battery is charged via Qi-certified wire-
less power link. The interactive user interface is reduced to 
a high contrast LC-Display, 2 multicolor status LEDs, 3 
colored membrane pressure point trigger switches (diameter 
20 mm) for command inputs and a 3D accelerometer sensor, 
which can trigger an emergency stop in case the user drops 
the unit and loses control.  
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Fig. 3 Block diagrams of central unit (upper scheme) and one stimulator 
module (lower scheme) with all main functional elements. 2 stimulator 
units are connected with multipolar cables for power supply and data 

exchange. 

Two multipolar cables for power supply and bidirectional 
data exchange are connected to the two stimulator units. In 
the lower scheme of Fig. 3 functional details of one stimula-
tor unit are displayed. The modules contain their own mi-
crocontroller (PIC32MX250F128D, Microchip Technology, 
Chandler, AZ, USA) for management of stimulus delivery, 
data recording and communication. Further main elements 
are a step-up voltage converter transforming the battery 
voltage to adjustable levels of up to 45 V as needed for the 
H-bridge based stimulation end-stage. To ensure strict 
charge balance, capacitors decouple the electrode terminals 
to ensure blocking of direct current even in case of any 
thinkable technical failure. Output current is permanently 
monitored and allows indirect monitoring of electrode im-
pedance. The integrated 3D-accelerometer-sensor has 3 
functions: it (1) monitors muscle twitches via displacement 
movements of the muscle belly with attached stimulator, (2) 
monitors the position of the thigh to enable or block stimu-
lation if subject is or is not sitting correctly and finally (3) 
detects mild shocks by strikes on the module case, which 
acts as an option for emergency shutdown. Current-, vol-
tage- and accelerometer signals are permanently sampled 
and are part of the compliance data record. A centrally 
placed multi-color LED acts as a simple status indicator for 
operation or failure of the module. The stimulator units 
further carry 2 conductive rubber electrodes (9 x 14 cm, 

Schuhfried Medizintechnik, Vienna, Austria), touch pro-
tected by a non-conductive silicone insulation layer, and 
applied via water soaked foam sheet pockets and soft elastic 
bands with Velcro fixation.  

The adjustment ranges for the most relevant parameters 
are defined in Table 1. 

Table 1 Stimulation parameter ranges 

 Parameter range 

Amplitude 3.0 V to +/-45 V 

Impulse width 2 x 50 µs to 2 x 1 ms 

Pulse rate 0.01 pps to 200 pps 

Burst duration 5 ms to 7200 s 

Inter-burst pause 5 ms to 7200 s 

 
Compliance monitoring is an important extension in sti-

mulator design, increasing motivation for accurate and regu-
lar application, as the subject is of course fully informed 
and aware of the data recording, and allows objective analy-
sis of impact of a training strategy and thus an effective 
guidance by therapeutic supervisors. In order to be efficient, 
a compliance monitor needs to have sufficient sampling 
capacity for fast transients, like impulse current traces, and 
enough storage capacity for recording over weeks. It is 
further essential, that an interactive graphical user interface 
displays extracted key features and time courses of relevant 
activities and changes in a clear overview for fast interpreta-
tion by medical personnel. 

In our stimulation device all actively applied protocols, 
adjustments of intensity and detailed shape of current im-
pulses and sensed muscle twitches are protocolled over 
time. The sampling rate for time dependent curves is 
83.3 kS/s (kilo-Samples per second), the available memory 
4 GB (actual SD-card, expandable). As current data sam-
pling per training session requires less than 1 MB (Mega 
Byte) of memory space there is room for theoretically more 
than 4000 sessions, no real limitation for any study. Timing 
is documented by storing time points read from the real-
time clock. Data pre-reduction is achieved by real-time 
analysis and extraction and storage of just exemplary data. 
An example is handling of impulse bursts, where number of 
inherent impulses, mean-, maximum- and minimum-
amplitude values and single representative impulses in full 
resolution sampling can be stored. 

The evaluation software is programmed in Visual Studio 
C# (Microsoft, Redmond, WS, USA). It allows import of 
the stored data from the stimulator unit and analysis and 
visualization of recent training activities as a whole and in 
relevant details. This software tool is designed as a versatile 
and flexible tool with a preserved complete set of imported 
raw data and basic functionalities for automated feature 
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Abstract— Along with the adoption of the Electronic Health 

Records (EHRs) a step forward had been taken in the health 
care industry as it becomes easier and less time consuming to 
store and retrieve information. The EHRs are free text format 
documents, where although a certain structure may exist, the 
information is usually spread across the entire document, with 
no standard specific structure. Our current work represents a 
step in providing an accessible format to EHRs. While the 
ultimate goal for structuring EHRs is knowledge extraction for 
assisting the medical diagnosis, the correct identification of 
terms in documents is essential. In order to do this, the paper 
deals with negation identification. We consider negation 
representing disjoint sets of concepts as it can be expressed 
with explicit terms and prefixed terms. Most of the medical 
negation terms expressed using prefixes are not usually found 
in common dictionaries that could help in identifying their 
truth values. We compare our approach with the standard 
NegEx[1] on a dataset of 2132 sentences, and report better 
performance (with 27% improvement of recall, with the cost of 
less than 3% degradation of precision) in negation identifica-
tion. We implemented a rule-based approach for identifying 
explicit negation and a vocabulary-based approach for the case 
when negation is expressed with prefixes. To the best of our 
knowledge, other works dealing with negation do not include 
an analysis negation expressed with prefixes, although in med-
ical documents it represents an important trait in communicat-
ing information. In contrast to the baseline algorithm, NegEx, 
and other similar systems, our approach automatically identi-
fies negated concepts and includes identification of negation 
expressed using prefixes.  

Keywords— Text Mining, information extraction, prefix, 
negation, Electronic Health Records, vocabulary 

I. INTRODUCTION  

Knowledge extraction from unstructured medical records 
is an important task in the development of medical decision 
support systems. In this attempt, structuring documents and 
identifying relevant items in free text is the first challenge 
which in turn faces, among others, the difficulty of detect-
ing negated terms. We present a method that identifies ne-
gation in medical discharge summaries. The method is 
based on simple regular expressions that match negation 
identifiers and word parsers that split compound words into 
prefixes and root words. The use for such a tool improves 

the quality of the information extracted from documents and 
thus, the development of better applications for assisting 
medical decisions. 

Extracting information and knowledge from narrative 
medical reports in free format has the advantage of both 
enhancing the current knowledge bases, provides the possi-
bility of designing new applications for (semi)automated 
decision systems and improving the quality of existing med-
ical systems. 

The analysis of the medical textual data offers informa-
tion like predicting adverse reactions by analyzing the  
interaction of drugs (when combined) or identifying co-
morbidity risks, forecasting possible conditions that may 
occur based on previous studies and cases, recommending 
investigations for a thorough diagnosis, suggesting diagnos-
tic or follow up. The availability of large amounts of data 
may seem convenient, but diverts from focusing on the 
significant data. A clinical discharge document in raw for-
mat informs about document structuring into chapters  
containing grouped information regarding: Symptoms, Dis-
eases, Diagnosis, patient’s Historical information, Medical 
procedures [2], Medication [3], Investigations, Demograph-
ic data or Follow-up information [4].  

Negation is part of the inter-human communication stat-
ing refusal, denial or changes opinions. Negation is used in 
mathematics, computer science or reasoning to change the 
truth value of sentences. In natural language negation has 
different connotations. The following two sentences gener-
ate subtle problems, because one of them states the com-
plete absence of tiredness ("I'm not a bit tired."), whereas 
the other sentence describes a condition of exhaustion ("I'm 
not a little tired.") [5]. 

Negation can be formulated using specific words (“not”), 
prefixes (“non”) or operators (“⌐”,“!”). The process of in-
formation extraction from text is preceded by several text 
preprocessing tasks that include understanding and disam-
biguating the concepts in the text. For example, there are 
two interpretations in the analysis of the concept “fever” in 
the text “The patient presented with no fever”. Depending 
on the focus of the analysis, the output could be “yes, the 
concept fever appears in the provided text” or “the concept 
fever is denied as the patient did not have a temperature of 
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over 35 degrees” when a semantically analysis of the con-
cept is performed. Among other missions, disambiguation 
encompasses a negation analysis task where the goal is 
identifying and analyzing the influence of negation and how 
it spreads on the entire sentence (“The patient did not 
present with fever, headache or ocular pain.”) and changes 
the meaning of the concepts. Some issues that may occur 
when performing text disambiguation by analyzing negation 
are that the negation identifiers may not be placed in the 
proximity of the term they negate; they can spread to other 
concepts and negate several terms and change the truth 
value of an entire sentence.  

Free text documents like medical discharge summaries 
are usually saved in databases. By interrogating them to 
obtain documents containing similar clinical content like 
patients with comparable symptoms or diagnosis, poor in-
formation may be delivered when data is improper interro-
gated. When negation particles are not considered with their 
specific meaning, much of the generated outcome may be 
erroneous. Thus, even though the generated output contains 
a matching of the symptoms, a semantic approach would 
not consider these results.  

The rest of the paper is organized as follows. In chapter 
II a description of similar systems dealing with EHRs is 
presented. Next, in chapter III the EHRs are briefly intro-
duced along with the advantages and disadvantages of their 
adoption. Our solution is detailed in chapter IV with the 
dataset description, experiments performed, and the results 
we obtained. The last two chapters present the conclusion  
of our work, future enhancements we propose and the  
references.  

II. RELATED WORK  

Extracting information from health records is a problem 
that many researchers tackled. Some steps involved in the 
information extraction process, especially the preprocessing 
ones, are language dependent – like loading specific word 
dictionaries and the grammar processing. Most researchers 
focus on specific information contained in the medical doc-
ument like symptom identification, diagnosis prognosis or 
coding [6], identification of follow-up information [7] or 
text disambiguation. Prediction of the disease from the 
content of a clinical discharge note is approached by Yang 
et all in [6]. Their goal is twofold: to identify explicit refer-
ences to diseases in text and predict disease when their 
evidence is not stated.  The mention of the explicit refer-
ences to diseases is estimated using the NegEx algorithm. 
The sentences are annotated with yes, no or questionable 
based on the concepts that are negated in each sentence. A 
combination of dictionary look-up, rule-based and Machine 

Learning methods are included in the proposed approach. 
An analysis of 507 discharge summaries is performed and 
the authors report promising results.  

The NegEx algorithm used in [6] is the most proeminent 
negation identification algorithms. Developed by Chapman 
et all. [1], the algorithm is based on regular expressions that 
identify the presence or absence of negation in medical 
documents. The authors report a specificity of 94.5 and a 
positive predictive value of 84.5% on 1000 sentences taken 
from discharge summaries. The regular expressions are 
written based on lists of negative expressions grouped into 
categories. The algorithm works by first specifying the 
medical term that must be identified. The stop words are not 
removed from the discharge summaries as these words may 
be included in the negative expressions provided by the 
negation lists. 

From a medical report, information regarding medical 
conditions, symptoms and diseases can be extracted and 
used later for establishing relations and diagnosis for similar 
inputs. One approach of extracting medication information 
is presented in [8]. Using linguistic pattern matching and 
semantic rules the authors propose extracting medication 
relevant information like medication name, dosage, 
mode/route, frequency and duration. A set of 547 discharge 
summaries are used in the analysis and the performance is 
reported from the analysis of 251 manually annotated dis-
charge summaries. The process consists in the following 
three steps: linguistic preprocessing that deals with sentence 
splitting and POS tagging followed by the dictionary inter-
rogation and pattern matching. The medication names and 
identifiers like common affixes are detected using a dictio-
nary of medication names. A second dictionary defining 
generic medication types is included in the system. The 
dictionaries are combined with the standard dictionary pro-
vided by UMLS. Also, a list of nouns, affixes and preposi-
tions that are commonly found alongside medication names 
is generated. 

In [9] the authors introduce the way negation is characte-
rized in Natural Language and present an approach of auto-
matically determining the scope and focus of negation. The 
frequency of the negation-bearing words in the corpus they 
use in their analysis leads to considering negation only the 
determiners not and n’t. The scope of negation was identi-
fied with 66% accuracy. As future enhancement of their 
work, the authors propose including the negation prefixes in 
determining the scope and focus of negation. They suggest 
removing the prefix and determining whether the word 
without prefix is still valid. When dealing with polyseman-
tic words, the authors suggest using a dictionary of  
antonyms. 
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III. ELECTRONIC HEALTH RECORDS  

A. What Are EHRs? 

As described in [10], the EHR “is a longitudinal electron-
ic record of patient health information generated by one or 
more encounters in any care delivery setting.” The EHR can 
also contain demographics, progress notes, problems, medi-
cations, vital signs, past medical history, immunizations, 
laboratory data and radiology reports. EHRs focus on all 
medical aspects of a patient and help find correlation be-
tween actual condition and previous investigations and 
conditions. [11]  

Although EHRs increase the quality of the medical ser-
vices and medical knowledge, there are also some aspects 
that make the adoption of EHRs more complicated. Some of 
the positive and negative aspects of EHRs are presented in 
the following.  

B. Advantages and Disadvantages of EHRs 

The EHRs are intended to keep track of the medical his-
tory and progress of a patient and also provide a legal doc-
ument distinctive to each patient. The advantages of the 
EHRs exceed their disadvantages in terms of patient health 
care. Most of the disadvantages are related to the require-
ments of implementing, acquiring and maintaining the  
system. 

a) Advantages 

The time required investigating a patient’s condition and 
establishing a diagnosis decreases and alongside the pa-
tient’s suffering as the medical history of the patient is easi-
ly accessible. The current condition of the patient becomes 
easier to be handled as the EHRs are provided with tem-
plates where the information is stored in a structured fa-
shion. Thanks to the electronic storing of the information, 
the medical tracks are harder to get lost and so are the elec-
tronic medical prescriptions. Due to easier access of the 
medical notes and the integration of medical resources, 
recent studies or treatments and more powerful information 
availability it the medical decisions are more accurate. 

b) Disadvantages  

The disadvantages of the EHRs include the costs of ac-
quisition and maintenance of the system. [12] Some of the 
medical staff may be reluctant to the adoption of the new 
system as it represents a new technology that requires time 
and money spent in training and learning. One disadvantage 
that may affect the patient is the problem of privacy because 
of the availability of the medical records that can be ac-
cessed by many people, some of them not being authorized. 

Also, because of the repeated access to the medical records, 
information may be altered. [13]  

IV. PROPOSED METHOD 

We present a method that identifies negation in medical 
discharge summaries. The method is based on simple regu-
lar expressions - that match negation identifiers - and word 
parsers - that split compound words into prefixes and root 
words. 

We propose a two-step approach for identifying negation 
in medical documents. The algorithm uses as input data 
clinical discharge summaries, presented in more detail in 
the Dataset section. The method is focused on the main 
forms of negation: expressed using specific words and with 
prefixes.  

The proposed algorithm analyzes negation using a com-
bination of two approaches. In the rule-based approach the 
words that introduce negation are matched with the content 
of the discharge summaries. In this case regular expressions 
are constructed. The second approach deals with negation 
identification expressed with prefixes where a bag of words 
approach is included to obtain a list of words to represent 
the documents. A set of discharge summaries are used to 
generate an initial vocabulary of roots that are used as  
reference when searching for prefix negated words. We 
included this approach as we noticed that the negation 
words expressed with prefixes are not included in common 
dictionaries. The medical terms like nontender, afebrile or 
nonfasting do not have a definition in WordNet and become 
difficult to be interpreted by a non specialized person who 
reads a medical document.   

A. Step1: Rule-Based Approach 

In order to identify negation a list of words that introduce 
negation included in NegEx is used. The words are orga-
nized into six lists: Pseudo negation terms - phrases that 
look like negation terms but do not negate the clinical con-
dition and are skipped when identified (“no increase”, “not 
extend”), Pre-condition negation term that are placed before 
the term they negate (“absence of”, “denies”), Pre-condition 
possibility terms (“rule out”, “will be ruled out for”), Post-
condition negation term placed after the term they are negat-
ing (“unlikely”, “is ruled out”), Post-condition possibility 
terms (“did not rule out”, “being ruled out”) and Termina-
tion terms that indicate that the scope of the negation term 
should end (“but”, “still”). 

By applying a stemming algorithm as preprocessing step  
the lists of negation determiners is reduced by 20%; thus 
reducing the size of the dictionary resulting in a faster 
matching algorithm. Also, it is likely that not all possible 
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representations for each expression is contained in the lists. 
Defining lists with root forms increases the matching prob-
ability between the text and the expressions defined. The 
removed entities are nouns present both in their singular and 
plural forms (“cause of/causes of”) together with different 
verbs occurring with several verbal tenses. For example 
these three entries from the PreConditionNegation list “was 
ruled out, is ruled out, are ruled out” are all set to their dic-
tionary form “is rule out”.  

Our solution uses Gate’s Annie tool [14] in order to im-
plement the pattern matching part of our proposed method. 
Annie relies on finite state algorithms and the JAPE lan-
guage. We defined lists for each negation list from NegEx 
and created a new jape processing resource where we added 
the rules for a grammar to identify occurrences of the ex-
pressions defined in the gazetteers in the provided text doc-
uments. By applying the pipeline on our corpus of medical 
documents we can estimate the performance of the system 
by analyzing the annotations generated. 

B. Step2: Vocabulary-Based Approach 

Using a Machine Learning approach for document filter-
ing, we implemented a negation identification approach that 
recognizes whether the words are prefixed with negation 
prefixes. As we are dealing with medical documents, the 
use of the specific terms is large and we assume that the 
negated concept occurs in the same document and set of 
documents without the negation as well; thus, the pair 
<concept, prefix_negated_concept> is likely to appear; for 
example <bloody, nonbloody>. Starting from this assump-
tion we propose creating a vocabulary using concepts  
obtained from a sample of discharge summaries. The voca-
bulary consists of unique occurrence of the words from the 
selected corpus of documents described in more detail in the 
Dataset section. The list of words is created by converting 
the corpus of documents into a bag of words. The steps 
involved in identifying the prefixed words are outlined in 
Figure 1. For each word in a new document it is verified 
whether it is a possible candidate to being prefixed. The 
possible prefixes are: out, anti, non, ir, a, un, dis, im. In 
Table 1 is briefly shown the meaning of each of these pre-
fixes justifying the reason they were selected.  

To avoid false positives, we created specialized rules for 
the prefixes, relying on the assumption that the length of a 
word without prefix should be greater than two characters. 
A new word is obtained by removing the prefix found in the 
beginning of the word. The word is then searched for in the 
vocabulary. If the word with no prefix is found in the bag of 
words, we consider that the word can exists in common 
language, so in this case we are dealing with a prefixed  
 

 
Fig. 1 Steps involved in the vocabulary-based approach 

word. When the word cannot be found in the vocabulary we 
draw the conclusion that the word is not prefixed.  

The two types of negations we tackle are disjoint sets and 
should be treated differently. The inclusion of prefixes in 
identifying negation is justified by the amount of negations 
expressed using prefixes which is significant in the medical 
domain. As presented in Table 3, almost 40% of all nega-
tions in the documents we analyzed are expressed using 
prefixes, so, handling prefixed negation in medical records 
makes sense. 

Table 1 Negation prefixes and their meaning 

Negation Prefix Meaning 
A, an Not, without 

Anti  Opposing, against 

Dis Negation, removal, expulsion 

In, il, im, ir Not, without 

Non  Absence, negation 

Un  Not, reversal, cancellation, deprived of 
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Table 2 Statistics of negation identifiers in documents 

Average negations/doc 8.31 

Average negation prefixes/doc 5.47 

Average negation and  negation prefixes/doc 13.78 

Average words/doc 730.92 

Average sentences/doc 59.22 

Table 3 Negation in documents - Statistics 

Word types Explicit negation Negation with prefixes

Number of words  1.14(%) 0.75(%) 

Number of negations 60.28(%) 39.72(%) 

A. Dataset 

The dataset we used in our analysis consists of clinical 
discharge summaries, and we refer to it as the MTSamples 
dataset. The documents describe the evolution of a patient’s 
status from the time they were hospitalized to the point of 
discharge with reference to past conditions. The documents 
were collected from [15] and are DE identified. We col-
lected a total of 100 documents, 36 being used for evalua-
tion and 64 in building a vocabulary. The documents used 
for evaluation were manually annotated for negation  
occurrences. 

A statistic of the distribution of the words in the docu-
ments is presented in Table 2. The 2132 sentences provided 
for analysis contain a total of 26313 words, 299 being 
words negated using explicit terms and 197 words are ex-
pressing negation through prefixes. The average explicit 
negation words per document is 8 while the average prefix 
negation words is 5.  

The performance of the baseline algorithm NegEx on our 
selected corpus of documents is presented Table 3 in col-
umn 2. Also, because the NegEx method does not include 
prefixes as negations, the recall in its case is unacceptably 
small. The evaluation of NegEx is performed on a dataset of 
1000 sentences whereas our own evaluation includes more 
than 2000 annotated sentences making our analysis more 
reliable. 

B. Experiments 

The experiments we performed consist in analyzing the 
content of clinical discharge summaries. In order to evaluate 
negation in a document, we go through the content of the 
document and verify whether the words may represent a 
negation that can be expressed with explicit words or if they 
are prefixed with a negation inducing prefix. If the word 
represents an explicit negation we analyze it using a set of 
regular expressions. If the word is prefixed with a negation 
prefix we feed it to the vocabulary-based approach and 

determine whether the root of the word is a real word and 
annotate it with as negation in case the result is positive.  

a) Evaluation of NegEx on the MTSamples Corpus 
To obtain accurate results we evaluated the performance 

of NegEx on our annotated set of documents. The selected 
test documents are fed together with the identified negations 
to the NegEx tool. NegEx easily identifies the negated con-
cepts determined by the words contained in the lists, but 
performs poorly in the case of prefix negation identification, 
as none of the negated words using prefixes is identified, 
thus resulting in a poor performance value for recall 
(46.63%), Table 4, second column. 

b) Exp1: Initial Evaluation 
The algorithm we proposed consists in a set of regular 

expressions used to identify explicit negation in texts and a 
vocabulary-based approach that is intended to identify nega-
tion expressed with prefixes. We evaluated the performance 
of the proposed algorithm on 2132 sentences. Due to the 
fact that we introduced the prefix identification method, an 
important increase in the recall (almost 20%) of the system 
is obtained when comparing to the performance of NegEx 
on the same corpus of documents. We noticed a small de-
crease in the precision of identifying negations (less than 
1%). The results of the evaluation are presented in Table 4, 
third column. 

c) Exp2: Evaluation on the Normalized MTSamples Dataset 
For the second experiment we normalized the content of 

the documents by applying a stemmer to extract the root of 
the words. The results we report with respect to NegEx 
represent again a small degradation of precision, but an 
important increase in the recall of the system of almost 
27%, as shown in Table 4 in the last column. As the recall 
of the system increases, in spite of the decrease of less than 
3% of the precision, we report an improvement in the nega-
tion identification in medical documents compared to the 
baseline algorithm. 

Table 4 Results 

Method NegEx Exp1 Exp2  

Precision (%) 100 99.39 97.84 

Recall (%) 46.63 65.92 73.63 

V. CONCLUSIONS AND FUTURE WORK 

We propose a system that automatically identifies nega-
tion expressed both with explicit terms and with prefixes in 
electronic health documents. We compare our approach 
with the standard NegEx[1] on a dataset of 2132 sentences, 
and report better performance (with 27% improvement of 
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recall, with the cost of less than 3% assumed degradation of 
precision) in negation identification. Our proposed solution 
deals with negation identification using a rule-based match-
ing algorithm and a vocabulary-based approach for identify-
ing negated concepts expressed with prefixes using a  
generated vocabulary from the medical documents. To the 
best of our knowledge systems dealing with negation ex-
pressed using prefixes are not yet reported in literature. We 
found only that Blanco and Moldovan [9] consider a similar 
approach as a future enhancement in determining the scope 
and focus of negation. 

The results of evaluating our solution are promising and 
as future work we propose testing our approach on docu-
ments from other domains. We want to extend the dictio-
nary we created by using the WordNet dictionary and  
implement a semantic approach to the negation identifica-
tion process using the definitions of the words.   
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Abstract— Introduction: The need for an early identifica-

tion and treatment of the skeletal Class III malocclusion is 
accepted worldwide. The treatment success in class III patients 
depends on the malocclusion type and the case individualiza-
tion. The treatment choice is extremely difficult, and increases 
with involvement of the skeletal and occlusal structures. In 
certain situations, when growth pattern is unfavourable, com-
bined surgical-orthodontic treatment needs to be applied. The 
aim of this paper is to discuss some aspects of the skeletal class 
III malocclusion. Subjects and methods: patients who ad-
dressed our Orthodontic Department, in Cluj-Napoca, Roma-
nia, during 2010-2013. Twenty-five subjects, diagnosed with 
class III malocclusion have been studied. The diagnosis has 
been established clinical and paraclinical. The treatment was 
individualized in each case based on patient’s age and diffi-
culty index of the malocclusion. Lateral cephalometry was 
used to assess skeletal pattern before and after treatment. 
Skeletal vertical and horizontal relationships were evaluated 
according to Tweed, Sassouni and Hasund/Segner. Statistical 
data processing was performed using the Statistica 7.0 soft-
ware version for Windows, using the Principal Component 
Analysis (PCA) and the Varimax method. Results and discus-
sion: There were encountered associated anomalies: mandible 
shift (20%), asymmetries (20%), crowding (40%), canine  
impaction (4%), open bite (4%), tooth transposition (4%). 
Nineteen patients (76%) were treated without extractions; 6 
patients (24%) had tooth removal (bicuspids or first molars). 
Six patients (24%) were treated by orthodontic treatment and 
orthognathic surgery. Conclusion: A stepwise analysis influ-
ences the individual treatment of skeletal class III malocclu-
sion, which predicts the treatment choice: orthodontic  
treatment or a multidisciplinary approach.  

 
Keywords— class III malocclusion, lateral cephalogram,  

orthodontics, orthognathic surgery 

I. INTRODUCTION  

The need for early identification and treatment of the 
skeletal Class III malocclusion is accepted worldwide. In 
class III patients the success of the treatment depends on the 
malocclusion type and the case’s individualization [1]. The 
treatment choice is extremely difficult, and it increases with 
involvement of the skeletal and occlusal characteristics. In 
certain situations, when growth pattern is unfavourable, a 
combined surgical-orthodontic treatment has to be chosen 
[2]. The difficulty of the case increases when class III mal-
occlusion is associated with open bite or mandible shift. The 
treatment needs to be individualized [3]. The treatment plan 

should include all the patient's symptoms. The treatment 
type is chosen depending on the patient's symptoms and on 
the analysis of the lateral cephalogram.  Usually the ortho-
dontic treatment precedes the surgical treatment, having the 
role to correct the jaw discrepancy and to obtain proper 
teeth alignment. The surgical approach involves commonly 
both, the maxilla and mandible, being in accordance to the 
skeletal and occlusal modifications of the malocclusion 
[4,5]. The maxilla is enlarged and jaw surgery is performed 
to establish occlusal harmony [6,7].  

The aim of this paper is to discuss the management of 
skeletal class III malocclusion. 

II. MATERIAL AND METHODS 

Twenty five patients (14 females and 11 males, 
SD=4.89) with class III skeletal malocclusion (selected 
through a prospective method from patients who were re-
ferred to our orthodontic department, from Cluj-Napoca, 
Romania between 2010 and 2013 (treated by an orthodon-
tist, VT) with ages between 6 and 23 were studied. Lateral 
cephalometry was used to establish skeletal pattern before 
and after treatment. Lateral cephalograms were performed 
directly with a 3D device (50–90 kV, 2–10 mA, exposure 
time 0.5-1.0 s). For ensuring the reliability of scanning, 
patients kept their teeth in centric occlusion during expo-
sure, whilst using the cephalostat system. Skeletal vertical 
and horizontal relationships were evaluated according to the 
methods described by Tweed, Sassouni and Hasund/Segner. 
Following variables were evaluated: patient’s age, the an-
gles FMA, FMIA, IMPA, SNA, SNB, ANB, Z, PrAF, 
IdBM, Ii, NSL-ML, NSL-ML, Go (in degrees) and the dis-
tances AO-BO, HFA, HFP, OB, OJ (in mm). Statistical data 
processing was performed using the Statistica 7.0 software 
version for Windows, applying the Principal Component 
Analysis (PCA) and the Varimax method in order to deter-
mine the correlation between different variables. The cepha-
lometric evaluation at the start of treatment showed the 
intermaxillary discrepancy in the antero-posterior and verti-
cal dimension (Fig. 1). After orthodontic and surgical  
treatment, occlusal balancing and improvement of the in-
termaxillary relationships and of the esthetics of the face 
could be noted (Fig. 2). Six months after appliance removal, 
the overlapping of the lateral cephalograms shows no ten-
dency to relapse and the maintenance of the results (Fig. 3).  



24 V. Ţărmure et al.
 

 
IFMBE Proceedings Vol. 44 

 
  

 

 

Fig. 1 Patient C.R., lateral cephalometric radiography, orthodontic stage, 
before treatment 

 

 

Fig. 2 Patient C.R., lateral cephalometric radiography, after orthodontic 
and surgical treatment 

 

 
Fig. 3 Patient C.R.: Segmented superimposition before treatment, and after 
orthodontic and surgical treatment. An improvement of the occlusal rela-

tionships and esthetics can be observed. 

III. RESULTS AND DISCUSSION 

Associated anomalies of the patients have also been di-
agnosed: mandible shift 20%, asymmetries 20%, crowding 
40%, canine impaction 4%, open bite 4%, tooth transposi-
tion 4% (Fig. 4). When considering the type of space 
achievement, nineteen patients (76%) were treated without 
extractions; six patients (24%) have been treated by tooth 
removal (bicuspids or first molars). Regarding the treatment 
type, orthodontic or orthognathic treatment, six patients 
(24%) have been treated by orthodontics and orthognathic 
surgery, the other 19 patients (76%) being treated only 
through orthodontic methods.  

 

 
 

Fig. 4 Associated anomalies of the study group (SD=3.6) 
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Among the studied variables we aimed to identify the ex-
istence of certain groups of variables that were correlated to 
each other. The Principal Component Analysis (PCA) is a 
factorial analyzing method used in highlighting the associa-
tion pattern between variables. The problem of determining 
the common pattern among certain variables was solved by 
applying numerical and geometrical methods. Thus, the 
variables have been represented through points on the unit 
sphere. From the analysis of the own values which measure 
the amount of variance due to each main component, there 
have been identified eight factors (principal components).  
In order to simplify the interpretation of the principal com-
ponents, we used the Varimax method. This indicated as 
significant those components that had the correlation coeffi-
cient higher than 0.70, thus remaining only two principal 
components for analysis: Factor 1 and Factor 2. The optimal 
factorial solution is that with two extracted factors because 
they explained a maximal amount of variance.  Proportion 
of variance explained by the first factor was 31.82%, the 
second explained 18.62%. Consequently, the cumulative 
percentage of variance accounted for by the first two factors 
was 50.44%. Figure 5 suggests that the factor rotation does 
not change the proportion of the total common variance 
explained by the first two factors.  

The PCA method suggested that the anterior facial 
height, Wits’ appraisal, SNA angle, anterior-posterior in-
termaxillary relationship (recorded by the ANB angle), 
IMPA angle, FMIA angle and overjet have varied to the 
contrary with the profile type (Sassouni) and the Z angle 
(Fig. 5.a). To the contrary, the SNB angle, the SNA angle 
and patient age have varied to the contrary with the lower 
face angulation (shown by the NSL-ML angle) (Fig. 5.b). 
On the other hand, FMA angle, NL-ML angle and the go-
nial angle (measured by the Ar-Go-Me angle) have varied 
to the contrary with the SNB angle (Fig. 5.c.).  

Functional and esthetic disorders of patients with class 
III malocclusion can be observed even since the temporary 
dentition. These situations require the establishment of an 
early treatment plan, case monitoring and careful treatment 
planning of all treatment stages. Treatment choice is more 
provocative the higher the degree of the skeletal and dental 
involvement of the malocclusion. The orthodontic and com-
bined orthognathic treatment is challenging, depending on 
the extent of the skeletal deformity, the degree of dental and 
soft tissue compensations and the patient’s concern.   

 

 
a. 

 

 
b. 

Fig. 5. PCA method analyses 
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c. 
 

Fig. 5 PCA method analyses 

IV. CONCLUSIONS  

A well planned analysis, step by step, of each case influ-
ences the individual treatment of the skeletal class III mal-
occlusion, which predicts the option of an orthodontic or 
combined treatment: orthodontic and surgical. Early diag-
nosis is very important to control the evolution of the mal-
occlusion, because otherwise the orthodontic treatment 
remains just a preliminary step of a multidisciplinary  
treatment.  
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Abstract— Facial asymmetry may be caused by facial nerve 
dysfunctions, as in the case of facial paralysis. The aim of this 
study is to evaluate the usefulness of manipulated digital im-
ages in facial paralysis diagnosis, to determine facial attrac-
tiveness, emotional perception and the level of knowledge 
among students of the Faculty of Dentistry. The results show 
that facial symmetry plays an important role in assessing facial 
attractiveness, and emotional perception is influenced by the 
presence of smile or smile mimicked by the asymmetrical 
pulling of the oral commissure. In conclusion, manipulated 
digital facial images facilitate the diagnosis of facial palsy or 
paralysis. On the other hand, these images are partially imper-
sonal and cannot accurately convey the emotional experiences 
of the subjects. 

Keywords— digital images, facial asymmetry, facial 
paralysis, facial palsy, perception  

I. INTRODUCTION  

Facial asymmetry is present in both the face and the body 
starting with the intrauterine period. The two hemibodies 
apparently develop independently, so that the development 
of the human body is more often asymmetric than symme-
tric [1]. Usually, the right hemiface is wider than the left 
one, causing a slight deviation of the chin to the left [2]. The 
lower third of the face most frequently shows asymmetry 
compared to the other parts of the face [3]. 

The most obvious asymmetries are caused by the asym-
metrical contraction of facial muscles [1]. Facial asymme-
tries can have multiple causes: they can be congenital,  
developmental and acquired after illnesses or traumas [4, 5, 
6]. Among acquired facial asymmetries, we can mention 
facial palsy and paralysis. This is caused by peripheral or 
central damage to the facial nerve. Facial paralysis is cha-
racterized by static asymmetries due to hemifacial ptosis: 
the eyebrow is lowered, the eye is lagophthalmic, the tip of 
the nasal pyramid may be deviated towards the healthy part, 
the oral commissure is lowered and pulled towards the 

healthy side, hemifacial lines are effaced. These asymme-
tries become much more obvious during voluntary mimicry, 
when the paralyzed hemiface is immobile and pulled to-
wards the healthy side, and the occlusion of the palpebral 
fissure is partial. 

When we look at the facies of the person in front of us, 
we initially identify the person, and then we read the emo-
tional state transmitted [7]. Facial emotion perception de-
pends on the cultural psychology of a specific society [8]. 

The study undertaken by Eugene A. Chu et al. showed 
that in the first two seconds, the general population perce-
ives asymmetries in the eyebrows and the perception thre-
shold is 4 mm. If, however, the face viewing time is ten 
seconds, then eyebrow asymmetries and oral commissure 
asymmetries are simultaneously perceived. In this case, the 
perception threshold is 3 mm [9]. 

The aim of this study was to evaluate the utility of digital 
imaging and the level of the visual perception of facial 
asymmetry among fifth and sixth year students of the Facul-
ty of Dental Medicine of Cluj-Napoca. The facial attractive-
ness and the emotions transmitted to students watching 
manipulated digital images, as well as the interventional 
attitude and the level of knowledge about the diagnosis of 
the pathological condition were assessed.  

II. MATERIAL AND METHODS 

The study was conducted through a questionnaire con-
sisting of seven questions for fifth and sixth year students of 
the Faculty of Dental Medicine Cluj-Napoca, Romania, in 
the second week of the first semester of the 2012-2013 
academic year. The students expressed their written consent 
to participate in the study. The forms were anonymous and 
contained: 6 questions, the grading scale and the serial 
number of the projected images. Question number 7 was 
related to the diagnosis of subjects with facial asymmetry. 
This question was projected on the screen at the end of the 
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survey, and the students were asked to write the diagnosis 
on the form. Images of 12 subjects, 10 females and 2 males, 
previously created in Photoshop, were projected in Power 
Point. The images were manipulated so that clinical aspects 
of peripheral facial paralysis of different grades on the 
House-Brackmann scale were created (Fig. 1).    

 

    
             a.                            b. 

   
           c.                           d. 

Fig. 1 a. - Facial symmetry, b. - Grade II left peripheral facial palsy, c. - 
Grade IV right peripheral facial palsy, d. - Grade VI left peripheral facial 

paralysis 

 
Among facies images with right and left facial paralysis, 

symmetrical facies images were randomly inserted. The 
watching time for each image was 2 minutes, followed by 1 
minute, the time required for completing the questionnaire. 
Question number 7 was projected on the screen for 3 min-
utes after watching the 12 subjects, with the opportunity to 
answer in writing within this period. 

The degree of facial paralysis was established according 
to the House-Brackmann scale [10]. For each 0.25 cm shift 
of the oral commissure towards the healthy side, one point 
was given. The maximum score was 4 points for a 1 cm 
shift of the oral commissure. In the same way, one point 
was given for each 0.25 cm eyebrow lowering, with a 
maximum of 1 cm. Six grades could be obtained by the 
summing up of the two parameters based on functional 
deficit; of the six grades, grade I was normal (Table 1). 

Table 1 The House-Brackmann scale 

Grade Description Score Function % 

I Normal 8/8 100 

II Mild 7/8 76-99 

III Moderate 5/8 - 6/8 51-75 

IV Moderate-   
severe 

3/8 – 4/8 26-50 

V Severe 1/8 – 2/8 1-25 

VI Total 0/8 0 

 

 
The questionnaire with the 6 questions is shown in  

Table 2. 

Table 2 Questionnaire 

1. How do you assess the facial 
symmetry of the subject? 

1= symmetric facies  
2= slightly asymmetric 

facies 
3= asymmetric facies  
4= very asymmetric 

facies 
2. How is the facial appearance of the 

subject ? 
1=very unpleasant  
2= unpleasant 
3=neutral (neither 

pleasant, nor unpleasant) 
4=pleasant 
5=very pleasant 

3. What state of mind does the sub-
ject’s facies express? 

1=a very negative state 
2= a negative state 
3= a neutral state 
4= a positive state 
5= a very positive state 

4. How do you consider facial asym-
metry in subjects with an asymmetric 
facies? 

1=acceptable 
2=unacceptable 
0=no asymmetry was   
observed  

5. Would you suggest surgery for the 
correction of the facial appearance?  

1=yes 
2=no 

6. What feeling do you experience 
when you look at this facies?  

1= sadness 
2=anxiety 
3=joy 
4=pain 
5=concern 
6=optimism 
7=fear 
8=confusion 

 
The results were statistically processed using SPSS and 

Microsoft Excel. To compare the mean ranks for two  
samples, the Mann-Whitney test was used (questions 1-3). 
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The χ² (square chi) test and the Fisher exact test for discrete 
variables (categorical, including dichotomous ones) were 
used (questions 4-7). The significance threshold for the tests 
used was α = 0.05. 

III. RESULTS 

The study involved 256 fifth and sixth year students. The 
participation rate was 54.7% for sixth year students and 
62.9% for fifth year students. Incomplete questionnaires for 
questions 1-6 were excluded, so that 96 fifth year student 
questionnaires and 112 sixth year student questionnaires 
remained valid. 

A. Perception of Facial Asymmetry  

Facial symmetry was observed by most students (81%) 
of the two years of study when they watched symmetrical 
faces. Facial asymmetry in subjects with grade II facial 
palsy (who had one eyebrow 2.5 mm lower than the other) 
was observed by 74% of fifth year students and 78% of 
sixth year students. In contrast, in the case of subjects with 
grade III facial palsy (with both a 2.5 mm lowered eyebrow 
and a 2.5 mm contralateral shift of the oral commissure), 
facial asymmetry was detected by a lower percentage of 
students (66%). The number of students who detected facial 
asymmetry increased with the increasing grade of facial 
palsy: IV, V and VI. There were no statistically significant 
differences between students of the fifth and sixth year 
regarding the assessment of facial symmetry of the subjects. 
There were statistically significant differences in the percep-
tion of facial paralysis (p < 0.001) between grade I and the 
other House-Brackmann grades, between grades III and IV, 
and also between grades IV and V. 

B. Facies Attractiveness     

A proportion of about 75% of the students in the two 
years of study found symmetrical faces to be the most at-
tractive. Although facial symmetry was present in both 
subjects 4 and 9, the face of subject no. 9 was seen by a 
greater number of students as more attractive than the face 
of subject no. 4. Although subjects with grade III facial 
palsy showed facial asymmetry, their faces were considered 
by more than half (53.6%) of the students as attractive. In 
the case of the subject with grade II facial palsy, although 
facial asymmetry was of only 2.5 mm, his face was consid-
ered attractive only by approximately 30% of the students. 
For grades IV, V and VI, with the increase of facial asym-
metry, the proportion of students who considered the faces 
unattractive also increased. There were no statistically sig-
nificant differences in the assessment of facial attractiveness 
between fifth and sixth year students. 

 

C. Facies Expression    

Symmetrical faces were considered by almost half of the 
students (48.5%) as being neutral, and only 38.2% of the 
students considered them as being positive facial expres-
sions. Instead, the faces of subjects with grades II and III 
facial palsy were considered by 60% of the respondents as 
being positive facial expressions and by only less than 10% 
of the students as being negative facial expressions. The 
face of the subject with grade VI facial paralysis was found 
to express a positive state by more than one third (35.5%) of 
the students. In contrast, subjects with grade V facial palsy 
were assessed as having a positive facial expression by only 
11.6% of the students. Statistically significant differences 
between fifth and sixth year students were obtained in the 
assessment of neutral (p = 0.005) and negative (p = 0.002) 
facial expressions. 

D. Acceptability of Facial Asymmetry and Interventional 
Attitude 

Facial asymmetry was considered acceptable for grades 
II and III facial palsy by approximately 80% of the fifth and 
sixth year students. More than half of the students (63.8%) 
assessed as acceptable the facial asymmetries of subjects 
with grade IV facial palsy, but approximately 80% of them 
assessed as unacceptable those of subjects with grade V, and 
the percentage of students increased to 90% in the case of 
grade VI facial paralysis. More than half of fifth and sixth 
year students would not indicate surgical correction of facial 
asymmetry caused by grade IV facial palsy. 

E. Emotional Perception 

Symmetrical faces and faces affected by grade V facial 
palsy mostly generated feelings of sadness among the stu-
dents. Feelings showing indecision and allowing for inter-
pretations such as anxiety, concern and confusion were 
mostly determined by subjects with grades IV, V and VI 
facial paralysis and with symmetrical faces. Positive feel-
ings of joy and optimism were determined in the highest 
proportion by subjects with grades II and III facial palsy. 
There were statistically significant differences between fifth 
and sixth year students regarding the emotional perception 
of the subjects’ expressions (p < 0.001). 

F. Level of Knowledge related to the Diagnosis of the 
Pathological Condition 

Sixth year students were able to establish the diagnosis of 
facial palsy or paralysis in subjects with facial asymmetry in 
a proportion of 63.6% compared to 23.2% of fifth year 
students. The proportion of students who gave no response 
was double among fifth year students compared to sixth 
year students. 
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IV. DISCUSSIONS 

The facial asymmetry perception threshold was 2.5 mm 
for three quarters of the fifth and sixth year students of the 
Faculty of Dental Medicine of Cluj-Napoca. This threshold 
is lower than the one determined by Chu EA et al. in 
general population observers. This difference is most likely 
due to the fact that the questionnaire was applied to a group 
of subjects trained to perceive and correct oral and facial 
asymmetries. 

Facial symmetry was an important but not the only 
element in the assessment of facial attractiveness. For 
almost half of the students, the feelings transmitted by 
symmetrical faces were neutral. This shows that digital 
images processed in order to achieve a perfectly 
symmetrical face are artificial and do not meet our social 
and cultural norms. Instead, the slight facial asymmetry in 
grade III facial palsy that creates the illusion of balanced 
asymmetry (the lowered eyebrow on one side and the 
contralateral shift of the oral commissure) was considered 
by more than half of the students as being a positive facial 
expression. This shows that mild and moderate facial 
asymmetries produced by digital imaging processing are not 
perceived as pathological aspects with a negative impact on 
facial expressiveness. Facial asymmetries were considered 
unacceptable by the vast majority of students only when 
they caused severe asymmetry (grades V and VI). 

The emotional perception was influenced by the presence 
of the smile or asymmetric smile mimicked by the slight or 
moderate pulling of the oral commissure. 

Although the succession of asymmetric faces was at 
random, two thirds of the sixth year students were able to 
determine the cause of facial asymmetry. Poorer results 
were achieved by the fifth year students as their knowledge 
of facial nerve pathology was limited. 

V.  CONCLUSIONS  

Manipulated digital facial images facilitate the diagnosis 
of facial palsy or paralysis. On the other hand, these images 
are partially impersonal and cannot accurately convey emo-
tional feelings. A digital image is unable to replace human 
and social interaction. 
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Abstract— We present a rule based system aimed to assist
the medical doctors in routine tasks. It suggests a diagnosis and
recommends a treatment for patients based upon their medical
history and current symptoms. The system employs free tech-
nologies which best match this purpose. The system relies on a
set of CLIPS rules implementing the standard medical guide-
lines which the doctors follow in the process of diagnosing and
prescribing drugs. Open Linked Data resources are used for rec-
ommending possible medication. The proposed architecture is
open and expandable so other technologies can be linked to im-
prove the results.

Keywords— rule based system, medical diagnosis, medical
protocols, CLIPS, SPARQL

I. INTRODUCTION

The need for a prompt and accurate medical diagno-
sis and treatment makes it necessary to offer the doctors
the technology able to accomplish this. Recent advances in
knowledge representation and reasoning offer solutions for
implementing systems able to assist physicians in obtaining
the relevant information and making the right decisions. Such
systems might benefit from at least two recent developments
in Romania. The first one is the introduction of the electronic
medical record (EMR), which gives access to the whole med-
ical history of one patient. The second is the implementation
of the medical protocols, designed to guide the doctors in tak-
ing proper actions in their daily activity.

In order to help the practitioners improve their accuracy
and promptitude in routine tasks, we created a system that
assists them in collecting data from patients, recommending
examinations, diagnosing the disease, deciding the treatment
and informing the patients about its details. This paper re-
ports on the decisions we have made when developing the
aforementioned system 1.

The system is primarily intended to help the doctors per-
form routine tasks in an automatic way, from investiga-
tion to diagnosis and treatment. It was not our purpose to

1A prototype of the system in form of a desktop application is avail-
able at http://cs-gw.utcluj.ro/~srazvan/prj/foc/FOC.tar.gz or upon request at
srazvan@cs-gw.utcluj.ro

emulate the whole reasoning process performed by an expert
in the field, but rather to "hard-wire" those decisions which
are standardized in the existing protocols, thus saving time
and effort from the practitioner.

The main contribution consists in the proposed design
which makes use of the available technologies and solutions
and the architecture to integrate them. For its functionality
and data source, the system relies solely on open access tools
and resources. In the same time, its structure allows easily
importing data from another sources as well. Another contri-
bution consists in defining the terms employed for describ-
ing the symptoms and reasoning upon them according to the
protocol. We had to identify and standardize a set of terms
used by the existing medical protocols and by the practition-
ers for describing the patient condition. The system also has
to make use of the medical terms recently introduced in our
country for reporting symptoms and investigation. The set
of terms in the aligned vocabulary is offered to the system
user via the system interface. This facilitates describing the
patient data in a controlled way, thus allowing further pro-
cessing based on standard guidelines. In the same time, the
system should be able to exchange data with the national
EHR, so its architecture was thought to accommodate this
through the data format and the access points. The system is
able to interrogate Open Linked Data resources like Drug-
Bank (www.drugbank.ca) and present the doctor a set of
drugs which could be recommended for curing the disease.

The rest of this paper is structured in the following manner.
Section II details the system’s components and their func-
tionality. Section III presents a working example. Section IV
discusses some limitations of the system, as well as the
performance aspects and sketches possible optimizations.
Section V compares our system to some similar approaches.
Section VI is dedicated to conclusions and future work.

II. DETAILED SYSTEM STRUCTURE

The system is organized in several modules that cooperate
to produce the desired results. The overall architecture dia-
gram is given in Figure 1.

A database is used in order to store the user’s personal
information and medical history. The information from the
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Fig. 1 System architecture

database is retrieved with a webservice which create the link
between the database and the rest of the application. This
allows importing data from other sources, perhaps from the
national EHR. Another webservice is used for the CLIPS
module which is responsible for reasoning using a set of rules
written in the well known CLIPS language [1]. We chose the
CLIPS language for protocol representation since it offers a
flexible, declarative way for implementing rules. This makes
it appropriate for implementing medical guidelines, which
are known to be subject of a periodical review and update pro-
cess by the medical community. Both webservices are imple-
mented in C#. We use another webservice to bring the correct
medication for the patient from an online free drugs database
through SPARQL endpoint.

The front end of the application is structured in pages
which replicate the layout of the medical file where the med-
ical history of one patient is stored. A CLIPS rule based en-
gine is integrated in this module. It uses a set of rules which
actually implement the protocols. Based upon them, the rule
based engine suggests the needed lab workups, the diagnosis
and the treatment. Based on recommended treatment, the se-
mantic web module selects the required medication for that
patient from a series of drugs and also informs the patient
about the side effects of the drug and the dosage required
measured in tablets.

Once the doctor has filled in the fields of the form with
the personal data received from the patient, this data is stored
into a MySQL database via a C# webservice. The results of
the lab workups are also saved in the same database.

These data are further used by a multi step CLIPS mod-
ule, meaning that for the system to extract a valid diagnosis

for a patient, multiple iterations might be needed. That is be-
cause usually the lab workups results help in ruling out one
possible disease, but further investigation might be needed in
order to reach a unique diagnosis. Therefore, the process of
suggesting lab workups, receiving their results and drawing
conclusions might iterate several times.

We are going to illustrate the system capabilities with the
following scenario. One 11 years patient is brought to the
hospital by his parents for abdominal pain. The doctor estab-
lishes the pain is situated in the upper abdominal area, namely
in the right hypochondrium. The pain is permanent and local-
ized. The patient also reports cough and vomiting. Then, the
doctor proceeds to a physical examination and discovers the
patient also has fever.

Based on the information he has just learned, the doctor
would recommend a series of investigations for the patient.
Once the lab results become available, some of the diseases
are ruled out, but some more tests might be needed until one
single diagnose is established. After that, the doctor recom-
mends a treatment, typically in form of a medication, possibly
combined with some sort of diet.

The doctor’s behavior is guided by a set of guidelines
based on studies and on medical consensus. An example of
a rule from the abdominal pain protocol is given in Table 1.
These protocols rules are translated into CLIPS rules so that
the reasoning module could actually extract conclusions. The
rules are developed in a format that is generic enough so that
the system is scalable and offer the a degree of explicitness
so that the CLIPS module is not mislead. An example of a
CLIPS rule is presented in Listing 1 containing also some
conditionally logic meaning that the rule will be triggered by
any of the options from the "or" condition.

One issue we had to solve at this point was to deal with
the differences existing between the set of terms used for de-
scribing the symptoms (one of them is presented in the first
row of Table 1) and the terms used by the protocols (which
are exemplified in the second row of Table 1). The terms in
the first line belong to the set of Diagnosis Related Group
(DRG), a system used for describing the hospital cases for
health resources management which was recently adopted in
our country (see [2] for details).

In the same time, the terms on which the existing med-
ical protocols are grounded differ from those of the DRG,
so an alignment issue had to be solved. The alignment was
done manually and the corresponding sets of terms have been
build. This is used in the system interface: the content of its
drop-downs adapts dynamically, based on the prior selections
and the content of those sets.
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Table 1 A protocol excerpt

Step Possible value

Get Pain Type Upper abdominal pain
Localize pain Right hypocondrium

Left hypocondrium
Epigastric

Get Pain Type Local
Spread

Establish Gastro-duodenal ulcer
Possible Gastritis
Diagnosis Pancreatitis

Cholecystitis
Biliary Colic

Get associated Nausea
symptoms Vomiting

Biliary vomiting
Anorexia
Haematemesis
Diarrhea
Constipation
Haematochesia
Dehydration
Fever
Sweating
Cough
Haematuria
Disuria
Polakiuria
Weight loss

Order lab workups White Blood Cell
Hemoglobin
Inflammatory Markers
Liver Enzyme
Blood Glucose
Amylasemia
Electrolytes
Urinalysis
Stool analysis
Abdominal Ultrasound
Upper/Lower
gastrointestinal endoscopy
Abdominal Radiography

Establish Gastro-duodenal ulcer
Diagnosis Gastritis

Pancreatitis
Cholecystitis
Biliary Colic
Urinary Tract Infection
Dysmenorrhea
Anal Fissure
Appendicitis
Twisted Ovarian Cyst
Extrauterine Pregnancy

(defrule possible_diagnosis_DLPSA
(pain (name upper abdominal pain))
(or (localization

(name rightHypocondrium))
(localization

(name leftHypocondrium))
(localization

(name Epigastric)))
=>
(assert (pos-diagnosis

(index 1)
(name Gastro-duodenal_ulcer)))

(assert (pos-diagnosis
(index 1)
(name Gastritis)))

(assert (pos-diagnosis
(index 1)
(name Pancreatitis)))

(assert (pos-diagnosis
(index 1)
(name Cholecystitis)))

(assert (pos-diagnosis
(index 1)
(name Biliary_Colic))))

Listing 1 CLIPS rule example: possible causes for upper abdominal pain

Eventually, an exact diagnosis is generated and the doctor
decides whether the patient needs to be admitted in the hospi-
tal or if he can follow the suggested treatment at home. Based
on the established diagnosis, the system recommends a class
of medication, e.g. antibiotics.

The name of the recommended treatment is entered in a
SPARQL module, which uses JENA libraries to extract the
needed information on that drug via a SPARQL endpoint. We
chose the DrugBank database of drugs [3], which contains
extensive data on the nomenclature, classification, action, or
pharmaceutical properties of different drugs. We selected the
following pieces of information: commercial name, descrip-
tion, indication, toxicity and a link for further information.
The latter one provides the web address on RxList where
information on the drug dose is published. The system uses a
web parser to extract the dosage and the interaction informa-
tion. Based on the interaction information, those drugs which
cannot be prescribed to the patient for allergy/drug interac-
tion reasons are filtered out, so only valid medication is pre-
sented to the doctor for selection.

On the application interface the doctor receives the recom-
mended drug’s name, his interaction with other drugs and the
dosage based on the patient’s weight.
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III. A WORKING EXAMPLE

We conducted tests on different scenarios which might
come across when the system is used in real world situations.
This Section details the scenario in the prior Section in order
to illustrate the system capabilities (see Fig. 2).

In Step 1 we introduced the first two entries in the sys-
tem, pain and location of the pain. From the first item of
the first line of the matrix we select the "Pain". In that field
we selected "Upper abdominal pain". At his point, if we re-
quested the system to reason and extract a diagnosis, the re-
sult was just the possible diagnosis and it requested more
data; no precise diagnosis can be formulated. At a second
step we added the information about the patients complains,
age, the character of the pain, if it is intermittent or constant,
and if the pain tends to spread or not. So, after selecting
"Pain", on the same row in the next field we selected the
localization of the pain. In that field we selected "Right
hypocondrium". After we have selected the two options, the
reasoning process is started. As an effect of that action the
reasoning module returns us the possible diagnosis corre-
sponding to the selected options. This were "Gastro-duodenal
ulcer", "Gastritis", "Pancreatitis", "Cholecystitis", "Biliary
Colic".

In the third step, we introduced the other symptoms. We
selected the symptoms from the drop-down of checkboxes by
checking the box near every symptom. From that entity we
checked the boxes near "Fever", "Cough" and "Vomiting". In
the fourth step we select the "Character" of the pain. In that
field we selected "Constant" meaning the pain manifests itself
all the time. In the fifth step we selected "No" for the "Spread-
ing" field, meaning that the pain is localized in a small area
rather than a larger part of the abdomen. After filling these
data we repeated the reasoning process and the system replied
with the lab workups the patient needs to undertake: "White
Blood Cell", "Liver Enzyme" and "Electrolytes".

When the lab results become available, they indicate the
"White Blood Cell" parameter was in the normal range, the
"Liver Enzyme" value was "High" and the "Electrolytes" val-
ues were "Modified". Once they are introduced into the sys-
tem, A third reasoning process ended up with suggesting the
correct diagnosis for the patient, namely "Cholecystitis". The
system also suggested a treatment for this diagnosis: a class of
medications ("Antibiotics", in this particular case) and a spe-
cific diet ("Fat Free Diet"). It also recommends re-hidration
of the patient due to the modified level of electrolytes. All
these recommendations are made by a separate set of CLIPS
rules which implement the corresponding knowledge.

Since the system knows the class of drugs needed for treat-
ment, it will look up for the appropriate drugs. This is done by

the SPARQL module, which queries the Open Linked Data
endpoint about the drugs available in that class, adverse re-
action it might have when combined with other drugs or his
own side effects like headaches or fever. The system also cal-
culates the dosage based on the patient’s weight.

Fig. 2 Test scenario
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Diagnosis = Cholecystitis
Treatment = Antibiotics
Recommended drug = Amoxicillin
Adverse drug effects:
- Oxytetracycline and Amoxicillin:
Possible antagonism of action

- Demeclocycline and Amoxicillin
Possible antagonism of action

- Tetracycline and Amoxicillin
Possible antagonism of action

- Methotrexate and Amoxicillin
The penicillin increases the effect
and toxicity of methotrexate

- Minocycline and Amoxicillin
Possible antagonism of action

- Methacycline and Amoxicillin
Possible antagonism of action

Dosage = 25 mg/kg/day

From the displayed result we can observe the side effects
that the recommended medicine in this case "Amoxicillin"
has with various other drugs. The system also displays the
drug dosage. This is calculated based on the weight of the pa-
tient and the pharmaco-cynetical properties of the drug (e.g.
half life).

IV. DISCUSSION

Our system implements medical protocols used by the
hospitals in our country. Its main purpose is to speed up the
diagnose process by providing the doctor with suggestions
regarding the most common, routine decisions involved in
this process. All steps are consistent with the adopted termi-
nology, as well as with the existing protocols. Also by us-
ing protocols we have a standardization of the information
which makes it easier to further extend and update the sys-
tem. The system is able to explain the reasoning line of the
CLIPS module so the doctor can check its correctness. At
each point, the doctor may overrule the system’s suggestions
by modifying them, deleting or adding information.

The system’s interface is similar to the medical file and
the doctors can associate very quickly the elements. We also
reduced the human error factor in filling the forms by condi-
tioning fields based on another set of protocols and by offer-
ing the opportunity of importing the previous personal data
and medical history.

A strong point is speeding up the medication selection pro-
cess, from detecting the available products to rejecting the in-
compatible ones to informing the patient, as bounded by the
policies in our country, about the adverse reactions of a drug

and the effects of it if combined with other drugs.
A good point of the system is that it uses nonproprietary

technologies like CLIPS, C# or SPARQL, so a further devel-
opment and deployment will raise no royalty issues.

A drawback of the system and in particular of the ontology
that it uses for the extraction of the drugs is that without using
efficient filters it will provide to the system information that
is to broad for using it in real life situations. In the same time,
the need of parsing large volume of data might have a neg-
ative impact over the execution time. Right now, this is kept
at reasonable limits according to the doctors’ (i.e., ultimate
users) standards, but it remains a concern for us.

A limitation of the system is that its diagnoses are accu-
rate for a large number of diseases but it cannot perform like
an ideal doctor and have 100% accuracy with his diagnoses.
The system assists the physician in their work and can give
a strong and valid diagnosis for the diseases that are most
likely to appear, but for more complicated investigations the
doctor’s assistance is mandatory.

The system assessment has been done manually and on a
reduced set of scenarios. However, we intend to improve this
by a systematic test involving more diagnoses and doctors
scrutiny. Following the methodological line presented in [4],
we also intend to test the system in a programmatic manner.

V. RELATED WORK

The medical diagnose systems such as EasyDiagnosis
(http://www.easydiagnosis.com/) and Right Di-
agnosis (http://www.rightdiagnosis.com/) pro-
vide medical advise to a patient based on his complains.
These systems seem to rely on symptoms frequency rather
than on some standard protocols. The 5GL-Doctor Medi-
cal Diagnosis Software (5glsoftware.webplus.net)
is similar to some point to our own. Both systems are based
on matching rules on symptoms/signs/lab workups and gen-
erating short lists of possible diseases. 5GL-Doctor uses a
large database into which information is brought from vari-
ous web sources. The system’s vast rulebase allows it to take
into consideration the patient’s geographical region and ad-
just the result accordingly. Right now, our system is focused
on the protocols elaborated for our country.

The Kasimir system [5] uses Semantic Web technolo-
gies knowledge representation formalisms and open reason-
ing tools in order to assist decision making in oncology.

On the other hand, a number of guidelines [6] and/or pro-
tocols are collected and formalized in order to assist the doc-
tor. Paper [7] provides a collection of such algorithms, based
in part on extensive studies and in part on medical consensus,
for the gastrointestinal area. The paper [8] presents a more
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comprehensive set of procedures and computation resources
for a many medical applications.

In the area of medical ontologies, one significant re-
search line is presented in [9], aiming to develop a large
scale ontology for the medical field. Another progress
factor comes from the efforts of developing standards
for interoperability of health information technology (see
http://www.hl7.org/) in order to establish standards
for the emergent Electronic Medical Records. The Conver-
gent Medical Terminology comprises a set of over 75,000
terms used internationally in order to offer a common lexicon
to describe symptoms and diagnoses in a consistent manner.
However, integrating the set of existing ontologies and data
models remain a task for many researchers in the field. We
can mention, for example, an openEHR archetypes-based ap-
proach for bridging the gap between the Health Level Seven
(HL7) Virtual Medical Record standard and the ISO/CEN
13606 standard is presented [10].

VI. CONCLUSIONS AND FUTURE WORK

We presented the architecture and technologies used for
building a rule based system designed to assist the doctors in
their basic routine work. The system helps the practitioners
when consulting a patient and provides them relevant infor-
mation. It relies on free tools like CLIPS and on informa-
tion and extracted from freely available Open Linked Data
resources. The information extracted is the result of complex
queries over various resources both local and over the web.
One of the present paper’s contributions consists of identify-
ing the information resources and building the appropriated
queries. This job required making use of the terms which are
established in the medical practice and aligning them with the
concepts employed by the resources mentioned.

As a future work, we intend to extend the system into more
medical areas so it can diagnose a broader area of diseases
and improve the work of cross area doctors. For now the sys-
tem can extract diagnoses only for the gastroenterology area,
but in the future we want to expand the system so it will be
capable of offering assistance in other areas (e.g., neurology).
In the same time, the system should exploit more information
sources on drugs available on the web, which will required
developments in the natural language processing part.

We also want to create a mobile version of the system with
a more restricted functionality, mainly focused on interrogat-
ing the system about lab results, diagnosis justifying etc. For

the mobile platform we want to create a system that can au-
thenticate a patient and show to the doctor his medical history
data by scanning a QR code on a bracelet. This way, the doc-
tor could be more efficient in doing his job and not strictly
linked to the work station.
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Abstract— We present a system which implements a set of
Subjective Logic operators, namely conjunction, abduction, de-
duction and fusion. The system’s purpose was to investigate
some patterns in the medical reasoning and to see whether they
can be modeled using this subset of Subjective Logic. This ap-
proach would allow dealing seamlessly with rules of reasoning
whose uncertainty level adjusts once more evidence becomes
available. Our system allows assessing the rule confidence level
in a programmatic way, based on the data stored in a database
containing the previous patient examinations. It is also able to
reason based on those rules and the input from the patient and
to justify the conclusion.

Keywords— medical expert system, subjective logic, JESS,
uncertainty models

I. INTRODUCTION

The medical field raises a couple of challenges to the clas-
sical methods of reasoning, mainly because of the inherent
uncertainty present in this area. The uncertainty comes from
the lack of a comprehensive theory of the field, the difficulty
of writing exceptionless rules for describing the causal rela-
tionships which exist between the entities and the practical
impossibility of performing all the investigations required by
a 100% guaranteed diagnosis [1].

The main shortcoming of the approach is the relatively
high cost associated with such a study, which might limit the
total body of knowledge which might be obtained. On the
other hand, doctors are definitely developing their own "rules
of thumb" once they accumulate enough experience. Such
rules further guide them in the diagnosis process by providing
valuable hints, even if they are not supported by a sound sta-
tistical survey. Building such rules and data to support them
would be of interest for developing an expert system for the
medical field. The rules might have associated a confidence
level, but most of the time this level is indicated by the user
rather than being computed based on prior evidence.

The main issue with the existing solutions is the proba-
bilities they rely on are either expensive to find or are ap-
proximated, but no information on how the approximation’s
reliability itself is retained. The work presented in this pa-
per aims to tackle this by employing Subjective Logic [2],

which explicitly takes uncertainty into account. It deals with
beliefs and operations on them in a manner similar to that of
the Dempster-Shafer theory [3, 4].

The contributions made are the following. First, we iden-
tified a subset of the Subjective Logic operators we believe
to be necessary for dealing with the reasoning patterns in the
medical field. By employing this set of operators, we may
seamlessly deal with both statistically validated rules and
with those which are build from user observation and express
their level of uncertainty accordingly. Then, we developed a
system1 which allows assessing the rule confidence level in a
programmatic way, as well as building new rules and adding
them to the system, together with the corresponding uncer-
tainty. Last, the system have the possibility to justify the rea-
soning process which lead to a specific conclusion.

The rest of the paper is organized as follows. Section II
introduces the basics of Subjective Logic. Section III presents
the set of operators selected for the medical domain. Section
IV shows the details of the implemented medical reasoner.
Section V positions the work in the field, while Section VI
concludes and sketches the intended future work.

II. SUBJECTIVE LOGIC FOR MEDICAL

REASONING

Subjective logic (SL from now on) is a type of proba-
bilistic logic that allows probability values to be expressed
with degrees of uncertainty. The idea of probabilistic logic is
to combine the strong points of logic and probability calcu-
lus. This means it has the binary logic’s capacity to express
structured argument models and the power of probabilities
to add degrees of truth to those arguments. Subjective logic
comes as an extension to probabilistic logic by adding the
uncertainty dimensionality to the probability values making
subjective logic suitable for reasoning in conditions of uncer-
tainty or incomplete evidence.

The need for uncertainty comes from the subjective char-
acter of the world we live in. We have to take into consid-
eration that whenever truths about propositions are assessed,
they cannot be stated with absolute certainty (like in stan-
dard logic where fact are considered either true or false or in

1Prototype available on request at srazvan@cs-gw.utcluj.ro or for down-
load at http://cs-gw.utcluj.ro/~srazvan/prj/slreasoner/SLReasoner.tar.gz
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probabilistic logic where to every fact a probabilistic value in
the range [0,1] is attached). Also belief ownership must be
taken into account because every assumption is made by an
individual so it cannot represent a general, objective truth. As
an example, one can consider two medical doctors who have
significantly different degrees of working experience. Sup-
pose both of them have to make an assumption regarding the
possible connection between a disease D and a symptom S.
Consider that the doctor with less experience has met in his
career that from 10 cases of disease D 8 present symptom
S while, on the other hand, the doctor with more experience
has seen that from 100 cases of disease D, 80 present the
symptom S. By using only probabilistic logic, one could in-
fer in both cases that "80% cases of disease D present symp-
tom S" which is correct in both cases, but what happens
with the significantly greater experience of the second doc-
tor? Shouldn’t that count in some way? Shouldn’t his opinion
be more relevant to the assumption compared to the opinion
of the less-experienced doctor? With the help of subjective
logic we can model better this situation by assigning smaller
value of uncertainty to the opinion of the more experienced
doctor while the opinion of the less experienced doctor will
receive a greater value of uncertainty.

As it can be seen, subjective logic can model more real-
istically real word situations and its conclusions reflect more
adequately the ignorance and uncertainties that necessarily
result from partially uncertain input arguments.

A. Experience and Opinions

SL argues that uncertainty involved in estimating the val-
ues of probabilities must be considered and assessed. The
theory’s basic block is the concept of opinion over a sen-
tence. Given a proposition x, the opinion ωx regarding the
truth value of x is defined as a quadruple ωx = (bx,dx,ux,ax).
Its components represent the degree of belief (evidence sup-
porting x), disbelief (evidence supporting¬x) and uncertainty
about the truth of x. By definition, they must sum up to 1. The
atomicity ax is a measure of the prior probability of the truth
value of x. Within this paper, we will focus on a universe of
discourse comprising only binomial, mutually exclusive sen-
tences (x and ¬x respectively), thus ax defaults to 0.5.

For example, one can assign a value of 0.7 to the belief cor-
responding to the sentence "The patient has gastritis", 0.2 to
the disbelief corresponding to the sentence "The patient does
not have gastritis" and the remaining 0.1 to the uncertainty
about the diagnosis. This one is due to the lack of perfect
knowledge over the diagnosis and can be seen as second order
probability (modeling uncertainty over a first-order probabil-
ities). In this case, ωx =(0.7,0.2,0.1,0.5)means the agent is-
suing sentence x (i.e. the medical doctor) beliefs the sentence

to a degree of 0.7; its negation ¬x to a degree of 0.2 and has
an uncertainty degree of 0.1 about it, possibly because of the
lack of complete evidence. The value of a is 0.5 as, so far, we
have considered only a binary universe of discourse for each
sentence.

Given ωx = (bx,dx,ux,ax), the corresponding probability
expectation value (a generalization of a classical probability
expectation), is defined by the formula below:

E(ωx) = bx + axux (1)

This definition corresponds to that of pignistic probability
in [5] and is consistent with the principle of equally dividing
frame belief among its singletons. The interpretation of ax is
the relative proportion of singletons of x.

As showed in [2], there exists a function mapping the ev-
idence space for a sentence (i.e. prior observations over its
truth) into opinion space. Based on this correspondence, sen-
tence opinions can be synthesized out of sequences of obser-
vations over those sentences. Opinions are further combined
according to specific operators to be defined later. The result-
ing algebra of opinions is equivalent, both from the point of
view of semantics and expressiveness, with the distributions,
but it has the advantage of being much more efficient from
the computational perspective.

If for the sentence x, we have r experiences supporting x
and s supporting ¬x, then the opinion’s components b, d and
u are computed in the following way:

⎧
⎨

⎩

b = r
r+s+2

d = s
r+s+2

u = 2
r+s+2

Some limit cases can be considered: b = 1 means logical
T RUE (probability 1), d = 1 means logical FALSE (prob-
ability 0), u = 1 means vacuous opinion (total uncertainty,
absolute lack of experiences) and b+ d = 1 gives the clas-
sical probability (no uncertainty). One should notice the lat-
ter case happens if the number of experiences is infinite. This
property will be used further in this paper, when our extended
formalism reduces to the original one when the number of ex-
periences approaches ∞.

III. A SET OF SL OPERATORS FOR MEDICAL

REASONING

This Section presents the SL operators employed for mod-
elling the uncertain reasoning for the medical domain on
which we have focused. Selecting them is one of the con-
tributions made by this paper. There exist a large range of SL
operations with the corresponding properties and applicabil-
ity. To our best knowledge, this is the first attempt to build a
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subset of operations which are appropriate for modelling the
reasoning in the medical field.

A. Conjunction

For ωx = (bx,dx,ux,ax) and ωy = (by,dy,uy,ay), their con-
junction ωx∧y, has the following components:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

bx∧y = bxby +
(1−ax)aybxuy+ax(1−ay)uxby

1−axay

dx∧y = dx + dy− dxdy

ux∧y = uxuy +
(1−ay)bxuy+(1−ax)uxby

1−axay

ax∧y = axay

Conjunction applies when the hypothesis of a rule is
composed of more than one premises. In order to find
the total opinion of the hypothesis we need to com-
bine the premises’ opinions. E.g. IF bacteria has a spi-
ral shape (first premise) AND Urease test is positive
(second premise) THEN bacteria is Helicobacter Pylori (con-
clusion). In opinions we have ω1 = (0.7,0.2,0.1,0.5) and
ω2 = (0.6,0.3,0.1,0.5) respectively, then their conjunction
is ωhypothesis = (0.4,0.51,0.09,0.25).

The definition of the conjunction was first introduced in
the paper [6], where is called normal binomial multiplication
and is denoted by the operators ·. The operation is shown to
be very good approximation of the analytically correct opera-
tors applied to the Beta probability density functions. Whilst
the exact operations quickly become unmanageable, their SL
counterparts preserve the simplicity thus allowing analyzing
complex models [2]. The outcome, albeit approximate, will
approach the exact results as the uncertainty decreases.

B. Abduction

In the medical field it is considered that every symptom
attached to a disease is an effect of it. What our system tries
to do is to discover the disease when knowing the symptoms,
meaning that in our case we know the consequent and we
try to find out the antecedent. The Subjective Logic Operator
that reasons in this direction is called the Abduction Operator.
The formula for this operator is omitted for brevity reasons;
it can be found in [7].

Every rule in the system that matches a given symp-
tom and asserts a new medical fact as a diagnose
uses the Abduction operator. For example, for the rule
D_GA -> S_AP 2000 1000 (where 2000 represents the
number of cases of Gastritis, while 1000 is the number of pa-
tients with Gastritis which presented Abdominal Pain) know-
ing that "Abdominal Pain(S_AP)" symptom is present, we
compute the opinion of the diagnose "Gastritis(D_GA) with
the Abductive Operator, taking into consideration

• ωx the opinion related to the symptom x (i.e. Abdominal
Pain)
• ωx|y the opinion of the fact: "presence of symptom x in

case of disease y (i.e. Gastritis)"
• ωx|y the opinion of the fact: "presence of symptom x when

it is not the case of disease y"

in the formulas above.
For example, if the user chooses the Abdominal Pain

symptom from the list, with the intensity of 0.74 out of
1, it means that an SL opinion for this medical fact will
be generated with the values ωx = (0.74,0.26,0.0,0.5). By
proceeding further, the rule engine will match the rule
D_GA -> S_AP 2000 1000meaning that the aforemen-
tioned symptom is an effect of the Gastritis disease. This rule
has requires three opinions in order to generate the opinion of
the proposed diagnose through abduction:

• ωx the opinion of the symptom

• ωx|y the opinion of the fact:"symptom x is present in case
of disease y"

• ωx|y the opinion of the fact:"symptom x is present in case
of no disease y"

Having ωx = (0.74 0.26 0.0 0.5), ωx|y =
(0.49 0.49 0.02 0.05) and ωx|y = (0.83 0.0 0.17 0.5)
we obtain the opinion of the diagnose ωGastritis =
(0.58 0.36 0.6 0.5). In other words, we "believe" that
this is the correct diagnose with 58%, we "don’t believe" this
with 36% and we are "uncertain" with an amount of 6%.

C. Deduction

We use it if we have information about the antecedent and
want to find out about consequent. For example, for the fol-
lowing medical rule:

IF the bacteria has a spiral shape
THEN the bacteria is Helicobacter Pylori

meaning that we use input data (symptoms and/or tests) to
deduce the existence of another symptom and not a disease.
Deduction has the same formula as in the case of Abduction
but with the conditionals inverted [8]. We need three opinions
in order to deduce the opinion of conclusion: ωx (the opinion
of the hypothesis), ωy|x (the opinion of the fact that y is true
when x is true) and ωy|x (the opinion of the fact that y is true
when x is not true). A relevant numerical example would be to
consider: ωx = (0.1 0.8 0.1 0.5) (i.e. approximately 10% of
the bacterias have spiral shape), ωy|x = (0.3 0.65 0.05 0.5)
(i.e. approximately 30% of the spiraled bacterias are
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Helicobacter Pylori) and ωy|x = (0.2 0.7 0.1) (i.e. approxi-
mately 20% of bacterias that don’t have spiral shape are He-
licobacter Pylori). We deduce ω = (0.21 0.69 0.10 0.5).

D. Fusion

It can be the case that two rules can abduce the existence of
the same disease. That means that in the working memory of
the engine will exist two medical facts that correspond to the
same disease but have different opinions. We need to "fuse"
those facts into a single, final fact. The intuition is that a pa-
tient with 2 symptoms of a disease D is more likely to have it
than a patient having only one of the symptoms. The opinions
are merged using the Cumulative Fusion Operator [9].

For example, if the user chooses two symptoms from the
list: Abdominal Pain and Pirosis with intensities 0.74 re-
spectively 0.27, it will trigger two rules from the rule en-
gine:D_GA -> S_AP 2000 1000 and D_GA -> S_PI 2000
600. We observe that both rules propose the same Gas-
tritis diagnose. It means that, by means of abduction, two
facts corresponding to this diagnose will be generated: ω1 =
(0.58 0.36 0.6 0.5) and ω2 = (0.25 0.74 0.1 0.5) . With the
help of the Fusion Operator, we combine these two interme-
diate results and we propose a final Gastritis diagnose with
the opinion: ωGastritis = (0.26 0.73 0.1 0.5).

IV. DETAILED SYSTEM STRUCTURE

A. Objectives

Our objective was to develop an interactive rule-based ex-
pert system that will help in the medical diagnosis process.
The system will use subjective logic to model the facts and
the rules that form the knowledge base of the system and also
adequate subjective operators will be used in the reasoning
process.

Our intention is to extend the probabilistic logic reason-
ing by adding uncertainty values to rules and facts so we can
model the degree of confidence we attach to each knowledge
data.

Regarding the knowledge acquisition, the system will be
able to model rules that are deduced from specialized medical
studies, rules that come from doctors’ own experience that
are not yet validated by studies and also it will be able to
build rules automatically by learning from medical patients
databases.

The application flow will be as follows: the user will se-
lect symptoms from a list together with their intensity level as
input and the system will display possible diagnoses as a re-
sult ranked by the degree of belief and the expectancy value
for that diagnose. The user can select one of the results to

Fig. 1 Structure of the system

receive justification and further explanations for it in a graph-
ical manner. The system will provide also functionality for
updating the rules that form the knowledge base.

The system is organized into separate dedicated modules
as presented in Figure 1.

The user interacts with the system via a user interface
which allows him to select from a list of possible symp-
toms or medical tests (e.g. Abdominal Pain, Pirosis, Fever,
Sour Taste, Biopsy Test, Amylase Test). Also for the input,
the user selects the intensity level to which the symptom is
present (i.e. a scroll bar with values from 0 - "no pain" to
100 - "excruciating pain" ) or the test has proved positive or
negative. The output is presented initially as a list of possi-
ble diagnoses ordered by their belief degree and expectancy
level. The user can select one of the diagnoses and ask for
justification. The justification comes in form of a deduction
graph tree that shows how the conclusion (i.e., the diagnose)
was inferred given the input (i.e., the symptoms).

A set of rules have been written in JESS (Java Expert
System Shell), an efficient forward chaining rule based sys-
tem. The rules we have written implement on top of JESS
a very simple inference engine which is able to represent
Subjective Logic rules and facts (see Listing (see Listing 1
and 2) as JESS facts and to combine their respective opin-
ions according to the Subjective Logic operators. The Coef-
ficients Module computes, for every generated fact, its corre-
sponding opinion. It is designed as a JESS script containing
functions that manipulate JAVA objects representing the Sub-
jective Logic operators of Deduction, Abduction and Fusion.
Their justification will come later in this paper.

The knowledge base represents the set of all the rules the
engine tries to reason with. These rules act as a model for the
expertise provided by a doctor or a medical study. The rules
in this form can be translated as follows: from 2000 cases
of Gastritis(D_GA), 1000 subjects presented Abdominal Pain

IFMBE Proceedings Vol. 44



Preliminary Experiments on Using Subjective Logic for Reasoning on Diagnosis 41

(S_AP) or from 1000 cases of Pneumonia (D_PN), 950 of
them presented symptoms of Fever(S_FV). This form is im-
plemented as a JESS rule (see the sample Listing 1).

(defrule r1 "D_GA -> S_AP 2000 1000"
(medicalFact
(description S_AP)
(opinion ?b ?d ?u ?a)
(index ?i))

(parameter (rule r1)
(params ?p1 ?p2 ?p3 ?p4 ?p5 ?p6 ?p7))

=>
(bind ?list
(computeResult ?b ?d ?u ?a

?p1 ?p2 ?p3 ?p4 ?p5 ?p6 ?p7))
(bind ?newI (sym-cat r1 - ?i))
(assert (medicalFact

(name Gastritis)
(description D_GA)
(opinion (nth$ 1 ?list)

(nth$ 2 ?list)
(nth$ 3 ?list)
(nth$ 4 ?list))

(rule r1)
(symptoms ?i)
(subsum 0)
(index ?newI)
(type D))))

Listing 1 A JESS rule implementing a reasoning step

Every rule tries to match a fact from the working mem-
ory representing a symptom. Each symptom has attached an
opinion (belief, disbelief, uncertainty). Also every rule has
a parameter fact that serves as a support for the Subjective
Logic Operator that will be used in order to deduce a diag-
nose.

The working memory consists of two types of facts: ones
that represent a medical fact that can be either a symptom or
a diagnose and facts that serve as rule parameter base when
computing the opinion values for the results.

(deftemplate medicalFact
(multislot name)
(slot description)
(multislot opinion)
(slot rule)
(multislot symptoms)
(slot subsum)
(slot index)
(slot type))

Listing 2 Medical Fact template

The database contains medical records describing pa-
tients’ symptoms in a hospital and the corresponding diag-
nose. It can serve as an input for the Rule Learner Module or
to update existing rules’ parameters from the user interface.
It is updated periodically as new patients are added.

In the diagnosis phase, the doctor first introduces the
symptoms of the patient. They are converted into opinions
with no uncertainty and a belief equal to the symptom’s inten-
sity selected on the interface. Then, the reasoning process is
started and the results are presented the user Here, the results
can be sorted by the Expectancy or Belief. Distinguishing be-
tween the two is possible within the framework of the Sub-
jective Logic only. Belief could be interpreted as "reasons to
support the diagnosis", while Expectancy is a combined value
which incorporates both the supportive reasons for a diagno-
sis and the reasons due to the uncertainty component of the
computation. It is up to the doctor to decide on which ground
the final decision is made. The justification of the reasoning
is available in form of a tree.

After the user checks the presence of a symptom and se-
lects its intensity, the opinion for the fact that is generated in
the working memory is computed as follows:

⎧
⎪⎪⎨

⎪⎪⎩

b = the scroll value from the interface
d = 1− b
u = 0
a = 0.5

V. RELATED WORK

Dealing with uncertainty in the area of Expert Systems
could be traced back to MYCIN [10] and PATHFINDER
[11]. Mycin was an early expert system that used rules en-
dowed with certainty factors to identify bacteria causing se-
vere infections and to recommend antibiotics, with the dosage
adjusted for the patient’s body weight. The rule for combin-
ing the evidence had some difficulties and was changed over
time. Our system will differ from the MYCIN-like medical
system on two important aspects. First, rather than using hu-
man obtained assessments of the certainty factors for rules
and diagnoses, our systems offers the opportunity not only
to express probabilities, but also to express how accurate the
probability estimations actually are. Second, our system is
able both to learn new rules from patients’ records and to ad-
just the rules parameters to match the newly acquired data.

One approach for dealing with uncertainty is the based
on graphs whose nodes model diseases and symptoms, while
the weighted arcs show their mutual dependence. The doctor
search for evidence able to discriminate among some mutu-
ally exclusive potential diagnoses. The lack of explicit uncer-
tainty might lead to counter-intuitive results because the lack
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of evidence for some disease might be interpreted as support
for another one. Our system allows the user to rank the po-
tential diagnoses either based on expected values or belief
levels. The former gives results consistent with the probabili-
ties, while the latter could be interpreted as how much support
we have for a specific diagnosis, but without artificially inter-
preting the lack of support for one disease as a support for the
opposite.

Paper [12] presents the rule-based automated induction
reasoning method based on rough sets, including exhaustive
search, post-processing procedure, estimation for statistic test
and the bootstrap and re-sampling methods. For the time be-
ing, we do not induce rules, but stick with the existing one
and only update their opinions.

VI. CONCLUSIONS AND FUTURE WORK

We identified a set of reasoning patterns used by the
specialists in the medical field and showed how they can be
emulated using the Subjective Logic operators of conjunc-
tion, abduction, deduction and fusion. We presented a system
which implements the operators and performed preliminary
experiments on the field. Our system allows assessing the rule
confidence level in a programmatic way, based on the data
stored in a database of previous patient examinations and to
justify the reasoning process which lead to a specific conclu-
sion. By employing this set of operators, we may seamlessly
deal with both statistically validated rules as well as those
which are build from user observation and express their level
of uncertainty accordingly.

As a future work, we first intend to conduct comprehensive
experiments for comparing the diagnosis accuracy versus the
human expert’s. So far, only a preliminary set of tests, on a
limited number of use cases, have been done. Then, we fore-
see testing it on a more comprehensive patient database in
order to identify the reasoning chain which might appear and
to test whether in this situation the conclusions of the system
match those of the medical experts. Automatically generat-
ing new rules and adding them to the system, together with
the corresponding opinions should also be explored.
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contribution in the system implementation.

REFERENCES

1. Russell Stuart, Norvig Peter. Artificial Intelligence: A Modern Ap-
proach. Prentice Hallsecond ed. 2003.

2. Jøsang Audun. Subjective Logic. Draft book 2013.
3. Dempster A. P.. Upper and lower probabilities induced by a multival-

ued mapping The Annals of Mathematical Statistics. 1967;38:325–
339.

4. Shafer Glenn. A Mathematical Theory of Evidence. Princeton: Prince-
ton University Press 1976.

5. Smets Philip, Kennes R.. The transferable belief model Artificial Intel-
ligence. 1994:191–234.

6. Jøsang Audun, McAnally David. Multiplication and Comultiplica-
tion of Beliefs International Journal of Approximate Reasoning.
2004;38:19–51.

7. Jøsang Audun. Abductive Reasoning with Uncertainty in Proceedings
of the 12th International Conference on Information Processing and
Management of Uncertainty (IPMU2008)(Malaga, Spain) 2008.

8. Jøsang Audun, Pope Simon, Daniel Milan. Conditional deduction un-
der uncertainty in Proceedings of the 8th European conference on
Symbolic and Quantitative Approaches to Reasoning with Uncer-
tainty(Berlin, Heidelberg):824–835Springer-Verlag 2005.

9. Jøsang Audun, Diaz Javier, Rifqi Maria. Cumulative and averaging fu-
sion of beliefs Information Fusion. 2010;11:192–200.

10. Shortliffe Edward H., Buchanan Bruce G.. A model of inexact reason-
ing in medicine Mathematical biosciences. 1975;23:351–379.

11. Heckerman D.E., Horvitz E.J., Nathwani B.N.. The Pathfinder project
report ksl-90-08Medical Computer Science Group, Section on Medical
Informatics, Stanford UniversityStanford, CA 1990.

12. Ai-Ping LI, Yan Jia, Quan-Yuan WU. On Rule Induction Method Based
Rough Sets in Diagnostic Expert System in Proceedings of the 2006
International Conference on Hybrid Information Technology - Volume
01ICHIT ’06(Washington, DC, USA):392–398IEEE Computer Society
2006.

IFMBE Proceedings Vol. 44



 

S. Vlad and R.V. Ciupa (eds.), International Conference on Advancements of Medicine and Health Care through Technology,  
IFMBE Proceedings 44,  

43

DOI: 10.1007/978-3-319-07653-9_9, © Springer International Publishing Switzerland 2014  

Design of a Multi-site Electrical Stimulation System for Transcutaneous Lumbar 
Posterior Roots Stimulation 

M. Krenn1, S.M. Danner1,2, A. Schweiger1, U.S. Hofstoetter1, K. Minassian1, and W. Mayr1 
1 Center for Medical Physics and Biomedical Engineering, Medical University of Vienna, Vienna, Austria 

2 Institute for Analysis and Scientific Computing, Vienna University of Technology, Vienna, Austria 

 
Abstract— Lumbar posterior roots in humans can be acti-

vated by transcutaneous electrical spinal cord stimulation 
(tSCS). This method employs paravertebral stimulation and 
can be used to control spasticity and modify gait patterns in 
people with upper motor neuron dysfunctions. Furthermore, 
when single stimuli are applied reflexes are elicited in all lower 
limb muscle groups simultaneously, posterior root-muscle 
reflexes, which can be used for electrophysiological studies. It 
is important to control stimulation settings and site. Here, a 
novel multi-site stimulation system is presented. The stimula-
tion module is based on a microcontroller and delivers biphas-
ic, voltage-controlled pulses with amplitudes up to +/-45 V. The 
stimulator is controlled and powered by a computer using the 
Universal Serial Bus (USB) data link. Software-controlled 
stimulation allows flexible parameter settings. The stimulator 
integrates a measurement unit, which records pulse shape and 
electrode impedance. An electrode array, based on a flexible 
printed circuit board  with 8 gold coated square electrode 
contacts (1x1cm2) in a row on a flexible polymer base foil. 
These foil strips provide access lines and mechanical fixation 
means to assemble 2-dimensional array configurations. A 3x8 
contact configuration was tested for delivery of impulses to the 
skin surface above the rosto-caudal spinal cord in combination 
with an abdominally placed 200cm2 reference electrode.  

Selectivity in eliciting reflex activity in lower extremity 
muscle groups could be demonstrated with potential advantag-
es in automated stimulation site adjustment and multi-site test 
procedures. 

Keywords— posterior root muscle reflex, voltage-controlled 
stimulator, electrode array 

I. INTRODUCTION  

Electrical stimulation of the human lumbosacral spinal 
cord via transcutaneous electrodes can elicit muscle 
twitches in multiple lower limb muscles [1]. These res-
ponses result from synchronous depolarization of Ia afferent 
fibers within the posterior roots and the subsequent mono-
synaptic activation of motor fibers innervating the lower 
limb muscles [2]. Furthermore, it has been shown that epi-
dural spinal cord stimulation can elicit functional move-
ments, locomotor-like activity and extension of the lower 
limbs, in motor complete spinal cord injured individuals [3, 
4]. Transcutaneous spinal cord stimulation is used for a 
noninvasive investigation of neural circuits of the lumbar 

spinal cord in human [3] and is a promising method for 
neuromodulation applications, like reduction of spasticity 
and modification of gait [5]. Currently, the stimulation 
technique is based on a simple setup. Usually, two small (5 
cm diameter) stimulation electrodes are placed paraverte-
brally between T11-12 and a large indifferent electrode over 
the abdomen [1]. However, due to anatomical differences 
between patients the positioning of the paraspinal electrodes 
can be a very time consuming procedure. Furthermore, 
when the body position (supine, prone and standing) is 
changed a rearranging of the electrode position becomes 
necessary. 

The aim of this project was to develop a flexible stimula-
tion system consisting of an USB-powered stimulator that is 
controlled by a computer, and an electrode array for focused 
delivery of stimuli. 

The requirements on the system were as follows: The 
computer application must enable the user to adjust ampli-
tude, pulse width and frequency of the applied pulses. Pow-
er consumption of the output stage should not exceed 500 
mA in order to enable USB powering. Furthermore, simul-
taneous recording of stimulation voltage and current should 
be implemented, that allows monitoring of load impedance. 
The multi-electrode array has to be made from flexible 
material, since it has to adapt perfectly to the shape of the 
subject’s body surface. Moreover, each electrode pad of the 
array should be activated independently. 

Fig. 1 Stimulation system: A computer controls the stimulator (A),    
medical graded USB insulation (B), one channel electrical stimulator (C), 

adapter board (D) and electrode array (E) 
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II. STIMULATION SYTEM 

The electrical stimulator is powered and controlled by a 
computer (Fig. 1) whereas a galvanic isolation ensures basic 
safety for the subject. Every pad of the electrode array can 
be switched on independently via an adapter board. 

Controller. The stimulator is controlled using a 32-bit 
microcontroller PIC32 (PIC32MX250F128D, Microchip 
Technology Inc., Chandler, AZ, USA) that operates at a 
clock frequency of 32 MHz. The supply voltage of the mi-
crocontroller is in the range of 2.3 V to 3.6 V. The used 
peripheral features of the microcontroller include an I2C 
module, a 10-bit analog digital convert (ADC) and a USB 
2.0-compliant module. The stimulation pulse timing was 
derived from a 32-bit timer with a resolution of 1 µs. There-
fore, the PIC32 controlled two main functions, first the 
generation of the pulses to stimulate the neural system and 
second to manage the communication with the computer.  

Power Supply. The stimulation module is USB-powered 
and therefore supplied with a voltage range from 4.75 V to 
5.25 V [6]. According to the specification the USB port can 
deliver up to 500 mA. The USB-port is protected using 
reset-able fuses with a switch-off threshold of 500mA 
(13.2 V, 0.15 Ω) in the power line. Microcontroller and 
other integrated circuits (IC) were supplied with 3.3 V, 
using a positive voltage regulator (TPS73133, Texas In-
struments Inc., Dallas, TX, USA). For human safety the 
USB-data-link and power path were galvanically isolated 
from the PC using an USB-port isolator ADuM4160 (Ana-
log Devices, Norwood, MA, USA) and a DC/DC converter 
ISQ0505 (XP Power Limited, Singapore, SG). 

Generation of stimulation pulses. A boost converter 
(LM3488, Texas Instruments Inc.) was used to generate the 
stimulation voltage level. The output voltage was set using a 
resistor array (Table 1) connected to the feedback input, 
which allowed a digital control of the step-up converter. 
The linear increment of the output voltage was around 360 
mV. The rectangular, symmetric biphasic stimulation pulses 
were generated via a full-bridge driver A4973 (Allegro 
MicroSystems, LLC, Worcester, MA, USA). This compo-
nent generated the positive and negative stimulation pulse 
and was directly controlled by the microcontroller. 

Electrode array. The electrode array with 3 x 8 contact 
pads was made from a flexible printed circuit board (Fig. 6). 
The material of the base foil is polyimid, the contact pads 
(10x10 mm) are gold coated copper layers. The indifferent 
reference electrode was positioned on the abdominal skin 
surface using two 8 x 13 cm electrodes (STIMEX, Schwa-
Medico GmbH, Ehringshausen, Germany). To increase 
application flexibility each electrode pad is contacted sepa-
rately from the interface board. The interface integrated 
switching ports allowed activating or deactivating of each 
stimulation array contacts independently. Joining arbitrary 
pads to form one cumulative electrode allowed modulation 
the induced electrical field configuration. 

 

Table 1 Output voltage (Uout) of the step-up converter, RRES is the resulting 
value of the parallel resistor array of R81 to R88. According to a desired 
Uout the open drain outputs of the microcontroller are open “0” or closed 

“1”. R88 was 560 kΩ and R89 was 18 kΩ. 

R81 R82 R83 R84 R85 R86 R87 RRES UOUT 

1 kΩ 2 kΩ 4 kΩ 8 kΩ 16 kΩ 32 kΩ 64.9 kΩ (kΩ) (V) 

0 0 0 0 0 0 0 560 1.34(1) 
⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞  ⁞ 
0 1 0 1 0 1 0 1.523 16.02 
0 1 0 1 0 1 1 1.488 16.38 
⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞  ⁞ 
1 1 1 1 1 1 1 0.507 45.65 

(1) minimum output voltage is equal to UUSB, i.e. 5 V  
 

III. MATERIAL AND METHODS 

Electrode array. The electrode array with 3 x 8 contact 
pads was made from a flexible printed circuit board (Fig. 4). 
The material of the base foil is polyimid, the contact pads 
(10x10 mm) are gold coated copper layers. The indifferent 
reference electrode was positioned on the abdominal skin 
surface using two 8 x 13 cm electrodes (STIMEX, Schwa-
Medico GmbH, Ehringshausen, Germany). To increase 
application flexibility each electrode pad is contacted  

Fig. 2 Basic stimulator design consisting of a microcontroller, an output 
stage and peripherals for data acquisition 

Fig. 3 Schematic of the boost converter. L1 = 100µH; IC1 = LM3488, T1 = 
FDMS86103L (Fairchild Semiconductor), D1 = STPS3150 (STMicroelec-
tronics), R80 = 50mΩ, RFUSE = MF-NSMF050-2 (Bourns Inc.), values of 

R81 to R89 (see Table 1) 
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separately from the interface board. The interface integrated 
switching ports allowed activating or deactivating of each 
stimulation array contacts independently. Joining arbitrary 
pads to form one cumulative electrode allowed modulation 
the induced electrical field configuration. 

Testing of stimulation module. An ohmic load resistor of 
500 Ω was used to verify the generate stimulation pulses 
and current consumption to the module. Stimulation para-
meters were either 2x250 µs or 2x 500 µs at a stimulation 
rate of 50 pulses per second. The amplitude was increased 
in steps of 300 mV up to the maximum intensity. 

Verification of the stimulation system. The system was 
verified in a preliminary measurement performing lumbar 
spinal cord stimulation in a subject (male, 28years) with 
intact nervous system. The study was approved by the Eth-
ics Committee of the City of Vienna, Austria. The stimula-
tion set-up (Fig. 4) consisted of an electrode array at the 
back with 8 levels and two large reference electrodes (8x13 
cm, STIMEX, Schwa-Medico GmbH, GER) over the ab-
domen. Each level of the array consisted of three electrodes 
strips and spanned 8 cm caudal and 4 cm rostral, centered to 
the interspinous space T11-T12 [7]. Every level was sepa-
rately addressed for stimulation. The stimulation parameters 
were kept constant during the whole trial. Biphasic, rectan-
gular and charge-balanced stimulation pulses with a width 
of 2 x 1 ms were delivered. Electromyographic activities 
were recorded in quadriceps (QM), and soleus (TS) bilate-
rally. At each level four responses were collected. 

IV. RESULTS 

The boost converter (LM3488) reached the maximum 
output voltage when all resistors (R81 to R87) were switch-
ed on, i.e. the microcontroller set value was 127. In that 
case, the measured output voltage of the boost converter 
was 45 V with a duty cycle of 90 % of the boost converter. 
The current intake was around 80 mA at the load configura-
tion 1. The current consumption over the whole output vol-
tage range and the output voltage of the stimulator was 
measured for different loads (Fig. 5). 

A verification measurement of the posterior-root muscle 
reflexes is presented in graphs Fig. 6. The responses of 
quadriceps and triceps surae were compared at two different 
stimulation levels (A and H of Fig. 6). The evoked muscle 
activation shows dependency to rostro-caudal changes of 
the stimulation site. Quadriceps reflexes were larger when 
stimulation was applied at the rostral site (A). The converse 
was the case for reflexes in triceps surae. At the time 0 ms 
the stimulation artifact is visible which can be identified in 
all muscle groups. 

V. DISCUSSION AND CONCLUSION 

Even though the distribution of the generated electrical 
field with transcutaneous electrodes is dispersed in relation 
to the target structures selective stimulation is possible to 
some degree [2]. 

Fig. 4 Electrode array which was placed on the back with self-adhesive 
hydrogel layer. Level D of the electrode array was in-line with the inters-

pinous space T11-T12. 

(A) 
 
 
 
 
 
 
 
 
 
(B) 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Current consumption of the stimulation module. The time signal 
current intake of the boost converter (A). Mean current consumption for 

increasing output voltage – amplitude set value (B).
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The presented stimulation system allows flexible stimu-
lation of posterior roots respectively spinal root structures. 
The computerized control, which was programmed in Visu-
al C# 2012, allows the user to control the stimulation ampli-
tude, pulse width and pulse frequency and enables the  
generation of various stimulation patterns. Additionally, the 
hardware is capable of measuring the stimulation voltage 
and current as well as the load's impedance, which provides 
valuable feedback during the stimulation [8]. The stimula-
tion system also detect and record application errors. 

Under real test conditions the current consumption of the 
output stage was acceptably low, which allows USB-port 
supply. The interface board enabled a fast relocation and 
change of the size and position of the cumulative electrode, 
even during stimulation patterns, eliminating the need to 
remove and reposition electrodes through optimization pe-
riods. Furthermore, the design allows every attached array-
segment to be supplied with a distinct signal. The electrode 
array combined with the self-adhesive hydrogel pads is easy 
to apply and, due to its flexible material, conforms well to 
the shape of the subject's body surface. The modular design 
of the arrays allows it to be expanded and placed as needed, 
maximizing the flexibility of the system. It has been shown 
that a single activated pad induces a focused electrical field, 
with only little crosstalk to surrounding tissue. 

Future steps include the improvement of the stimulator's 
hardware to enable delivery of higher stimulation voltages 

amplitudes and further refinement of the array design and 
selectivity of stimulation. Moreover, the adapter PCB's 
mechanical switches will be replaced by electrically con-
trolled ones in order to enable software induced activation 
and deactivation and real-time access to fields modulation. 

The presented stimulation system allows for fast posi-
tioning of the applied stimulation and enables novel neuro-
modulatory approaches by allowing complex stimulation 
patterns and electrical field configurations.  
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Fig. 6 Compound muscle action potential (CMAP) of the left (l) and right 
(r) muscle groups QM and TS. The stimulation intensity was 60 mA for 

level A and 45 mA for level H. The stimulation artifact (A) was present in 
all recordings. 
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Abstract–– Several imaging methods may describe the 

vascular pattern of a solid tumor and assess through this its 
benign/malignant character. Gray-scale ultrasound (US) 
represents the first method of detecting a liver tumor. Doppler 
US helps further in establishing the vascularization of the 
tumors and their architectural pattern. The detectability rate 
of intratumoral vessels is higher in Power Doppler 
comparative to B-flow, especially in deep seated lesions. 
Malignancy is suggested at contrast-enhanced US (CEUS) by 
hypoenhancing areas (in late phases) and washout (portal-
venous phase), but benign tumors with high-shunt flow, 
atypical focal nodular hyperplasias (FNH) and adenomas 
should not be excluded. Classical scintigraphy used alone had 
not specific images in FNH, adenomas, abscesses, cysts, 
hepatocarcinomas and pseudotumors; colloidal and in vivo 
labeled SPECT are important in diagnosing 
hemangiomas>2cm. There exists a correlation at liver 
angioscintigraphy (LAS) between increased hepatic perfusion 
index (HPI) values and large tumoral volumes (r=0.313, 
p<0.001) in benign tumors, although it is known that 
arterialisation usually correlates with malignancy. Lack of 
detection of the central scar in 60% cases of FNH at MR 
appears because of the large tumoral volume and/or 
underlying steatosis. Resovist administration enhances the 
diagnostic specificity in FNH and malignant transformed 
nodules. Dynamic imaging methods using contrast agents, 
always interpreted in the patient’s clinical and biological 
context, are important methods of investigation, used in order 
to enable positive and differential diagnosis in tumor masses of 
the liver.  

 
Keywords–– contrast-enhanced imaging methods, liver 

tumor, tumor vascularization 

I. INTRODUCTION 

Imaging techniques have increased importance in the 
assessment of any tumoral nodule, especially if this is 
located on chronic liver disease. Corroborating clinical 
imaging data and the comparison with pathological 
examination through different criteria and algorithms for 
prediction of malignant or benign etiology aims to establish 
a positive diagnosis. There are several noninvasive imaging 
methods of investigation, which can assess the 
vascularization in case of tumor masses of the liver. 

II. MATERIAL AND METHODS 

Our study including 348 patients with suspected benign 
liver tumors (35 of them having several masses at the same 
time), were investigated ultrasonographically (gray-scale 
ultrasound (US) and Doppler US with Logiq 7 (GE, USA) 
and Sonoline Si2000 (Siemens) devices, 46 of them were 
investigated also at Power-Doppler and B-flow, 38 
underwent also contrast-enhanced US (CEUS) with 
Sonovue. 261 of these tumors were evaluated 
scintigraphically by the tomographic scintillation camera 
SPECT Orbiter Siemens with parallel colimator of high 
resolution and low energy (203 with radiocolloid, 188 with 
in vivo labeled RBC), 109 by contrast-enhanced CT (CT 
Somatom Plus-4-Spiral-CT-Scanner (Siemens, Germany), 
and 29 by contrast-enhanced MR (Gd-chelate; Resovist; and 
Primovist) with a device of 1,0 T (Gyroscan Intera Philips, 
Netherland). If diagnosis could not be established only by 
US methods, following a diagnostic algorithm, scintigraphy, 
CT or MR, or even invasive techniques were used in order 
to have a positive diagnosis. Histological examination was 
considered the gold standard. The control group consisted in 
60 patients with malignant liver tumors. The studies on US, 
scintigraphy and MR were performed by us at the 
„O.Fodor”Regional Institute for Gastroenterology and 
Hepatology Cluj-Napoca and on CT at the Radiological 
Clinic of Mainz, Germany. In order to assess the statistical 
significance for quantitative variables we used the Mann-
Whitney, Kruskal-Wallis tests and Spearman correlation 
coefficient; association between qualitative variables was 
tested by Pearson Chi Square or Fisher Freeman-Halton 
tests and Phi and Cramer correlation coefficient.  

III. RESULTS  

A. Abdominal Ultrasound (US) 

The final diagnosis in our 348 patients-group, after 
corroborating imaging with invasive techniques (with final 
histological examination), included: 270 hemangiomas, 18 
focal nodular hyperplasias (FNH), 7 adenomas, 7 abscesses, 
1 angiomyolipoma, 25 biliary and 11 hydatid cysts, 6 
polycystic liver diseases, 13 fatty free areas, 5 focal 
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steatosis, 2 post-surgical scars, 1 neuroendocrine tumor, 1 
hematoma, 12 regenerative and 2 dysplastic nodules, 2 
portal cavernomas, 1 hepatocarcinoma (HCC), 1 
cholangiocarcinoma, and in 2 cases there co-existed 
hemangiomas with HCC and gastric carcinoid. The highest 
sensitivity (94.81%), and specificity (99.16%) rates of US 
in solid tumors were obtained in hemangiomas and FNH. 
The classical criteria of hyperechoic, well delimited tumor 
without vascular signal was found in 81.85% hemangiomas 
(Fig.1). Histological examination was needed in 7/18 
patients with FNH, where imaging methods could not 
establish the diagnosis. Nonspecific patterns were found in 
adenomas and angiomyolipomas.  Reconstruction in order 
to help the surgen’s technique of removing a liver tumor is 
possible by means of 3D-US (Fig.2).  

A group of 46 patients with liver tumors (14 benign and 
32 malignant) were evaluated both by Power Doppler 
(Fig.3) and B-flow (Fig.4). Overall, both methods had an 
important role in detecting, describing the type and 
traiectory of intratumoral vessels, high specificity (93.33%) 
and moderate sensitivity (71.43%) rate in establishing the 
benign etiology. There was a high linear correlation 
between the number of vessels detected by the 2 methods 
(r=0.95, p<0.0001). Irregular, tortuous vessels are typical 
for malignancy, but can be found also in atypical 
hemangiomas or FNH.  

      
 

Fig. 1 Gray-scale US: hemangioma         Fig. 2 3D-US: liver metastases  

 

     
 

          Fig. 3 Power-Doppler: FNH                   Fig. 4 B-flow: FNH 

 
Contrast enhanced ultrasonography (CEUS) had high 

sensitivity and sensibility rates (92.00 and 92.30%) in the 

38 patients investigated with Sonovue, according to the 
EFSUMB guidelines, especially in the small lesions and the 
ones grafted on chronic liver diseases in our study. 
Centripetal and centrifugal filling of the tumors was 
encountered in 87.5% cases of hemangiomas and 60% of 
FNH.  

B. Liver Scintigraphy 

Liver scintigraphy is another technique used in 
differentiating liver tumors, providing functional information 
that is inaccessible through morphological imaging methods. 
In exploring liver tumors, scintigraphic radio colloid (Fig.5), 
is used in conjunction with liver angioscintigraphy and red 
blood cell scintigraphy. 

In our study classical scintigraphy used alone was 
considered not specific in FNH, adenomas, abscesses, cysts, 
HCC and pseudotumors; the classical SPECT aspect of 
blood stasis was found in 95/117 (81.19%) of our cases 
(Fig.6). 

 

Fig. 5 SPECT with 99mTc – phytate: hemangioma 

 

Fig. 6 SPECT with in vivo RBC: hemangioma 

 
Liver angioscintigraphy (LAS) allows the assessment of 

the arterialization of liver perfusion in neoplasia, by means 
of calculating the hepatic perfusion index (HPI). Tumoral 
masses were investigated by LAS in 149 patients, using the 
arterio-portal perfusion ratio in order to evaluate their 
benign/malignant character. We obtained a correlation 
between increased HPI values and large tumoral volumes 
(r=0.313, p<0.001) in benign tumors.  
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C. Computed Tomography (CT)  

CT is an imaging technique produces a cross - sectional 
image of the patient using X-ray in a non-conventional 
manner. 

Our contrast enhanced CT- study on 109 patients with 
presumtive diagnosis of benign liver tumors, showed a high 
sensitivity (82.35%), but a lower specificity rate (41.67%). 
Most hemangiomas (28/41) showed the “Iris 
phenomena”(Fig.7), the rest had an atypical dynamic 
behaviour, especially those grafted on chronic liver 
diseases. Small FNH grafted on steatosis had atypical 
features in dynamics. The sensitivity of 100% was found in 
small cysts grafted on chronic liver diseases.  

 

 

  

Fig. 7 MDCT: hemangioma (native, arterial, portal and late phases) 

D. Nuclear Magnetic Resonance (MR)  

Patients with problems of differential diagnosis in other 
imaging methods (n=29) were evaluated by contrast 
enhanced MR (Gd-chelate; Resovist; and Primovist) with a 
device of 1,0 T (Gyroscan Intera Philips, Netherland); 
hemangioma diagnosis was established in all cases in our 
study because of the typical T2-hypersignal image and 
centripetal filling.  

IV. DISCUSSION 

Abdominal ultrasound (US) is a diagnostic method in 
"real time", accurate, inexpensive, non-irradiating, with 
broad accessibility. Other advantages are: possibility of 
guiding interventional maneuvers (for diagnostic and 
therapeutic purposes). Limitations of the method are, 
however: impossibility of exact differentiation between 

benign- malignant, artifacts, obesity, noncooperation of 
patient, impossibility of characterization air containing 
organs (lungs) and bone, subjectivity and dependence on the 
examiner. 

Gray-scale US is the first step in the detection and 
classification of tumor in a particular category. If 
transabdominal examination of liver tumors is done, we use 
low frequency transducers (2.25 - 3.5MHz) and for the 
operatory use high frequencies (5-7.5- 10MHz) [1].   3D-US 
enables reconstruction plans in a region of interest and the 
ability of the 3D representation of surfaces of organs [2].    

Contrast enhanced ultrasonography (CEUS). The use of 
microbubble contrast agents  such as Levovist® (Schering 
AG) or SonoVue® (Bracco) allows a better characterization 
of liver tumors; persistence of the contrast in the portal 
venous and late phase suggests benignity and malignancy is 
suspected if washout of micro bubbles is present [3]. CEUS 
is not perfectly superimposable over contrast enhanced 
CT/MRI, because contrast agents that are used in US remain 
in intravascular space. Hypoenhancing areas (in late phases) 
at CEUS  and washout (portal-venous phase) are highly 
suggestive for malignancy, but benign tumors with high-
shunt flow, atypical FNH or even adenomas should not be 
excluded. 

Laparoscopic US has a double role, in diagnosis and 
treatment, identifying and locating small not palpable (deep) 
lesions, or those masked by cirrhosis, representing a useful 
method in the detection of metastases during surgery for 
cancers, puncture, US-guided biopsy/ethanol injection in 
liver tumors (HCC<3cm), and drainage of intra/per hepatic 
leakage. If hydatid cysts are found, the information brought 
by this method allows reliable detection of multiple lesions, 
avoiding surgery if there is increased risk of vascular injury 
or biliary - cystic fistula [4]. 

Doppler exploration of tumors is done by color Doppler 
(shows the presence of blood and direction of blood 
circulation) and spectral Doppler (reveals character, speed 
of flow and peripheral resistance), establishing the pattern 
of tumor vascularization and the permeability of liver 
vessels. The limits of the method are the difficulty of: 
evaluation of blood supply of small nodules or deep seated 
lesions/located near the heart, detecting arterial-venous 
shunts and low speed flows. Usually, malignant tumors are 
characterized by elevated systolic speed, flow rate and 
increased speed in the hepatic artery, arterial flow type, 
while the vascularization of benign tumors show variable 
configurations. In case of malignant tumors, Doppler US 
can detect relatively high speed because of the increasing 
blood flow or the presence of arterial-venous fistulas. 
Power Doppler detects movement of the erythrocytes, 
having an increased sensitivity to slow flows, but without 
being able to specify their direction. Doppler US can 
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calculate hepatic perfusion index [5], determining the 
arterial and portal blood flow in the hepatic hilum and 
calculating the relative arterial ratio to the total perfusion. 
B–flow US, a non-Doppler technique in gray scale (GE 
Medical Systems) allows the direct real-time visualization 
of the blood echo, similar to that obtained after IV injection 
of the contrast agent [6]. Its images are less influenced by 
breathing or cardiac cycle, being considered to be a suitable 
method in order to assess better hyper vascular tumors using 
contrast agents [7]. The detectability rate of intratumoral 
vessels was higher in Power Doppler comparative to B-
flow, especially in deep seeated lesions. 

Liver scintigraphy with radio labeled colloid (99mTc - 
phytate, 13mCi for planar scintigraphy, 10-15mCi for 
SPECT), uses 99mTc – phytate, which is injected IV and then 
removed from circulation by Kupffer cells; liver viewing is 
possible by gamma radiation emitted by the tracer. In the 
case of benign or malignant tumor, areas without Kupffer 
cells are highlighted with an accuracy of 60 % (planar 
scintigraphy) or 87 % (SPECT tomoscintigraphy). False-
positive images without colloid caption (areas of fibrosis, 
atrophy, sclerosis) may occur in cirrhosis. SPECT 
scintigraphy method delectability limit is 1.5-2cm. In 
exploring liver tumors, scintigraphic radio colloid is used in 
conjunction with liver angioscintigraphy and red blood cell 
scintigraphy. 

Liver scintigraphy with “in vivo " labeled red blood cells 
(RBC), is especially important in the diagnosis of hepatic 
hemangiomas, having as principle the accumulation in the 
hemangiomatous dilatations of these tumors. It is performed 
by IV injection 10 - 15mg of stannous agent (Medrone or 
pyrophosphate) which is fixed on the surface of RBC 
followed (after 30 minutes) by injecting IV 20mCi 15 99mTc 
- pertechnetate (radioactive tracer), which binds instantly 
the erythrocyte membrane, marking the entire volume of 
circulating blood. Typical image shows up as "positive" 
RBC stagnation in the areas highlighted as areas without 
colloid caption on the colloid scintigraphy. False-negative 
results may occur with sclerotic, thromboses, or small (< 
2cm) hemangiomas. SPECT with labeled RBC have a 
sensitivity of 85% for hemangiomas 1.5-3cm and 95-100 % 
in the >3cm (values comparable to those offered by MRI) 
[8] but a lower sensitivity and specificity compared to MRI 
tumors < 2cm [9]. 

Liver angioscintigraphy (LAS) uses the same colloidal 
tracers injected for subsequent planar imaging. It allows the 
assessment of the arterialization of liver perfusion in 
neoplasia. Hepatic perfusion index (HPI) represents the ratio 
between arterial perfusion and the portal-venous pressure, 
calculated after Sarper [10] by dividing the amplitude of the 
arterial segment to the summation of arterial and venous 
segments. Normal values of HPI are below the percentage of 

40 %; HPI indicator is suggestive of cancer (more than 50 % 
in up to 90 % of the cases, in a non-cirrhotic liver), in 
contrast to benign tumors that present a normal HPI [11]; 
changes of the flow arterial-portal ratio appear in some 
benign masses (abscesses) or overlays on chronic liver 
disease [12]. Limitations of the method are: overlapping 
tumors with cirrhosis (compensatory growth of hepatic 
arterial flow), the presence of anatomical variations of the 
arterial pedicle (the impossibility of calculating HPI 
correctly), liver intra-arterial catheters (for chemotherapy in 
HCC) and liver tumors invading the liver by contiguity 
(normal HPI), altered circulatory dynamics (congestive heart 
failure), failure of bolus injection (inaccessible or sclerotic 
veins). Compared to other imaging methods (US, CT, planar 
scintigraphy), CT and LAS proved to have the highest 
sensitivity by detecting 90% of metastases from colorectal 
neoplasm [13]. LAS sensitivity in the detection of occult 
metastasis of the digestive carcinomas is 92-97% [14]. 
Classical scintigraphy used alone had not specific images in 
FNH, adenomas, abscesses, cysts, hepatocarcinomas and 
pseudotumors; colloidal and in vivo labeled SPECT are 
important in diagnosing hemangiomas>2cm. We noticed a 
correlation at LAS between increased HPI values and large 
tumoral volumes (r=0.313, p<0.001) in benign tumors, 
although it is known that arterialisation usually correlates 
with malignancy. 

Computed tomography (CT) measures the absorbed X-
rays by the various structures of the body through the 
detector. Slices may range from 0.5- 10mm. 

2D images obtained from computerized reconstruction of 
multiple projections at different angles are called 
sections/slices, each image corresponds to a certain tissue 
thickness (2mm→1-1.5cm). CT values (HU - Hounsfield 
units) are displayed on the display as gray-scale images, the 
latter being represented by an matrix made up of a variable 
number of elements (pixels), each pixel in the image having 
a certain shade of gray. This HU scale (-1024 HU: 
air→4000 HU: bone) tissue attenuation values are reported 
to the water’s value (0HU), with positive values for bone 
and soft tissue structures, and negative for air or fat tissue. 
Thus, analyzing the various pathological processes, we can 
distinguish their different densities relative to neighboring 
regions: identical (iso dense), lower (hypo dense), or high 
(hyper dense). From the clinical point of view, we can 
emphasize the advantages of the CT method, consisting of: 
increased spatial resolution, ability to determine the 
differences between structures with different densities, 
guiding interventional maneuvers (biopsies), and 3D 
visualization of the anatomy. On the other hand, CT has 
also some disadvantages and limits: the high price, poor 
accessibility, radiation dose, potential contrast allergenic 
substances, and impossibility of investigating during 
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pregnancy, renal or severe cardiac failure, millimeter 
lesions, and intestinal mucosal lesions. 

Multi-detector CT (MDCT) allows detection of 
millimeter masses by scanning of anatomical regions in a 
single apnea. There are scanners that manage to aquire 4, 8, 
16 and 64 sections simultaneously. MDCT technique 
transformed an axial cross-sectional imaging technique in a 
3D one.  The use of contrast agents (iodine, e.g. Ultravist ®) 
increases the contrast between adjacent tissues and allows 
the assessment of vascularization of any lesion; depending 
on its behavior one can classify a finding having a specific 
etiology (inflammatory, benign/malignant), it also enables 
the description of masses, which were iso-dense and 
undetectable at native CT. There are several ways of 
contrast administration: intravenous (IV), orally, in enema. 
Main contraindications are: renal insufficiency, increased 
serum creatinine (> 1.5mg/dl), hyperthyroidism, allergy to 
contrast agents. Multiplanar reconstruction of CT has led to 
"perfusion maps" that assesses liver tumor angiogenesis and 
vascularization of the tumor by the tumor and regional 
volume flow measurement. Images made by overlapping 
two imaging methods PET and CT have a higher resolution.        

Nuclear magnetic resonance (MR) imaging uses the 
hydrogen nuclei (1H) of the tissue structure in order to 
obtain the MR image. Images or base sequences are called 
T1 (relaxation in the parallel plane to the magnetic field of 
the device) or T2 (transverse relaxation). The contrast of the 
images is given by the density of protons in a tissue and 
times T1 and T2. Slice thickness to examine liver is 4-5 or 5 
-7mm. Protocol for focal liver lesion detection, used also in 
our patients, involves: T1 and T2 sequences (preferably 
suppression technique) and three phases dynamic images 
with gadolinium (Gd). 

This diagnostic method is assigned an important role in 
detecting iso dense masses (CT) as small HCC (small hyper 
intense lesions) within a regenerative nodule (hypo intense). 
It uses 3 types of contrast agents: hepatic-biliary, 
gadolinium -based compounds (extracellular) and those 
taken up by the reticulo-endothelial system (super 
paramagnetic). Contrast agents having as target the reticulo-
endothelial system (Resovist) consisting of super 
paramagnetic iron oxide particles (SPIO), produce 
distortion of the local magnetic field; Kupffer cells play an 
important role in capturing these particles. This type of 
contrast agents allow differential diagnosis between benign 
-malignant liver masses, being known that a malignant 
lesion does not change its intensity signal in T2 sequences 
after administration of SPIO. Some limitations of  
this method include: the presence of motion artifacts; 
presence of pace-makers or metallic materials (prosthetic  
 

valves or joints, metallic foreign bodies) are absolute 
contraindications. Among the relative contraindications are: 
claustrophobia, pregnancy, difficult collaboration. Although 
Magnevist is considered to be useful in atypical FNH, we 
could not detect the central scar in 60% cases of FNH, most 
probable because of the large tumoral volume and/or 
underlying steatosis. Resovist administration enhances the 
diagnostic specificity in FNH and malignant transformed 
nodules, the latter being indicated by the nonenhancing 
areas inside the dysplastic nodules.  

Positron emmision tomography (PET) with 18 - FDG 
(fluoro - deoxy - glucose) in malignant tumors, is the most 
sensitive method to detect metastases with different origin 
(colorectal, stomach, esophagus). It is performed especially 
when somatostatin receptor scintigraphy is negative, but 
suspicion of metastasis of a gastrinoma or poorly 
differentiated carcinoid tumor persists. Unfortunately, 
however, examination costs are very high.  

Liver angiography allows the assessment of the hepatic 
artery and hepatic portal flow with particular importance for 
the surgeon in pre-operative assessment. The contrast agent 
is inserted through a catheter (Seldinger technique) or 
puncture (spleno-portography). Hypervascularized small (< 
1cm) metastases do not allow highlighting their nutritional 
artery, capillary phase allowing the view of heavily 
vascularized areas around the tumor. Angiography is 
considered more efficient than labeled colloid scintigraphy 
for the hyper vascular metastases, but CT is preferred in the 
less vascularized ones. 

V. CONCLUSION 

Dynamic imaging methods using contrast agents, always 
interpreted in the patient’s clinical and biological context, 
are important noninvasive methods of investigation, used in 
order to enable positive and differential diagnosis in tumor 
masses of the liver.  
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Abstract— Dyspeptic symptoms such as early satiation, 

postprandial fullness, and nausea or epigastric pain are very 
common in the general population. These symptoms are classi-
cally attributed to gastrointestinal dismotility, and are com-
monly seen in functional dyspepsia and in diabetes. In a subset 
of patients the pathogenesis of dyspeptic symptoms is attri-
buted to a delayed gastric emptying rate. There are several 
techniques used to assess the gastric emptying rate. In this 
paper we  presented our experience in the assessment of gas-
tric emptying rate using a non-invasive and non-radioactive 
method, the 13C labeled-octanoic acid breath test. First we 
described the technique and the parameters returned by the 
system. In the end we discussed several cases of symptomatic 
patients, with diabetes mellitus and functional dyspepsia. The 
dyspeptic symptoms are not very specific, and gastric empty-
ing proves to be normal quite often, suggesting that other 
mechanisms are involved in the pathogenesis of the symptoms. 
Gastric emptying tests should be performed before initiating 
treatment with prokinetics. In this context, the breath test is an 
easy method to assess the gastric emptying rate. 

Keywords— gastric emptying, breath test, functional dys-
pepsia, diabetes mellitus 

I. INTRODUCTION  

Dyspeptic symptoms such as early satiation, postprandial 
fullness, and nausea or epigastric pain are very common in 
the general population, and are commonly seen in function-
al (FD) and organic dyspepsia, as well as in diabetes  
mellitus. These symptoms are classically attributed to ga-
strointestinal dismotility [1]. In a subset of patients with FD 
(up to 50%), gastric emptying (GE) is delayed compared 
with healthy controls [2]. However, the relationship be-
tween delayed GE and symptoms is not yet very clear [3,4]. 
In addition, the term gastrointestinal motility is rather gen-
eral and includes also impaired gastric accommodation and 
changes in postprandial antral motility [1] Forty % of pa-
tients with FD were found to have an impaired gastric ac-
commodation of the proximal stomach to a meal, and this 
motility change was associated with early satiety [5]. The 
prevalence of delayed GE in longstanding type 2 diabetes 
was observed in 30% of cases, but upper gastrointestinal 
symptoms seem to be a poor predictor of delayed GE in 
unselected diabetic patients [6]. Gastroparesis is a complica-
tion of diabetes mellitus (consequence of intrinsic and  

extrinsic neuropathy) and the typical symptoms, observed in 
more than 2/3 of cases are early satiety, bloating, nausea, 
vomiting and abdominal pain [7]. 

At least in a subgroup of patients with FD and diabetes, 
symptoms like early satiety, bloating, nausea, vomiting or 
postprandial fullness, are associated with alterations in the 
GE rate. The gold standard for the assessment of GE is 
scintigraphy. This method is expensive and not widely 
available. Since its first use in 1993, there is a constant and 
growing interest in measuring the GE using breath tests 
(BT) with stable isotopes 13C or 14C. Twenty years ago, 
using octanoic acid 13C BT Ghoos et al showed that scinti-
graphic parameters (scintigraphic half-emptying time, and 
lag phase) had strong correlations with parameters of GE 
determined using the BT (GEBT) [8]. GEBT was found to 
be as reproducible as scintigraphy, and had a good sensitivi-
ty (93%) to identify accelerated GE, or delayed GE (89%) 
[9]. 13C acetic acid or acids labeled with 14C, as well as  
13Cspirulina platensis BT can also be used. 

Nowadays, the measurement of GE using BT is consi-
dered to be a simple, non-invasive and non-radioactive 
method to assess the GE rate. For clinical use, there are 
available some systems that measure GE in a real-time 
fashion, using continuous measuring of exhaled CO2, and 
providing reliable and reasonably accurate data for GE rate 
estimate [10]. One of these systems is BreathID® (Exalenz 
Bioscience Ltd., Israel). We would like to present the expe-
rience of our department in using 13C octanoic acid GEBT, 
a continuous BT in symptomatic patients. 

II. MATERIALS AND METHODS 

GE rate was analyzed by a continuous BT in real time us-
ing the BreathID® system. All patients were tested in the 
morning, after fasting overnight for at least 8 hours. After a 
10 minutes baseline collection of the patient's breath, a 
standard solid labeled meal EXPIROGer® (Sofar S.p.A. 
Milano, Italy) was administered and 250 mL of water. The 
patients were requested to consume the meal in 5 minutes. 
The standard meal had 378kcal (5.8% proteins, 60,8% car-
bohydrates and 33,3% lipids), and contained 13C labeled 
octanoic acid. After the administration of the meal, the 
patients were asked to remain seated for 4 hours, close to 
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the machine, with a nasal breathing cannula fixed all the 
time. The patients were connected to the device via nasal 
cannula. Octanoic acid is retained in the solid phase of the 
test meal as long as the test meal is mixed and grinded, 
followed by rapid disintegration of food in the duodenum, 
the subsequent absorption of the octanoic acid in portal 
venous system. Octanoic acid is oxidized in the hepatic 
mitochondria, with release of the 13CO2 in the blood, 
which is expired [11]. The BreathID® system continuously 
and non-invasively collected breath samples, and measured 
the changes in the isotopic ratio 13CO2/12CO2 in the ex-
haled air, using molecular correlation spectroscopy. The 
ratio is normalized for patient weight, height and 13C sub-
strate and dose. The device provides percentage dose recov-
ery (PDR) [proportion of the administered dose excreted per 
unit time %/hour] and cumulative percentage dose recovery 
(CPDR). It then calculates T1/2 (the time needed to dis-
charge 50% of the labeled meal), tlag (the analog to the 
scintigraphy lag time for 10% emptying of the labeled meal) 
and gastric emptying coefficient (GEC) based on analysis 
according to a non-linear model to obtain tlag, T1/2 and 
GEC as described by Ghoos et al. [8].  

Previous papers using a similar system, defined normal 
ranges of GE parameters based on earlier studies of Ghoos 
et al. and Maes et al. [8,12]. We used the 5 and 95 percen-
tiles (in order to be able to detect patients even with slightly 
impaired motility and not just those with significant im-
paired motility) of Maes et al. [12] to define normal ranges 
of GE parameters, as follows: T1/2 41-109 min, tlag 3-69 
min and GEC 2.75–3.88 (delayed emptying <2.75). 

III. RESULTS 

So far we tested 28 patients (11 males). Two patients 
vomited during the test, so we considered the final result as 
being inaccurate, and they were excluded. One patient was 
retested after treatment. All tested patients were symptomat-
ic, and the majority had either FD or diabetes mellitus with 
dyspeptic symptoms such as epigastric pain, early satiation, 
postprandial fullness, nausea, or vomiting. As we did not 
have all clinical data about all the patients, only several 
cases are mentioned. T1/2 ranged from 17.1 min to 219,3 
min, tlag ranged from 14.5 min to 142.1 min and GEC from 
1.8 to 7.0. 

The use of octanoic breath test in patients with functional 
dyspepsia 

We tested nine patients with FD. Four of them had post-
prandial distress syndrome (PDS), 3 had epigastric pain 
syndrome (EPS) and two had mixed FD (symptoms from 
both syndromes). Five patients had abnormal GE coeffi-
cients (at least one parameter). Three patients had a delayed 
T1/2 ( > 109min), one of them having EPS, and the other 

mixed FD. Another patient with FD had a GEC< 2.75. 
Thus, four patients with FD had a delayed GEBT. One pa-
tient with FD had a very rapid GE, with T1/2 = 17 min. 

Seven patients also completed a 9 item questionnaire - 
Patient Health Questionnaire (PHQ-9), developed to identi-
fy very rapidly symptoms of depression [13]. All these 
patients had signs of depression – 1 patient minimal depres-
sion, 4 patients mild, 1 moderate and 1 severe depression.    

Case history 1. A 21-year-old woman was referred to a gas-
troenterologist by her primary care physician (PCP) because 
of nausea and epigastric pain that has been present during the 
last six months. The epigastric pain was related with the 
ingestion of meals, but the patient perceived pain as conti-
nuous and not intermittent. The pain was not influenced by 
antacids or antisecretory drugs. The symptoms were present 
daily, and rated as very severe (4 points on a Likert scale 
from 0 – absent to 4 – very severe). She also accused mod-
erate bloating (scored as 2 on the same Likert scale), more 
than 3 days/week. Only occasionally she accused postpran-
dial fullness and early satiety (less than once a week, and 
moderate as severity). Her medical history was negative for 
other conditions that could explain the pain. Physical exami-
nation was normal, blood tests, upper gastrointestinal (GI) 
endoscopy (including duodenal biopsies) were normal. The 
patient did not take non-steroidal-anti-inflammatory drugs 
(NSAIDs), was a nonsmoker, and did not use alcohol. Her 
family history was negative for GI disease. A diagnosis of 
FD - EPS was made. We evaluated the presence of depres-
sion in this patient using PHQ-9, and the final score was 10, 
suggesting moderate symptoms of depression. The GEBT 
revealed a much delayed GE (T1/2 = 219 min, tlag = 92 min, 
GEC = 2.01) (figure 1). She was given a prokinetic agent – 
domperidone 10mg, 3 times daily for 4 weeks. After 2 weeks 
she reported an improvement in symptoms severity (epigas-
tric pain was rated as moderate, and nausea was rated as 
mild), she still had pain every day, but nausea was less fre-
quent (1-3 days/week). After 4 weeks from the first GEBT, 
we repeated the GEBT, and we noted that T1/2 decreased by 
20% (from 219 min to 175 min), with tlag = 84.3, and GEC 
= 2.18. However, at this time, her symptoms were rated as 
very severe, and were present daily. 

Case history 2. A 39-year old male was referred to a gastro-
enterologist by her PCP because of epigastric pain, early 
satiation, postprandial fullness and vomiting, that has been 
present during the last 12 months, and were present at least 
3-4 times a week. The patient rated the symptoms as mod-
erate in intensity. The personal history, blood tests, upper 
GI endoscopy, abdominal ultrasound, could not reveal other 
conditions that could explain the symptoms. A diagnosis of 
mixed FD was made.  We performed a GEBT which re-
vealed a very rapid GE of the solid meal, with T1/2 = 17.1 
min, tlag = 14.5 min, GEC = 7.0 (figure 2). 
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Fig. 1 Delayed gastric emptying time in a patient with functional dyspepsia 
– epigastric pain syndrome 

 

Fig. 2 Rapid gastric emptying time in a patient with mixed functional 
dyspepsia 

The use of octanoic breath test in patients with diabetes 
mellitus 

Case history 3. A 70-year-old male, with type 2 non-
insulin-dependent diabetes, was referred to gastroenterolo-
gist for nausea, bloating and pain in the upper abdomen. 
The symptoms have been present in the last 6 months. 
Blood tests, abdominal ultrasound, upper GI endoscopy 
were negative for other conditions that could explain the 
symptoms. The symptoms were suggestive of gastroparesis 
and we performed a GEBT, which revealed a delayed  
GE with T1/2 = 183 min, Tlag = 142 min, and GEC = 1.8 
(figure 3). 

Case history 4. A 53-year-old patient with type 2 non-
insulin-dependent diabetes consulted for nausea and 
epigastric pain. The symptoms have been present in the last 
2 months.  Blood tests, abdominal ultrasound, upper GI 
endoscopy were negative for other conditions that could 
explain the symptoms. We performed a GEBT, but the GE 
was rather rapid, with T1/2 = 39 min. 

 

Fig. 3 Delayed gastric emptying time in a patient with diabetes 

IV. DISCUSSIONS 

Since they were first described a lot of studies aimed to 
validate GEBT. Currently, this technique is considered to 
have a good accuracy when compared with scintigraphy 
[10,14]. BreathID® system has the advantage that evaluates 
continuously the GE, and immediately provides the results. 
GEBT is rapid, and easy to use in a clinical setting and 
compared with scintigraphy has some advantages: is safer 
than scintigraphy, particularly if repeated assessments are 
required, can be performed in pregnant or breast feeding 
women and in children. 

The dyspeptic symptoms are not specific enough to pre-
dict the GE rate. That’s why, not all patients with postpran-
dial fullness benefit from prokinetic agents. In addition, as 
observed in case 1, even in patients with delayed GE, proki-
netics do not always improve symptoms. Probably, our 
patient associated other gastric motility changes that gener-
ated the symptoms, and that would have required other 
drugs. The relationship between delayed GE and symptoms 
is still debated [3,4]. There are studies showing that delayed 
GE of solids was associated with postprandial fullness and 
vomiting, and delayed GE of liquids was associated both 
with postprandial fullness and early satiety [3]. Other stu-
dies found no correlation between symptoms and T1/2 [4]. 
Not only delayed GE can determine symptoms, but also 
does accelerated GE at 1 h, and impaired gastric accommo-
dation. Studies reported the presence of each of these pa-
thogenic mechanisms in more than 1/3 of cases [15]. The 
second case was the case of a patient with mixed FD and a 
rapid GE. There are some hypotheses that rapid GE also 
plays a role in FD. Kusano et al., found a significant corres-
pondence between FD-PDS and accelerated GE in the early 
postprandial period, and suggested that the duodenum and 
the duodeno-gastric interaction could have an important role 
in the pathophysiology of FD [16].  In addition, impaired 
gastric accommodation induces a high luminal pressure, and  
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secondary a rapid GE [17]. We did not have the means to 
assess if there were changes in gastric accommodation in 
this patient, but for the correct management, it would have 
been necessary to perform at least a hyper caloric drinking 
test. 

Not always symptoms suggestive of gastroparesis are as-
sociated with delayed GE [6]. Gastroparesis cannot be diag-
nosed based on symptoms alone and confirmation of  
delayed GE is required. Our third case had symptoms sug-
gestive of gastroparesis, and a delayed GE. The forth case, 
had dyspeptic symptoms, but a rapid GE. Accelerated GE 
was reported in diabetes in several studies [18]. Both insu-
lin-induced hypoglycemia [19] and elevated plasma ghrelin 
levels [20] accelerate GE in diabetes. 

In conclusion, symptoms as early satiation, postprandial 
fullness, and nausea or epigastric pain are not always a sign 
of delayed GE. GE tests should be performed before initiat-
ing treatment with prokinetics. In this context, GEBT is an 
easy method to assess GE rate, response to treatment, and 
can be repeated without safety concerns. 
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Abstract — One of the most common causes of morbidity 

and mortality from malignant tumors of the gastrointestinal 
tract is colorectal cancer. The paper presents a case analysis of 
Dukes C colorectal cancer patients who underwent radical 
surgery at the County Clinic Hospital, Cluj-Napoca, Romania. 
In order to predict the survival rate of colorectal cancer pa-
tients an artificial intelligence neural network has been imple-
mented by the authors based on obtained statistical data. 

Keywords— malignant tumors, colorectal cancer patients, 
survival rate prediction, artificial intelligence, neural networks 

I. INTRODUCTION  

The prevalence of colorectal cancer is increasing world-
wide and this becomes a problem of public health. We must 
improve efforts to find mechanism for optimize cancer care 
through accurate staging and appropriate treatments [1]. 

Within TNM staging, N stage describes the number of 
lymph nodes invaded by the tumor. There are studies show-
ing that the total number of invaded lymph nodes does not 
allow accurate staging of colorectal cancer [2,3]. Lymph 
node ratio (LNR) is defined as the ratio of the number of 
metastatic lymph nodes over the total number of resected 
lymph nodes. Many studies confirm the influence of LNR 
on survival in breast cancer [4], bladder cancer [5], pancrea-
tic cancer [6], gastric and lung cancer [7,8].  

The paper aims to highlight the role and impact of LNR 
on survival of patients with stage III colorectal cancer, who 
underwent radical surgery, and to develop a postoperative 
survival rate prediction system according to patient’s cancer 
staging parameters including LNR. 

II. CASE STUDY  

An evaluation of the patients with Dukes C colorectal 
cancer who underwent radical surgery, at the County Clinic 
Hospital, Cluj-Napoca, 5th Surgical Clinic, between January 
2005 and December 2008. Patients with histopathological 
type of cancer other than adenocarcinoma, those who were 
operated in emergency and those with incomplete or lost 
data were excluded from the study. The data analyzed were  
 

represented by: age, gender, tumor location, TNM Dukes C 
stage (IIIA, IIIB, IIIC), T stage, N stage, number of excised 
lymph nodes, number of invaded lymph nodes, lymph node 
ratio. LNR was calculated by dividing the number of metas-
tatic lymph nodes to the total number of excised lymph 
nodes. Based on this criterion, patients were divided into 5 
groups, the cut-off points where set at <0.10, 0.11-0.21, 
0.22-0.36, 0.37-0.6, and >0.61 respectively, this classifica-
tion of LNR has been already applied in several previous 
studies [8]. Patients were evaluated during a postoperative 
follow-up period of 5 years, at every 6 months in the first 
two years and at 1 year over the next three years.  

The study has been approved by the medical ethical 
commission of the County Clinic Hospital, Cluj-Napoca.  

Table 1 Sample of collected patient’s cancer stage parameters 

No. TNMStage Stage T Stage N LNR 
Survival 
[Months] 

1 IIIC T3 N2 0.44 50 
14 IIIB T3 N1 0.125 44 
23 IIIA T2 N1 0.2 ≥60 
36 IIIB T4 N1 0.3 ≥60 
43 IIIC T3 N2 0.5 18 
58 IIIB T3 N1 0.083 ≥60 

III. STATISTICAL DATA ANALYSIS  

Fifty-eight patients met the inclusion criteria in the study. 
Of these, 23 (39.7%) were women and 35 (60.3%) men. 
31.4% (18 cases) were aged under 60 and 69% (40 cases) 
were aged over 60, see figure 1.  

 

Fig. 1 Statistical distribution of the investigated patients 
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The inputs are multiplied by some wk weighs and added 
to the bias b. And finally, the so obtained sum is sent as an 
argument to a transfer function that produces the output of 
the artificial neuron [11]: 
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A group of artificial neurons, which work in parallel, 
form a layer. The layer gathering the neurons which provide 
the ANN output is called output layer, while the layers 
which contain the neurons interposed between the global 
inputs and the inputs of the output layer neurons are called 
hidden layers. Usually, in prediction or forecasting applica-
tions there are used feed-forward ANN which contain a 
hidden layer and an output layer.  

 

Fig. 6 Feed-forward neural network 

Figure 6 presents the simplified block diagram of a two 
layer feed-forward neural network. From this block dia-
gram, the relation which defines the output values of a feed-
forward ANN, when uk input values are known, could be 
deduced: 
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B. Training an Artificial Neural Network  

The training of a neural network is the process in which 
it is taught to provide the desired output values. Figure 7 
shows the basic principle of the training process. According 
to this the weights and bias values of each neuron are  
adjusted depending on the error between the actual ANN 

outputs and the desired ones, evaluated numerically by a 
performance function (usually a mean square error function) 
[12]. 

 

Fig. 7 Working principal of the ANN training process 

C. Proposed survival rate prediction system  

The proposed neural network prediction system for colo-
rectal cancer patients survival rate evaluation, has the fol-
lowing input parameters: 

 TNM_Stage, an integer value between 1 and 3 (1 for 
stage IIIA, 2 for stage IIIB and respectively 3 for stage 
IIIC);    

 Stage_N, equal to 1 or 2 according to stage N1 and re-
spectively stage N2; 

 Stage_T, an integer value between 1 and 4 according to 
stage T1, T2, T3 and respectively stage T4; 

 LNR_Group, an integer value between 1 and 5, which 
describes the lymph node ratio (1 if LNR is less then 
0.1, 2 if LNR is between 0.1 and 0.21, 3 if LNR is be-
tween 0.21 and 0.36, 4 if LNR is between 0.36 and 0.6, 
and respectively 5 if LNR has a higher value than 0.61).     

 

Fig. 8 Proposed ANN based survival rate prediction system 

The provided ANN output values for the proposed artifi-
cial intelligence prediction system (figure 8) will be proba-
ble life span in months of an analyzed colorectal cancer 
patient. In case when a patient has very high chance to sur-
vive the critical first 5 years after the surgery then the ANN 
prediction system will provide the value 60 (60 months = 5 
years) at its output. 

V. PREDICTION SYSTEM IMPLEMENTATION  

In order to implement the proposed artificial intelligence 
based prediction system the Neural Networks toolbox of the 
MatLab software package was used [13]. 
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To determine the optimal structure of the proposed ANN, 
at first different feed-forward architectures with one hidden 
layer and one output layer have been tested. The number of 
neurons on the hidden layer was varied between 5 and 30 
with a step of 5 neurons. The transfer function of the hidden 
layer neurons has been set the hyperbolic tangent sigmoid 
function (tansig) while the output layer neurons transfer 
function was chosen one by one from the hyperbolic tangent 
tansig, the linear purelin, and respectively the logarithmic 
sigmoid logsig functions [12]: 
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Therefore, almost 20 different feed-forward ANN with a 
single hidden layer have been investigated, using a custom 
MatLab function developed by the authors. To create a 
feed-forward network the following predefined MatLab 
function has been used:  

net = newff(Vin, Vtrg, LS, TF)                (7) 

where: Vin represents the input data vectors; Vtrg represents 
the desired (target) output data vectors; LS represents the 
hidden layer structure (number of neurons in each layer); 
and respectively TF represents the transfer function used for 
each ANN layer. 

To provide the desired output data, once an ANN is 
created, it is submitted to a training process using the Le-
venberg-Marquard training method combined with a des-
cendent gradient with momentum weight backpropagation 
learning rule: 

net = train(net, Vin, Vtrg)                    (8) 

where: net is the ANN that has to be trained; Vin is a set of 
training input data vectors; and Vtrg represents output target  
data vectors. 

In order to obtain higher accuracy results, during the 
training process of the investigated ANN architectures, a 
training database has been used, with colorectal cancer stage 
data of 43 randomly chosen patients from the investigated 
target group presented in paragraph II. 

To compare the output values provided by each one of 
the investigated ANN architectures and to identify the op-
timal ANN configuration a performance function, was ap-
plied equation (9). This function is based on the average 
evaluation error applied for both the training data sets and 
for a testing database formed by the remaining 15 patients 

data that were not provided to the implemented ANN struc-
tures during the training process. 
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where: y* represent the desired output values, y represents 
the provided output values, and n represents the number of 
input/desired output values. 

Comparing the performance result for each of the inves-
tigated ANN structures the best configuration with one 
hidden layer and one output layer has been identified to be 
an ANN with 30 neurons on the hidden layer and with the 
logsig function for the output layer neurons. In this case the 
average evaluation error for the training data sets was 
8.15% and respectively 14.13% for the testing data sets. 
Figure 9 presents the evaluation error distribution on accu-
racy classes for both training and testing data sets:  

 

Fig. 9 Evaluation error distribution for the best single hidden layer  
ANN based survival rate prediction system 

From figure 9 results that for 40% of the all testing and 
training data sets the evaluation error of the predicted pa-
tient life span is less than 5%, while 74% of the data sets fit 
in the 15% evaluation error limit.  

In order to determine the proper post-surgery cancer care 
and treatment techniques for the colorectal cancer patients 
the based on the predicted life span the absolute accuracy of 
the implemented ANN has to be known. Therefore, in table 
2 result provided for each training and testing data sets are 
classified in 6 accuracy classes: 

Table 2 Absolut accuracy for the best single hidden layer ANN  

Accuracy Training Sets Test Sets All Sets 
1 Month 44% 20% 37% 
2 Months 44% 20% 37% 
4 Months 56% 50% 54% 
6 Months 76% 50% 69% 

12 Months 84% 70% 80% 
18 Months 96% 80% 91% 
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Analyzing the data presented in the above table we ob-
serve that only for 37% of all the training and testing data 
sets we get a 1 Month absolute prediction accuracy while 
only 54% of all data sets provide a 4 Months prediction 
accuracy.  

Therefore, to prove the efficiency of the proposed ANN 
survival rate prediction system in the following a more 
complex feed-forward architecture has been considered, 
with two hidden layers and one output layer. To identify the 
optimal ANN configuration the neurons on the hidden lay-
ers have been varied between 5 and 30 with a step of 5 
neurons. Considering the experience gained from imple-
menting and testing the different ANN structures with one 
single hidden layer the transfer function for the hidden lay-
ers has been set to tansig, while the transfer function of the 
output layer neurons have been set to logsig. 

Therefore, more than 30 different feed-forward ANN 
structures with two hidden layers have been investigated. 
Comparing the results provided by each one of them the 
optimal ANN configuration was identified to be a feed-
forward ANN with 15 neurons on each hidden layer. In this 
case the average evaluation error for the training data sets 
was 6.41% and respectively 9.92% for the testing data sets.  

 

Fig. 10 Evaluation error distribution for the best two hidden layer  
ANN based survival rate prediction system 

Figure 10 presents the evaluation error distribution on 
accuracy classes for both training and testing data sets. It 
can be observed that for this two hidden ANN configuration 
more than 50% of all training and testing data sets present 
an evaluation error less than 1%, while for more than 70% 
the evaluation error is less than 10%. 

Analyzing the absolute accuracy for each of the testing 
and training data sets (table 3), the implemented optimal 
two hidden layer ANN prediction system provides result 
with 1 Month accuracy for 60% of the patients and a 6 
Month prediction accuracy for 71% of the investigated 
patients.  

 

Table 3 Absolute accuracy of the best two hidden layer ANN  

Accuracy Training Sets Test Sets All Sets 
1 Month 60% 60% 60% 
2 Months 64% 60% 63% 
4 Months 72% 60% 69% 
6 Months 76% 60% 71% 

12 Months 80% 70% 77% 
18 Months 96% 100% 97% 

VI. CONCLUSIONS  

An evaluation of the patients with Dukes C colorectal 
cancer who underwent radical surgery, between January 
2005 and December 2008 at the County Clinic Hospital, 
Cluj-Napoca (Romania) has been made.  

In the presented the authors established the cut-off points 
of the LNR at <0.1; 0.21; 0.36; 0.6; >0.61, and divided the 
patients in five groups (1 to 5) based on cut-off interval and 
shown a statistically significant proportionality in the rela-
tionship between the five-year survival rates and the five 
LNR groups.  

According to the results of this study, when the patients 
in N1 and N2 stage were divided by LNR, respectively, the 
five-year survival rates were different by LNR in patients in 
the N1 and N2 stage. This data shows that the patients di-
vided by N staging based on the absolute number of metas-
tatic lymph nodes are not distributed consistently and the 
use of LNR, along with the current TNM staging, can give a 
better prognosis.  

Therefore, an artificial intelligence based prediction sys-
tem for the post-surgery five-year survival rate (life span) of 
the colorectal cancer patients according to their cancer stage 
parameters (TNM stage, stage N, stage T and LNR group) 
has been proposed. The implemented feed-forward ANN 
(best two hidden layer configuration) has a 1 Month predic-
tion accuracy for 60% of the test cases.  

The proposed ANN survival rate (life span) prediction 
system could be used to determine subgroups of patient at 
risk of relapse or death that could benefit from new thera-
peutic options, especially personalized cancer treatments for 
each patient. 

As future development of the proposed survival rate pre-
diction system could be an implementation with more input 
parameters like patient age or gender, and an investigation 
of a three hidden layer ANN configuration influence on the 
accuracy of the provided output values. 
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Abstract— Glaucoma can lead to blindness if it is not 
diagnosed in time. To detect it in a patient, a complex 
assessment is necessary, including: intraocular pressure (IOP) 
measurements and detection of its influence upon the optic 
nerve. Our work is based on the hypothesis that retinal nerve 
fiber layers (RNFL) are influenced by IOP and corneal 
properties. First, investigations were made with the Reichert 
Ocular Response Analyzer (ORA) for the intraocular pressure 
(Goldman- correlated Intraocular Pressure: IOPg, 
Compensated Intraocular Pressure: IOPc) and corneal 
properties (Corneal Hysteresis: CH, specific damping 
capacity: φ). Then patients were measured with Optical 
Coherence Tomography (OCT) for retinal nerve fiber layers 
thickness: average and superior, inferior, temporal, nasal 
quadrants. The unified database comprises all these data 
collected from 4343 eyes and its construction was based on a 
text extraction method that uses image processing, optical 
character recognition (OCR) and virtual instrumentation 
techniques. Appropriate technical data (ORA, OCT) collected, 
properly computed and judged are very useful in glaucoma 
diagnosis and management, which is demonstrated in  
one of the largest databases studied (more than 4,000 eyes 
measured). 

Keywords— intraocular pressure, ocular response analyzer, 
optical coherence tomography, retinal nerve fiber layer, 
optical character recognition 

I. INTRODUCTION 

From the early 1880’s until the last quarter of the 20th 
century, glaucoma was defined as “pressure within the eye 
higher than the statistical normal of the population.” It was 
believed that this elevated intraocular pressure (IOP) would 
cause a certain type of damage to the optic nerve, which 
would eventually cause blindness if left untreated. 

The American Academy of Ophthalmology now defines 
glaucoma as “a group of diseases with certain features 
including an intraocular pressure that is too high for the 
continued health of the eye.” Glaucoma can be regarded as a 
group of diseases that have as a common end-point a 
characteristic optic nerve damage which is determined by 
both structural change and functional deficit [ 1].  

In order to quantify in a patient the risk of glaucoma, first 
it's necessary to measure at least two important parameters: 
intraocular pressure and optic nerve characteristics (structure 
and function), and then integrate the collected data with the 
rest of the clinical data. 

II. WORK HYPOTHESIS 

Glaucoma is a leading cause of irreversible blindness 
throughout the world. The common denominator of the 
glaucoma is a characteristic optic neuropathy, which derives 
from various risk factors including Intraocular Pressure 
(IOP). Although elevated IOP is clearly the most frequent 
causative risk factor for glaucomatous optic nerve atrophy, 
it is not the only factor, and attempts to define glaucoma on 
the basis of ocular tension are no longer advised. 

It has been demonstrated that corneal biomechanical 
properties influence the results and outcomes of various 
ocular measurements and procedures, and may hold clues to 
diagnosing and managing ocular diseases [ 2].  

It's crucially important, therefore, to quantify in some 
way the influence of the mentioned factors upon the optic 
nerve. 

The correlation between the most important factors in 
diagnosis and evaluating a glaucoma suspect patient were 
studied: Intraocular Pressure (IOP) - as a risk factor, 
corneal biomechanical properties - as modulating factors 
upon IOP's influence on the optic nerve and retinal nerve 
fiber layers (RNFL) - as a measure of the optic nerve 
damage in glaucoma suspects patients. 

III. METHODS 

A database was built, where the measured parameters 
from 4383 eyes were collected. Only 4343 of them, with 
valid data, were used in the statistical research. The 
investigations took place during the years 2006-2012. Every 
patient carried out the following investigations: intraocular 
pressure and corneal properties with Reichert Ocular 
Response Analyzer (ORA), retinal nerve fiber layers with 
Optical Coherence Tomography (OCT). 
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A. Ocular Response Analyzer Data 

The Reichert Ocular Response Analyzer utilizes a 
dynamic bi-directional applanation process to measure the 
biomechanical properties of the cornea and the intraocular 
pressure of the eye. The basic output of the measurement 
process is a Goldman - correlated intraocular pressure 
measurement (IOPg), and a measure of corneal tissue 
properties called Corneal Hysteresis (CH), which is the 
result of viscous damping in the corneal tissue. The CH 
measurement also provides a basis for a new additional 
parameter: Corneal Compensated Intraocular Pressure 
(IOPcc), frequent different from IOPg. IOPcc is an 
Intraocular Pressure measurement that is less affected by 
corneal properties than other methods of tonometry, such as 
Goldman. Human corneal tissue is a complex viscous-
elastic structure. The CH measurement is an indication of 
viscous damping in the cornea. The subjects whose corneas 
exhibit low CH, which can be thought of in simple terms as 
a “soft” cornea, are probable candidates for a variety of 
ocular diseases [3]. The specific corneal damping capacity 
(φ) is calculated using relation (1). 

IOPg

CH

U

D

⋅
==ϕ

2
                                    (1) 

The specific damping capacity (φ) is defined as the 
energy loss per cycle (D) divided by the peak energy stored 
(U), which for the being considered spring mass system is 
the energy stored in the spring at maximum deflection [4]. 

B. Optical Coherence Tomography Data 

Optical Coherence Tomography (OCT) performs high-
resolution, micron-scale, cross-sectional, or tomography 
imaging of the eye internal microstructure. OCT enables 
real-time in situ imaging of tissue structure with resolution 
of 3 to 15 microns, which are 10 times to 100 times higher 
than conventional clinical imaging technologies such as 
ultrasound, magnetic resonance or computer tomography. 
OCT measurement beam is in the infrared, no ionizing 
radiation, so imaging is well tolerated by patients [5]. 

To search for optic nerve damage in a patient a structural 
eye parameter was used in this study: Retinal Nerve Fiber 
Layers (RNFL) that was measured with Stratus 3000 - Carl 
Zeiss Optical Coherence Tomography (OCT). To measure 
RNFL: circular scans were obtained with a diameter of 3.4 
mm centered on the optic disk [6]. The scan was initiated at 
clock dial 9:00 and proceeded clockwise (Figure 1). The 
mean RNFL thickness values were automatically calculated 
globally and separately for the superior, inferior, temporal, 
and nasal quadrants (90 degrees each) using OCT software 
version A5 (Humphrey-Zeiss Medical Systems).  

 

Fig. 1 RNFL circumpapillary scan type ( black arrow - around optic nerve 
head) represented on an ocular fundus image ( with macula, optic nerve 

and retinal vessels marked) 

Two different parameters were collected from the "pdf" 
file with the scan results (OCT printout - in Figure 2). The 
first was the mean RNFL thickness of the entire 
circumference of the optic disk, labeled as "fiber avg" in 
database. The second parameter was quadrant thickness of 
RNFL, labeled as "fiber S", "fiber I", "fiber T" and "fiber 
N” - for superior, inferior, temporal respectively nasal 
quadrants.  
 

 

Fig. 2 OCT printout –PDF file 

OCT printout reveals the appearance of RNFL scan and 
automated analysis for both eyes (right eye and left eye, 
labeled as OD/OS). The collected data from the OCT 
printout, that are integrated in the final database, are marked 
with circles and arrows of different colors for different 
quadrants, as in Fig2: light blue for temporal quadrants 
(labeled as "fiber T"), indigo for nasal quadrants (labeled as 
"fiber N"), black for superior quadrants ("fiber S"), brown 
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for inferior quadrants ("fiber I"), pink for average thickness 
of RNFL ("fiber avg"). Each eye from a patient was 
considered and analyzed separately in the database, because 
of various differences between right and left eye regarding 
IOP, corneal properties and possibility in a patient to have 
optic nerve damage / secondary glaucoma only in one eye. 

C. Building the Integrated Database 

In order to achieve clinical a research goal in 
ophthalmologists practice the extraction of the relevant 
information from different types of documents become one 
of the most important. Biomedical information exists in 
form like: text, journal articles, databases or electronic 
health records [7]. The OCT device from Review 
Ophthalmological Center gives the patients results in “pdf” 
documents and ORA device gives the results in “csv” files. 
In order to extract the necessary information and to build an 
integrated database a set of virtual instruments (vi) in 
Labview (National Instruments) were implemented. 

For required OCT data, the “pdf” files (Figure 2) were 
converted in “tiff” files. By using the NI Vision Assistant 
and NI Vision Development Module an optical character 
recognition (OCR) based application was implemented 
(Figure 3) [8].  

 

 

Fig. 3 The application for ORA data retrieval-The vi. front panel 

For each feature the values were determined after some 
image enhancement algorithms: low pass filter for 
smoothing, Look Up Table (LUT) –exponential for contrast 
or masking for select the region of interest (ROI). Finally, 
after the OCR session the characters set were read. 

The collected data from ORA and OCT were put together 
and exported in an “excel” file, wherefrom 4343 eyes values 
were available to be statistically computed. 

The built integrated database that is used finally for the 
statistical analysis contains for each eye the next features: 

The gender and the age of the patient, Goldman - correlated 
Intraocular Pressure (IOPg), Compensated Intraocular 
Pressure (IOPcc), Corneal Hysteresis (CH), Corneal 
Resistance Factor (CRF), computed specific damping 
capacity (φ), retinal nerve fiber layers thickness - as a mean 
("fiber avg") and the average measurements for each of the 
four quadrants ("fiber S, I, T and N”) around the optic nerve 
(Figure 2). 

For statistical analyze of data SPSS version 13.0.1 was 
used, with descriptive statistics, bivariate correlation, linear 
regression and multiple stepwise regression statistics 
procedures.  

Database from the “excel” file was imported as a "sav" 
file in SPSS to be studied. First an overview was made and 
the main features of the collected data were analyzed. The 
correlation indices (Pearson and Spearman) were computed, 
to see the strength of association between variables. 
Multiple stepwise regression analysis was used to quantify 
different associations. This study was made because all 
previous studies show that IOP (for example) produces a 
RNFL thickness decreasing [1], [5], [14], and the goal is to 
know which variables or association are more related with 
this RNFL loss. 

IV. EXPERIMENTAL RESULTS 

The 4343 studied eyes are coming from a group of 
patients with ages are distributed between 8 and 95 years, 
with a mean of 53.17 years old and a standard deviation of 
17.46 years old (Figure 4). The gender distribution was: 
1572 male and 2771 female. 

  
 

 

Fig. 4 The frequency of studied patients (4343) grouped according to age  

Descriptive statistics on our database revealed: Goldman 
- correlated Intraocular Pressure (IOPg) between 4.1 and 
65.9 mmHg, Compensated Intraocular Pressure (IOPcc) 
between 6.2 and 70.7 mmHg, Corneal Hysteresis (CH) 
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between 0 and 26.6 , Corneal Resistance Factor (CRF) with 
values between 3.4 and 27, computed specific damping 
corneal capacity (φ) between 0 and 1.195, retinal nerve fiber 
layers thickness - as an average around the optic nerve 
(fiber avg) between 23.96 - 150.20 microns and the 
measurements for each of the four quadrants around  
the optic nerve (fiber S, N, T, I) respectively 9 - 191, 10 -
174, 15-175, 1-199 microns as minimum - maximum 
measurements (Table 1). 

Table 1 Descriptive statistic of the database in study 

 N Minimum Maximum Mean 
Std. 

Deviation 

Fiber-S 4343 9 191 124.06 22.972 
Fiber-N 4343 10 174 79.96 19.154 
Fiber-T 4343 15 175 70.84 14.854 
Fiber-I 4343 1 199 124.29 22.653 
Fiber -Avg 4343 23.96 150.20 99.804 15.060 
IOPg 4343 4.1 65.9 18.356 5.0162 
IOPc 4343 6.2 70.7 18.974 5.3419 
CRF 4343 3.4 27.5 10.851 2.0794 
CH 4343 .0 26.6 9.913 2.1272 
φ 4343 .000 1.195 .291 .1022 
Valid N 
(listwise) 

4343     

 
Correlations between age and RNFL thickness (average 

and the four quadrants) with the other measured parameters: 
IOP, corneal properties and φ were computed (Table 2).   

 

 

Fig. 5 Regression scatterplot for CH dependence on age 

The regression scatterplot for CH negative linear relation 
by age is illustrated in Fig. 5: CH is decreasing with the 
increasing age ( r = - 0.271). The regression constant (point 
at which the regression line would hit the vertical axis of the 

graph) is 11.67 (CH value for age 0); Regression 
unstandardized coefficient is -0.033. It is therefore a 
possibility to predict CH by knowing the age by using the 
relation (2) 

ageCH ×−= 03306711 ..                            (2) 

Statistically significant correlations for all studied 
variables were found with the exception of those between 
temporal RNFL and IOPg and CRF; some of them are 
positive (RNFL is decreasing when the studied parameter - 
CH, CRF, ϕ - is decreasing) and others are negative (RNFL 
is decreasing when the studied parameter - IOPg and IOPc - 
are increasing). In Table 2 the most significant correlations 
between age and the measured or computed parameters are 
included; they are sorted in decreasing order by statistical 
relevance; RNFL thickness and corneal parameters decrease 
with the age (negative correlations); IOPg and especially 
IOPc increase with the age. 

Table 2 Pearson and Spearman correlation coefficients (ordered  
decreasing by clinical relevance) and their statistical significance for the 
most significant correlations detected between age, RNFL ("fiber" avg, I, 
S, N, T), intraocular pressure (IOPg, IOPc), corneal parameters (CH, CRF 

and φ) 

Studied Variables 
Pearson 
correl. 
coeff. 

Statistic. 
signific. 

(p) 

Spearman  
correl. 
coeff. 

Statistic. 
signific. 

(p) 

age fiber avg -0.322 0.000 -0.331 0.000 
age fiber S -0.313 0.000 -0.324 0.000 
age CH -0.271 0.000 -0.261 0.000 
age fiber I -0.244 0.000 -0.236 0.000 
age φ -0.204 0.000 -0.224 0.000 
age IOPc 0.203 0.000 0.098 0.000 
age fiber T -0.191 0.000 -0.204 0.000 
age fiber N -0.188 0.000 -0.206 0.000 
age CRF -0.167 0.000 -0.150 0.000 

fiber avg CH 0.165 0.000 0.136 0.000 
fiber avg IOPc -0.162 0.000 -0.130 0.000 

fiber I IOPc -0.160 0.000 -0.127 0.000 
fiber I CH 0.157 0.000 0.129 0.000 

fiber avg φ 0.150 0.000 0.141 0.000 
fiber S CH 0.150 0.000 0.0123 0.000 
fiber I φ 0.148 0.000 0.137 0.000 
fiber S IOPc -0.139 0.000 -0.139 0.000 
fiber S φ 0.125 0.000 0.115 0.000 
fiber I IOPg -0.114 0.000 -0.084 0.000 

fiber avg IOPg -0.112 0.000 -0.084 0.000 
fiber N φ 0.104 0.000 0.115 0.000 

 
Multiple stepwise regressions revealed the influence of 

different associations between the collected parameters, and 
show which of these associations are better to predict RNFL 
loss in glaucoma suspect patients. (Table 3) 
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The best predictors, with negative correlation, are 
associations: age + IOPc, age+ CH, Age+ ϕ (Beta = -0.3, 
multiple R= 0.11), but they still only account for 11% of 
RNFL variability. Considering different association for age, 
IOP, CH correlation coefficients are increasing significant 
(Beta = -0.34 for IOPg+IOPc, -0.39 for IOPg+IOPc+CH 
comparative with -0.322 for age) so their increase is a better 
predictor for RNFL loss, than any other studied parameter 
considered alone. 

Table 3 Multiple regression stepwise, with different predicting variable 
association, considering "Fiber avg" as Dependent variable (the most 

significant correlations are highlighted) 

Dependent 
Variable:  

Fiber -Avg 

Unstandardized 
coefficients 

Standardized 
Coefficients 

 

Variable R2 B 
standard 
error b 

Beta t 
Signif. 
of t 

IOPg 0.013 -0.33 0.045 -0.112 -7.426 0.000 
IOPg, 
IOPc 

0.033 0.59 0.106 0.198 5.594 0.000 
 -0.96 0.100 -0.342 -9.655 0.000 

IOPg, 
IOPc, 
CH   

0.033 0.71 1.825 0.238 0.392 0.695 
 -1.10 2.114 -0.391 -0.522 0.602 
 -0.15 2.295 -0.021 -0.066 0.947 

IOPg, 
IOPc, 
CH,    
ϕ,     
age  

0.115 -0.17 1.790 -0.056 -0.095 0.925 
 -0.16 2.057 -0.057 -0.078 0.938 
 0.51 2.261 0.072 0.225 0.822 
 -7.80 5.421 -0.053 -1.439 0.150 
 -0.26 0.013 -0.297 -19.97 0.000 

Age 0.104 -0.28 0.012 -0.322 -22.41 0.000 
Age, ϕ 
  

0,111 -0.26 0.013 -0.304 -20.81 0.000 
 12.95 2.153 0.088 6.013 0.000 

Age, 
CH  

0.110 -0.26 0.013 -0.299 -20.12 0.000 
 0.60 0.105 0.084 5.651 0.000 

Age, 
CH, 
IOPg   

0.115 -0.26 0.013 -0.297 -19.96 0.000 
 0.50 0.107 0.070 4.600 0.000 
 -0.20 0.044 -0.067 -4.594 0.000 

Age, 
IOPc 

0.114 -0.26 0.013 -0.302 -20.71 0.000 
  -0.29 0.041 -0.103 -7.062 0.000 

V. DISCUSSIONS 

There are many parameters to look for when we try to 
distinguish between a normal and a glaucomatous patient. 
The variability between individuals and within an individual 
over a lifetime make difficult to appreciate the situation of a 
patient at one moment. Biomechanical properties of the eye 
structures, measured by ORA are very important to assess a 
glaucoma suspect, and there are many studies focused on 
these properties [9]. By now nearly everyone recognizes 
that the current gold standard for measuring IOP, the 
Goldmann tonometer, has considerable flaws. The IOP 
measure is affected by corneal properties including rigidity, 
thickness, structure, hydration curvature and perhaps other 

factors not yet identified. ORA is capable to provide 
pressure measurements that are less affected by corneal 
properties, and give us additional information. All of these 
were taken into account and they determine us to make a 
step on ward to introduce these data into our daily medical 
practice. 

Recent studies [10] shows that IOP induce a certain 
amount of stress and strain at the optic nerve head and lead 
to apoptosis of he ganglion cells; process depend on 
biomechanical properties of sclera and lamina cribrosa. Our 
study sustains these findings: computed "R square" is 0.01 
for IOPg considered alone as RNFL predictor and triple, 
0.03, for IOPg+CH as associated predictors for RNFL loss.  

Multiple stepwise regression revealed that RNFL 
thickness (fiber avg) is much better predicted by age, or 
associations age + IOPc, age+ CH, Age+ ϕ (R square is 
0.11) than by IOP g, or IOPc, IOPc+ CH (R square is 0.01 
respectively 0.03), thus the older definition of glaucoma - 
that elevated intraocular pressure (IOP) would cause a 
certain type of damage to the optic nerve - is no longer 
sustained. As we can see in Table 2, for IOPg considered 
alone, R square is only 0.013, thus it can explain only 1% 
RNFL variability, while association age+CH+IOPg account 
11% of RNFL variability (ten times more). 

Statistics in other studies show also a higher correlation 
for (in order) superior, inferior quadrants and average 
thickness of RNFL with IOP [5], [14], [15]. Present work 
(with a studied sample far greater than other studies) shows 
also significant statistical correlations between IOP and 
RNFL thickness, as follows: average, inferior, superior, 
nasal and temporal (ordered decreasing by relevance). 
Considering these we improved our daily medical practice, 
with an appropriate technical and engineering support; 
uncovering the measure of correlation between IOP and 
RNFL loss, we also search for other possible RNFL loss 
causative factors, just as mentioned in other studies [16]. 

VI. CONCLUSIONS  

Glaucoma risk or its clinical diagnosis in a patient 
requires a lot of work and attention between his clinical and 
paraclinical measured data. Technical support to integrate, 
compute and judge all patient's collected data offer a better 
approach of clinical cases.  

RNFL thickness is one of the most important parameter 
used to categorize a patient as healthy, borderline (glaucoma 
risk) or ill (glaucomatous) and is known to be influenced by 
elevated IOP in the presence of certain properties of the 
cornea [13],[14]. Different considered associations between 
the mentioned parameters - as predictors for RNFL loss - 
increases the accuracy in categorize a patient. Present work 
sustain these, showing a good statistical correlation between 
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RNFL and ORA measured parameters (IOP, corneal 
properties), as well as with computed corneal specific 
damping capacity (φ).  

The best correlations we found are between age and 
RNFL thickness (in order: medium, superior, inferior, 
temporal, nasal, with "r" respectively -0.32, -0.31, -0.24, -
0.19,- 0.18 , for all p< 0.001); correlations between RNFL 
thickness (medium and inferior) with IOPc, CH and φ (r = -
0.15 /-0.16, p<0.001) are better than between  RNFL 
(superior and nasal) and IOPc, CH and φ (r =-0.14/-0.10, 
p<0.001); there is a very low positive correlation between 
RNFL (medium, inferior, superior, temporal) and CRF 
(r=0.06 / 0.02, p<0.001). 

The best predictors for RNFL damage are associations: 
age + IOPc, age+ CH, Age+ ϕ (R square is 0.11), but they 
still only justify a rate of 11% for RNFL variability (loss). 

Though, low/medium values of the correlation 
coefficients (Pearson' r and Spearman not greater than 0.33) 
show that the studied parameters are not enough for a 
complete and complex assessment of a glaucoma suspect  
patient; RNFL thickness decrease is certainly  demonstrated 
now, determined by a more complex combination of factors 
than IOP and corneal properties [16].  

The best predictors for RNFL loss (measure for the optic 
nerve structure) are associations: age + IOPc, age+ CH, 
Age+ ϕ,  age+CH+IOPg (R square is 0.11), but they still 
only justify a rate of 11% for RNFL variability (loss). 

Future studies with additional collected data about 
patients (for example: visual field as a measure for the optic 
nerve function, or ocular blood perfusion pressure 
responsible for optic nerve nutrition) are needed to improve 
rate of prediction for RNFL loss in glaucoma suspects.  

Machine Learning Classifiers are also in our focus to 
increase the speed and accuracy of framing a glaucoma 
suspect patient, in daily clinical ophthalmological practice. 
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Abstract— The use of insulin pumps in the treatment of type 
1 diabetes mellitus increased tremendously in the developed 
countries during recent years. In order to successfully switch 
patients previously treated with multiple daily insulin injec-
tions to insulin pump therapy, a proper distribution of total 
daily insulin is required. An important step is to determine the 
daily basal rate, and to tailor the basal rate pattern according 
to the 24-hourly basal insulin need. The aim of our study was 
to identify the age-dependent characteristics of basal rate 
profiles at the initiation of insulin pump therapy during hos-
pital admission; 70 patients who met the criteria of the nation-
al program for insulin pumps were included; they were  
divided into 4 age-groups (Group 1: 6 to < 12 years; Group 2: 
12 to < 18 years; Group 3: 18 to < 25years; Group 4: >25 
years), and the daily basal rate requirement and hourly distri-
bution of the basal rate were investigated. A significant differ-
ence between basal insulin requirements was observed among 
the four groups (Group 1-0.36±0.14; Group 2 -0.64±0.21; 
Group 3 -0.64±0.19; Group 4-0.57±0.20; p<0.001), and a bi-
modal distribution of basal insulin need was observed for all 
age-groups, but with variable age-dependent amplitudes. Iden-
tification of the optimal proportion of insulin and the 24-
hourly basal insulin distribution for different age groups can 
help easily initiate and implement the right pattern right from 
the beginning of insulin pump therapy. 

Keywords— type 1 diabetes, insulin pump, CSII, insulin 
dose 

I. INTRODUCTION  

Since the discovery of insulin in the 1920s, type 1 di-
abetes (T1DM) disease course changed dramatically, from a 
slowly fatal condition treated by starvation, to a lifelong, 
insulin-controllable disease. Continuous efforts have been 
made during the past 30 years in order to achieve the best 
glycaemic control by mimicking nondiabetic insulin secre-
tion patterns: a slow, basal delivery throughout 24h with 
boosts at meal times. Two treatment options are available to 
achieve this target: multiple daily insulin injections (MDI) 
or continuous subcutaneous insulin infusion (CSII) by insu-
lin pumps. Insulin pumps are small, electromechanical de-
vices which infuse rapid-acting insulin via a subcutaneously 
inserted cannula, providing an hourly programmed basal 
insulin delivery and patient-activated prandial boluses[1]. 

Insulin pump use has considerably increased in pediatric 
diabetes care during the past decade in developed countries, 
especially in preschool children [2, 3]. The main indications 
of CSII therapy are in T1DM in children, pregnancy, disabl-
ing hypoglycaemia with MDI and T1DM uncontrolled on 
MDI [4]. Several studies have shown better glycaemic con-
trol, less severe hypoglycaemia, improved quality of life, 
treatment satisfaction and blood glucose variability with 
CSII versus MDI [5-8], but with the downsides of higher 
treatment costs, complexity and reduced access in develop-
ing countries, due to budgetary constraints in healthcare 
systems. 

When switching patients from MDI to CSII, a decrease 
by 10-20% of total daily insulin dose is expected, due to 
pharmacokinetic differences between the modalities [9]. An 
important step in starting CSII is to determine the basal 
insulin dose requirement, usually representing 30-50% of 
the total pump-adjusted daily insulin dose [3, 10].  

The objective of our research was to identify the charac-
teristics of the optimal basal insulin profile according to age 
groupings, in order to improve the insulin pump initiation 
process. While different basal rate profile recommendations 
have been made for adolescents and adults by diabetes care 
settings across different geographies, there is no current 
consensus on how to start CSII in different age groups.  

II. PATIENTS AND METHODS  

Case records from 70 type 1 diabetes patients aged 6 to 
40 years who were switched from MDI to CSII from 2002 
until 2011 at the Clinical Center of Diabetes, Nutrition and 
Metabolic diseases in Cluj-Napoca, were examined. Patients 
who met the inclusion criteria to be part of the National 
Diabetes Program for free insulin pumps[11], were referred 
to the above mentioned clinic from different diabetes care 
settings across Transilvania.  

Informed consent was obtained either from the partici-
pants or from their parents. The study was conducted in 
accordance with the ethical standards of the local ethics 
committee and with the ethical principles for medical re-
search involving human subjects stated in the revised Hel-
sinki Declaration. 
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All pumps were started on rapid-acting insulin analog 
during hospital admission. The total daily insulin dose 
(TDD) on MDI was used to calculate the pump start doses. 
TDD was decreased by at least 20%. The basal rate was 
divided into 5 blocks: 12:00 AM-3:00 AM, 3:00 AM-7:00 
AM, 7:00 AM-12:00 PM, 12:00 PM-6:00 PM and 6:00PM-
12:00AM. Nighttime hourly basal rate from 12:00 AM to 
3:00 AM was 0,1U/h lower or higher than 3:00 AM-7:00 
AM, depending on individual tendencies for nighttime hy-
poglycaemia. Also, daytime hypoglycemia-prone time in-
tervals were covered by 0,1U/h lower insulin doses. Basal 
rate adjustments were made based on 6 h fasting tests per-
formed on successive time intervals on consecutive days 
during hospital admission.  

Patients were divided into 4 age groups: prepubertal 6 to 
< 12 years (n=14), adolescent 12 to < 18 years (n=20), 
young adult 18 to <25years (n=18) and adult >25years 
(n=18). For all statistical analyses SPSSv.22 was used. 

III. RESULTS 

Study group mean age was 19.1±8.9 years, mean duration 
of diabetes at pump start 11.4±8 years, 60% female and 88.5% 
from urban area. Mean duration of MDI treatment before pump 
initiation was 7.7±5.7 years. The proportion of patients on pre-
pump basal insulin analog and rapid-acting analog was 92.8% 
and 88.5% respectively. Pump patient basic characteristics and 
insulin requirement are presented in Table1.  

Table 1 Pump patient characteristics by age group 

 Group 1 
6 to <12 
years 

Group 2 
12 to <18 
years 

Group 3 
18 to <25 
years 

Group 4 
>25 years 

N 14 20 18 18 

Age (years) 9.3±2.1 13.6±1.6 19.9±1.6 32.2±4.5 

Male (%) 21.4 35.7 28.6 14.3 

Weight (Kg) 33.8±14.1 51.7±11.8 61.8±5.1 65.8±15.4 

Height (m) 1.39±0.11 1.60±0.08 1.68±0.06 1.69±0.10 

BMI (kg/m2) 17.1±5.6 19.8±3.5 21.8±1.8 22.6±3.1 

HbA1c at pump 
initiation (%) 

8.2±1.2 8.7±1.7 8.3±1.4 8.5±1.2 

Diabetes dura-
tion (years)  

5,6±3,0 8,3±3,3 9,8±5,9 21,1±8,0 

Total daily 
insulin pump 
dose (U/day) 

23.8±9.6 37.5±7.1 36.5±7.6 34.3±7.0 

Total daily basal 
rate need 
(U/day) 

8.8±3.4 15.5±5.1 15.4±4.6 13.8±2.6 

Basal rate 
percent (%) 

37.8 41.2 42.1 40.7 

Total insulin 
need U/kg/day 

0.99±0.40 1.56±0.29 1.52±0.31 1.43±0.29 

Basal rate need 
U/kg/day 

0.36±0.14 0.64±0.21 0.64±0.19 0.57±0.20 

Mean HbA1c at the initiation of insulin pump therapy was 
8.4±1.4%, with no significant differences between groups 
(p>0.05). Mean total pump daily insulin requirement was 
33.7±9.1 U/day, with significantly lower doses in the pre-
pubertal group. The lowest basal insulin requirement was in 
the prepubertal group (P<0.05), with no significant differ-
ences between the other groups. The mean total daily insu-
lin/kg was the highest in the pubertal group, and the lowest 
in the prepubertal group; the mean basal requirement/kg/day 
was the highest in the adolescent and young adult groups. 
The lowest basal rate requirement as percent of daily totals 
was in the 6-<12years group. Overall, as percentage of the 
daily total insulin, the mean basal rate was around 40%. The 
hourly basal rate distributions according to age groups are 
represented in Figure1, as percent of mean total 24h basal 
need. 

 
Fig. 1 Insulin pump hourly basal rate profiles in different age groups 

The bimodal distribution of daily basal rate across all 
age-groups is of immediate practical importance, with a 
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lower basal need between 11:00 and 15:00, indicating a 
higher insulin sensitivity around midday. In prepubertal 
children, the highest basal insulin need was between 5:00-
9:00, with the second lower peak between 19:00-22:00. The 
other three groups revealed the highest basal insulin need 
between 3:00-10:00, and a lower peak between 17:00-
21:00. Among the last three groups, the lowest basal insulin 
requirement and highest insulin sensitivity respectively was 
observed in the group aged > 25 years between 13:00-16:00. 

IV. DISCUSSION AND CONCLUSIONS 

Clinical trial data of CSII in different T1DM subpopula-
tions shows clear benefits [12-14]: achievement of 
good/better glycemic control with much lesser injections 
than MDI, less severe hypoglycemia, more flexibility and a 
clear patient preference  for insulin pump therapy and bet-
ter perception of general and mental health status[5]. In 
order to achieve all these benefits, a rigorous patient selec-
tion is required. Most people with T1DM can achieve ac-
ceptable glycemic control with MDI, when this option is 
applied sufficiently rigorously. It is better to reserve the 
CSII option for the ones in which the most robust clinical 
evidence exists. Guidelines draw clear criteria in this re-
spect, the pediatric population being considered one in 
which MDI is inappropriate or inacceptable. In adolescents, 
non-adherence, insulin resistance, changing activity and 
sleep patterns can lead to treatment failure, both with CSII 
and MDI, but though, they are often better managed with an 
insulin pump [3]. Moreover, studies have shown that tee-
nagers are more likely to have high glycated hemoglobin 
levels on CSII, leading even to pump treatment discontinua-
tion and switch back to MDI [15]. 

Considering that insulin requirements vary across age-
groups[16], knowing the age-related basal rate profile cha-
racteristics can help establish an optimal insulin profile 
from the beginning of CSII, the greatest variability being 
found in the pediatric age-group. According to certain au-
thors, basal rate should be ~ 50% of daily totals[17], but 
others recommend it as 40% of daily totals[18]. Our study 
group adhere to the least recommendation, with even lower 
basal rate requirements below the age of 12 years. The rec-
ommendations for basal rate distribution patterns vary wide-
ly across geographies, as some clinics prefer to start with 
the same hourly rate, others with four different daily basal 
rates, and others with sliding ruler scales developed accord-
ing to body weight and age[19]. In our analysis, the biphasic 
daily basal rate profile observed across all age-groups might 
be attributed to the differences in counter-regulating hor-
mones in different age-groups, as the dusk phenomenon 
decreases amplitude > 12 years and the dawn phenomenon 
marks the highest basal need interval. 

The findings of our research can be used to easier suc-
cessfully initiate future patients in our setting in insulin 
pump therapy, knowing what sort of profile to expect, opti-
mizing and tailoring the basal rate accordingly. 
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Abstract— The levonorgestrel intrauterine system (LNG-
IUS) offers a new therapeutic concept that combines a highly 
efficient contraceptive effect. The device is also used in the 
therapy of idiopathic menorrhagia. Our study analyses the 
therapeutically efficiency of an intrauterine medical device 
(Mirena) used by patients with idiopathic menorrhagia for one 
year. 20 woman patients were supervised based on a trimestri-
al questionnaire, sent by the patient to their gynecologist.  At 
the beginning and at end of the study all the patients have 
submitted a clinical and ultrasound evaluation.  Also usual 
hematological examinations have been performed.  The re-
sults showed a significant decrease in duration and quantity of 
menstrual bleeding (p<0.05). The correlation between the 
electronic data and clinical data was very good (p<0.05), and 
the acceptance of monitoring system used was excellent. We 
can conclude that the Mirena treatment is efficient, well tole-
rated and is suitable for internet medical follow-up. 

Keywords— intrauterine devices, monitoring, clinical data, 
electronic data  

I. INTRODUCTION  

Hormonal intrauterine devices were introduced 30 years 
ago in order to improve the contraceptive action and to 
reduce the side-effects of other contraceptive methods [1, 
2]. The researches suggested that the addition of a progesto-
gen to a non-medicated contraceptive device improved its 
contraceptive efficacy.  The device provides fertility con-
trol, complete reversibility and convenience, and has an 
excellent tolerability [3].  Furthermore, these devices have 
proven to be effective in treatment of heavy menstrual 
blood losses. Affecting 20% of women, menorrhagia is 
defined as total menstrual blood loss of more than 80 ml per 
menstrual cycle [4].  

Traditional medical management of menorrhagia consists 
of oral medications (nonsteroidal anti-inflammatory drugs, 
oral progestins or oral contraceptives). Surgical options 
include invasive methods such as endometrial resection or 
ablation and even hysterectomy.  

The levonorgestrel intrauterine system (LNG-IUS) offers 
a new therapeutic concept that combines the contraceptive 

efficacy with a treatment that reduces menstrual blood loss 
in both normal women and those with menorrhagia. 

The clinic studies reported that levonorgestrel - IUS is 
more effective than nonsteroidal anti-inflammatory drugs 
and is as effective as oral norethisterone in menorrhagia 
management. The treatment compliance is significantly 
higher in the case of LNG-IUS. After 3 months of treat-
ment, women using the LNG-IUS have 82% reduction in 
menstrual blood loss—twice that observed with tranexamic 
acid and 4 times the reduction seen with flurbiprofen [5] 
After 3 months, the levonorgestrel intrauterine system re-
duces menstrual blood loss by an average of 94%, compara-
ble to the 87% reduction in oral norethisterone users [6, 7]. 
After 12 months of treatment, the women in the LNG-IUS 
group registered an average 96% reduction in blood loss 
compared to pretreatment levels.  

The device also compares favorably with less-invasive 
surgical treatments for menorrhagia, including endometrial 
resection and ablation [8, 9].  Reduction of excessive blood 
loss is seen as soon as the first menstruation after insertion 
and at 1 year the reduction is more than 90%. The therapeu-
tic effect is maintained for more than 5 years after first 
placement of the LNG IUS in the uterine cavity [10].  

The recent studies concluded that menorrhagia treatment 
with the LNG-IUS is advantageous for women who wish to 
preserve fertility [2]. The levonorgestrel-releasing IUS is 
equally effective and well- accepted option in all age groups 
[11] and the bodyweight of the user is not associated with 
failure of the method. [11, 12]. The complications and side 
effects are rare; the invasive procedures are avoided and the 
fertility is preserved [3, 13].   

II. MATERIALS  

A. Devices Materials, Properties and Design 

Constructed of polyethylene, the levonorgestrel IUS is a 
T-shaped device with a steroid reservoir around the vertical 
stem (Fig. 1). Mirena is an intrauterine contraceptive device 
(IUCD). It consists of a small T-shaped frame made of 
polyethylene. The arms of the T are approx. 3 cm in length. 
The vertical arm is surrounded by a cylindrical reservoir 
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containing levonorgestrel. Two fine plastic threads are at-
tached to the tip of the vertical arm (which are used for 
removal of the system and to check its presence once it is in 
place). The polyethylene removal threads attached to the T-
frame are pigmented with black iron oxide. The T-frame 
contains barium sulphate, which makes it visible in X-ray 
examinations. 

The unfilled polymer is the polydimethylsiloxane 
(PDMS) polymer after peroxide catalysis, which is mixed in 
an equal ratio with levonorgestrel, to form the levonorge-
strel releasing reservoir. The unfilled polymer is also mixed 
with inert colloidal silica to form the membrane tubing, 
which covers the levonorgestrel reservoir in order to control 
the release rate of levonorgestrel [14].  

The active ingredient of the system is levonorgestrel, 
which is a progestogen usually present in contraceptive 
products. Levonorgestrel is a nortestosterone derivative 
with potent progestogenic effects. Its chemical name is 13-
ethyl-17-hydroxy-18,19-dinor-17a-pregn-4-en-20-yn-3-one 
with following structural formula (Fig.2) 

 

Fig. 1 The LNG-IUS construction (Mirena -IUCD) 

 

Fig. 2 Levonorgestrel structure 

B. Mechanism of Action 

This intrauterine delivery system has mainly local progesto-
genic effects exerts by a low doses of levonorgestrel in the 
uterine cavity. 

The use of the levonorgestrel-releasing intrauterine sys-
tem is associated with a strong reduction in duration and 
quantity of menstrual bleeding. This effect is based on the 
local action of LNG - IUS on the endometrium and could be 
explained by the substantial morphologic effects at this 
level. The local release of levonorgestrel into the uterine 
cavity results in a strong suppression of the endometrial 
epithelium as the epithelium becomes insensitive to estra-
diol released from the ovaries. This accounts for the reduc-
tion in menstrual blood loss [12, 16]. Reduction of  
menstrual blood loss results in improvement of the body 
iron balance and in an increase in hemoglobin concentration 
[10]. The significant reduction of MBL and the increase in 
hemoglobin and serum ferritin levels in the treatment of 
menorrhagia with the LNG-IUS has great implications for 
women's reproductive health [17]  

III. EXPERIMENTHAL  

A. Method 

This study analyses the possibility and the efficiency of 
distant monitoring (via email) of the LNG-IUS intrauterine 
system’s therapeutically effects, used in therapeutically 
purposes at woman patients with idiopathic menorrhagia. 

We have designed a longitudinal, descriptive and analytic 
study. The patient after the insertion of LNG-IUS send 
email to their gynecologist via email concerning the dura-
tion of the menstrual bleeding, the amount of blood loss or 
the occurrence of any side effects such as amenorrhea, spot-
ting. This information was resent to our team by email each 
3 month.  At the end of the study every patient had a clini-
cal and ultrasound examination. Usual hematological (he-
moglobin, hematocrit, erythrocyte blood count, seric iron 
level) parameter were taken at day 0 and at 12 months. 

The Mirena device was used as conservative treatment of 
women suffering from idiopathic menorrhagia and second-
ary ferriprive anemia, in the absence of a severe gynecolog-
ical pathology that would require an immediately surgical 
treatment. 

The study protocol was approved by the local ethical 
committee (University of Medicine and Pharmacy “Iuliu 
Hatieganu” Cluj-Napoca, Romania) and is in accordance 
with guidelines set out in the Helsinki Declaration of  
human rights. The informed consent was obtained for every 
patient. 

The study had many steps. At the entrance of the patient 
in the study a complete gynecological and pelvic ultrasound 
examination were performed. Complementary hematologi-
cal examination was asked in order to asses the impact of 
the blood loss (hemoglobin, hematocrit, erythrocyte blood 
count, seric iron level).  

The inclusion criteria are represented by:  
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- idiopathic menorrhagia (clinical and ultrasound 
parameters in the normal range) 

- mild chronic ferriprive secondary anemia (he-
moglobin values ranging between 8-12.5 g %)  

- body mass index between 18-30 
- the acceptance of the contraception for the whole 

duration of the study. 

The exclusion criteria are represented by: 

- the existence of associated  disease that represent an 
absolute contraindication for the use of LNG – IUS (breast 
cancer, cervical cancer,  ectopic pregnancy,  hepatic dis-
ease) or relative contraindications (acquired immunodefi-
ciency syndrome, anticoagulant therapy, bradychardia, 
cardiac disease, cerebrovascular disease, coagulopathy) 

- women that have at least one child (after vaginal deli-
very or cesarean section). 

An electronic form has been send to every patient regard-
ing the quality of life after the insertion of LNG-IUS.  

The recruitment of the woman patients took 6 moths. Af-
terwards, the patients were monitorised by an electronic 
questionnaire sent by email every 3 moths for one year. At 
the end of the study a clinical, ultrasound and hematological 
exam was done in order to verify the therapeutically results 
and the concordance of the 4 questionnaires completed by 
each patient with objective medical data. 23 patients took 
part in the study, 20 of them being monitorised until the end 
of the study and 3 of them haven’t sent back all the 4 ques-
tionnaires, being eliminated.  

During the study the patients have sent the results by 
email, by filling the questionnaire with quantitative results. 
They also have sent details about any given adverse reaction 
that might appear. 

The electronic form was design using Microsoft Excel  
with the following fields: 

- monthly bleeding pattern – the number of days of 
monthly bleeding 

- for each day a quantification of the vaginal blood flow: 

• none 
• spotting 
• light bleeding 
• normal bleeding 
• heavy bleeding 

- the concomitant medication 
- adverse reactions 
- laboratory analyses made at the beginning and at the 

end of the study 
- the level of satisfaction of the patient concerning the 

device and it’s effect on bleeding 
- the level of satisfaction of the patient concerning the 

informative communication method. 

At 12 months all the patients have been reexamined us-
ing clinical and ultrasound parameters. Also a blood drawn 
has been performed in order to evaluate the level of the 
anemia. 

The data has been analyzed in order to find if there is any 
concordance between the data offered by patients during the 
monitoring period and the clinical results. The effectiveness 
of the use of LNG-IUS was analyzed taking into considera-
tion the duration and the amount of the menstrual flow and 
its impact upon the hematological parameters. 

The impact of LNG-IUS upon the endometrium was 
measured using 2D and 3D ultrasound technique. Using 2D 
the thickness of the endometrium was measured on a longi-
tudinal section between miometrium-endometrium limit 
anterior and posterior, identified by an echogenicity differ-
ence (Fig. 3).  

   

  

Fig. 2 Impact of LNG-IUS upon the endometrium using 2D ultrasound 
technique 

 

Fig. 2  The evaluation of the endometrial volume using 3D ultrasound 
technique 
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The measurement of the endometrial volume has been 
performed using a Voluson 730 Expert system equipped 
with a volumetric probe. The volume acquisition has been 
made using rendering mode and static 3D. For the image 
acquisition a median longitudinal uterine section using a 
volumetric acquisitioning angle of 65º. 

The calculation of the volume have been made using 
VOCAL 2 (VIRTUAL ORGAN COMPUTER-AIDED 
ANALYSIS) software using the rotational technique, with a  
15º step and  with the manual drawing of the endometrial 
lining at each step (Fig. 4). The evaluation of the endome-
trial volume have been performed before inserting LNG-
IUS and after 12 months. 

The acceptability of the IUD and the comfort of the pa-
tient have been evaluated using a numeric scale ranging 
from 1 to 5 (1- unacceptable, 5 – no discomfort at all).   

B. Results 

The total number of the study participants was 20. They 
have sent all the 4 questionnaires by email and have been 
present at the final control. 

There haven’t been any important adverse reactions that 
could harm patient’s health.  The acceptance of the LNG-
IUS system was very good, none of the patients having 
abandoned because of unpleasant secondary effects. 

The minor secondary effects consisted of a prolonged 
bleeding in the first three month after the insertion of LNG-
IUS in 4 cases (20%) that has remitted starting with the 
fourth month, mastodynia of reduced intensity in 3 cases 
(15%) and disturbance of the vaginal flora with the appear-
ance of anaerobic bacteria in 3 cases (15%). The appearance 
of these minor secondary effects was notified to the exami-
nator by electronic questionnaires filled each trimester by 
email, and also by this way the therapeutically method of 
resolving these has been immediately indicated.  

The medium bleeding period of the woman patients has 
been reduced significantly from 7.8 days at the beginning of 
the study to 2.4 days at the end of the study  (p<0.05). This 
decrease was gradual, being more significantly after the 
second questionnaire (6 months). 

The amount of blood loss during a cycle has decreased 
from a high bleeding at the beginning of the study to a much 
reduced bleeding (16 patients) or the absence (4 patients) at 
the end of the study. Because of these changes the patient’s 
satisfaction level concerning the LNG-IUS device progres-
sively increased, from a media of 2.4 points to a media of 
4.8 points at the end of one’s year time. A high satisfaction 
score made all the patients to continue the use of the LNG-
IUS device even after the end of the study.   

The confirmation of the healing of idiopathic menorrha-
gia with Mirena has been made using 2D and 3D ultrasound  
 

examination and by the measurement of the hemoglobin 
level. The threshold value bigger than 12.5 g% has been 
considered to signify the hematological healing.   

The average hemoglobin value was 9.6 g% at the begin-
ning of the study, and it reached 12.7 g%  at the end of the 
study (p<0.05). This study proves the correction of the 
anemia by the use of LNG-IUS. 

The dimensions and the volume of the endometrium after 
one year of using LNG-IUS have decreased after 12 months 
of treatment. The hemoglobin level has increased. These 
parameters have been analyzed using Student test. A statis-
tic significant modification has been observed (p<0.01) 
between the initial and final values of the endometrial 
thickness and volume and also of the values of hemoglobin 
(table I).  These results indicate the therapeutic efficiency 
of the LNG-IUS system upon the endometrial hyperplasia 
and the correction of the anemia of the patients. 

The calculation of the endometrial volume was more sig-
nificant than the measurement of the endometrial thickness 
(volume p < thickness p) for the evaluation of LNG-IUS 
effect.  

An inverse correlation has been found using the “r” Pear-
son correlation index when comparing the values of the 
endometrial thickness and the initial level of the hemoglo-
bin   (r = - 0.22088) and between the initial endometrial 
volume and the initial hemoglobin level (r = - 0.32266). 
This inverse correlation was stronger for the endometrial 
volume which can give a better prediction of the anemia 
degree (table II). 

Table 1 Statistical parameters 

 Initial  
thick-
ness 
(mm) 

Initial 
volume 
(cm2) 

Initial 
Hb   
g% ml 

Final   
thick-
ness 
(mm) 

Final 
volume 
(cm2) 

Final 
Hb 
g%ml 

Medium 
value and 
std dev 
 

11,85 
 +/-1.88 

10,80 
+/-1.82 

9,61 +/- 
1.31 

3,71 +/- 
0.98 

2,80 +/- 
0.41 

12,69 
+/- 1.03

“p” 
initial - 
final 

   2,3461 
E-12 

 

1,8732 
E-13 

 

1,2588
E-06 

 

Table 2 Pearson correlation 

 Endometrial 
thickness  

Endometrial 
volume   

Hb Correlation index 
 Pearson “r” 

Initial values  +  + - 0.22088 
Initial values   + + - 0.32266 
Final values  +  + - 0.17590 

Final values   + + - 0.3888 
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At the end of the treatment period the endometrial vo-
lume was better correlated with the hemoglobin level (r = - 
0.3888) than the endometrial thickness (r = - 0.17590). 

The volumetric and dimensional modification of the en-
dometrium confirms the efficiency of the LNG-IUS system, 
and it is in according with the degree of anemia correction 
of the patients. From the parameters that we have used, the 
calculation of the endometrial volume using 3D ultrasound, 
even if it requires complex ultrasound machines and expe-
rience represent a more sensitive method for the detection 
of the endometrial modifications.  

The analysis of the concordance between the subjective 
data and the objective ones at the end of the study has 
showed a concordance of 96% between the subjective ap-
preciation for the bleeding period and the hematological 
healing, and a concordance of 92% between the monthly 
blood loss and the values of hemoglobin at the end o the 
study.  

At the beginning of the study the concordance between 
lost blood quantity appreciated by the patient and the he-
moglobin level was only of 74%, value probably due to 
more difficult quantification of the massive bleeding of the 
patient and their different biological terrain. 

The level of patient satisfaction for the e-mail communi-
cation was of 4.7 point on a scale between 1 to 5. 

C. Discussions  

The use of Mirena device with permanently liberation of 
levonorgestrel represents a modern method, noninvasive 
appropriate for the treatment of idiopathic menorrhagia [17, 
18]. LNG-IUS has some advantages when compared with 
other therapies used for the treatment of this condition such 
as: easy application, maintaince of the integrity of the fe-
male genital and of a very small incidence of systematic 
secondary effects [19]. This system represents an efficient 
alternative to the hysterectomy for the perimenaupausal 
women [20] 

The prolonged bleeding pattern found after the insertion 
of the LNG-IUS system is a transient phenomenon, which is 
not accompanied by increased blood loss and it disappeared 
spontaneously in the first 2 to 4 months of treatment. These 
finding has been confirmed by many multicentric studies [4, 
21]. The actual studies confirm the value of the calculation 
of the endometrial volume by 3D ultrasound, with a good 
reproducibility and repetability. The determination of the 
endometrial volume using 3D technique can be applied in 
the diagnosis of the disorders that involve and excess of the 
endometrial volume (endometrial cancer or endometrial 
hyperplasia in idiopathic menorrhagia) and in the follow-up 
of their treatments [22, 23]. 

The calculation of the endometrial volume seems to be 
better correlated with the initial degree of anemia of the 

patients than the endometrial thickness. Also the endometri-
al volume sees to be better correlate with the final values of 
the hemoglobin, representing a more sensitive method for 
the evaluation of the therapeutically efficiency. 

A better correlation of the volumetric data can be ex-
plained by the fact that the endometrium thickness 
represents an incomplete parameter, it is measured at a 
single level and it is not taking into consideration the aspect 
and the dimensions of the uterine cavity, while the volume 
measuring is analyzing the whole cavity. 

The measurement of the endometrial volume can 
represent a new standard in the future for the evaluation of 
the conditions that involves endometrial changes [24]. 

The use of electronic questionnaires for evaluating the ef-
ficiency of the Mirena device represents a modern, easy and 
efficient way of controlling the treatment at distance. This 
method has reached a high satisfaction level from the pa-
tients and at final analysis of the study it presented a very 
good concordance with the medical objective data. This 
method of e-mail monitoring has allowed the avoidance of 
some useless walks for the patients, an efficient communi-
cation between the doctor and his patient, it allowed the 
continuously gathering of medical information and the de-
crease of some repeatable medical consultations. 

The email based follow-up of the effects and the results 
can also be applied for other diseases, taking into considera-
tion their particularities. In order to obtain correct medical 
results with statistic significance the questionnaire has to be 
extremely well design and it should include numeric and 
well defined qualitative parameters.  

IV. CONCLUSIONS  

LNG-IU represents an effective therapeutically method 
for the treatment of hormonal menorrhagia in 30 to 45 years 
old women. The method is easily accepted by patients and it 
often allows the avoidance of some aggressive chirurgical 
interventions, preserving the integrity of the genital organs. 

This method fulfils the requirements of the minimal inva-
sive techniques so valued in nowadays because of its local 
impact with almost no secondary side effects due to the 
systemic passage of the hormones (13). The key for the 
success of this device is represented by an attentive selec-
tion of the patient with idiopathic menorrhagia, with the 
exclusion of cases with other endometrial conditions. 

The follow-up realized at distance by email represents an 
effective personal efficient surveillance, easy to realize at 
persons with different illness, located in isolated area with 
access difficulties. The data obtained by this method allow 
also the real time update of the treatment if necessary. 

The results obtained through electronic monitoring are in 
a statistical significant concordance with the clinic and 
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paraclinic data. The distance follow-up ca is considered an 
efficient method of surveillance of the therapeutic effect. 
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Abstract— The study is aimed to evaluate and to compare 
the performance of two different types of blood pressure de-
vices (the wrist and the upper arm monitors) – two models 
which are more accessible for patients due to their low price.  
33 subjects aged 20 to 22 years were included (82% women). 
Our principal outcome was the mean relative difference for 
systolic and diastolic blood pressure values (SBP and DBP) 
measured with the selected monitors: Flaem Nuova and  AFK  
BDM-5B. Both blood pressure monitors tested were found to 
be suitable for measuring at home, their performance being 
acceptable according to the European Society of Hypertension 
guidelines (considering mean differences of more than 5 mm 
Hg to be clinically significant). In addition, we investigated the 
accuracy of measurements in correlation with user’s know-
ledge offered by specific training. The users must be properly 
instructed in the self-measurement technique. 

 
Keywords— blood pressure devices, accuracy, self-

measurement, users training 

I. INTRODUCTION  

Hypertension (HTA) is an important problem of public-
health, therefore the  prevention, detection, treatment and 
control of this condition should take  priority. The 
prevalence of hypertension was reported to be around 30–
45% of the general population[1] and was predicted to 
increase by 60% in 2025 [2]  - with no significant 
differences between developed and developing countries 
[3], but with  a steep increase with ageing [4]. 45% of 
Romanian adult population  has HTA 40%, and 75% of 
them have more than 65 years old [5]. 

An adequate control of blood pressure (BP) values can 
predict future cardiovascular events and decreased the risk of 
mortality due to cardiovascular disease. The blood pressure 
measurements made in the physician's office have been the 
standard for diagnosis of hypertension and determination of 
the efficacy of antihypertensive treatement [6]. Furthermore,  
the long-term monitoring of a patient with hypertension 
requires frequent blood pressure controls. In this context,  
the self-measurement and ambulatory monitoring are 
complementary to conventional office measurement [7, 8]. 
Self-measurement of BP may increase compliance with 
specific therapy and reduce the number of visits required for 
long term-monitoring, being a less expensive method of 
monitoring blood [6, 9] Morever, the SMBP allowed 

identification of patients with white-coat hypertension [8]. 
According to the European Society of Hypertension -
European Society of Cardiology  (ESH/ESC) guidelines for 
the Management of Hypertension, the blood pressure self-
measurement (PBSM)  at home is known to be a useful 
clinical tool [1] and is considered a valid method for 
providing the best-practice recommendations for obtaining 
the measurements. In this context, valid measurements of 
blood pressure must be reliable and accurate not only at 
clinicals and community settings, but also in home 
environments.  

The availability of the home medical devices for blood 
pressure has considerably increased over the past decade. 
The home monitors (most of them automated oscillometric 
BP monitors) are easier to use compared with clinical 
sphygmomanometers, but it is important to establish their 
reliability. All devices should be validated according to 
standardized protocols and requirements concerning the 
effectiveness, accuracy and safety (for both patients and 
healthcare professionals). The new international standards 
[10] describe the requirements for the essential performance 
of automated non-invasive devices, in addition to 
recommendations for BP measurement. The upper arm BP 
devices (fully automated or semi-automated) are  preferred  
over wrist- or finger devices which are currently not well 
recommended [11]. Moreover, the Internet commerce with 
this health products increases dramatically, but the sites   
don’t offer a real support for consumer in purchasing a 
validated automated home blood pressure monitoring [12]. 
Furthermore, the self-measurement of BP requires 
appropriate training under medical supervision [13].  

II. EXPERIMENTAL  

A. Materials and Methods 

We examined two blood pressure devices used for self-
measurement of blood pressure: an upper arm automatic 
device (by Flaem Nuova, Italy) and a wrist blood pressure 
monitor (BDM-5B, AFK,  Germany).  

33 subjects were recruited from the students of Faculty of 
Pharmacy UMF Cluj-Napoca (second year of studies), 
which consent to participate in the study. All subjects had 
not previously self-measured their blood pressure and had 
no previously knowledge about devices and measurements 



80 S. Mirel et al.
 

 
IFMBE Proceedings Vol. 44 

 
  

 

techniques. Blood pressure was measured - used both self-
monitoring devices (upper arm and wrist) – alternatively, in 
two protocols.  

Initially (into the first protocol), the subjects measured 
their blood pressure following the user’s manuals. All sub-
ject had 10 minutes to read the manufacturer’s instructions. 

In the second protocol, the self-measurement of blood 
pressure was performed after the subjects were trained con-
cerning the correct measurement. All subject had 30 mi-
nutes training about preparation, technique and     specific 
equipment (pharmacist) and a practical demonstration (with 
a practitioner).  

In both protocol the measurement was performed under 
the supervision of the practitioner (medicine) and an ob-
server (pharmacist). 

In each case, the blood pressure was measured twice with 
two -three minutes of difference between each measurement 
including the time required to move between devices. BP 
was measured in sitting position (on a chair-supporting their 
backs and arms), with the legs uncrossed, after a five-
minute rest. The left arm and wrist were used for all the 
measurements and a special attention was given to the posi-
tion of the monitors - at the level of the heart The measure-
ment points were 8 cm above the elbow joint and 4 cm 
above the wrist joint [1, 8]. 

The results were registered, compared and analyzed.  
The study protocol has been approved  by the Ethical 

Committee of University of Medicine and Pharmacy “Iuliu 
Hatieganu”, Cluj-Napoca, Romania. The informed consents 
were obtained  from all participants in the study. 

Statistical Analysis 

Statistical analysis were performed using SPSS software, 
version 16.0. The values are expressed as mean (SD). Group 
differences (calculated for systolic and diastolic blood pres-
sure) were assessed with paired Student’s t test.  

B. Results 

We had compared the SBP and BP values registered by 
two blood pressure devices which are more accessible for 
patients due to their low price. We had chosen two auto-
mated monitors designed for home use: an upper arm moni-
tor (Flaem Nuova, Italy) and a wrist blood pressure monitor 
(BDM-5B, AFK Germany). Both of them used the oscillo-
metric measurement technique and - according to their 
manufacturers - both of them are accurate, simple to use: 
(the one-touch button) and easy to read (large display). The 
principal characteristics of each device are summarized in 
table 1.  

33 young subjects (mean age 20.2 years, 82% women), 
untreated by antihypertensive medication were included in 
our study. Table 2 presents the patients characteristics.   

A total of 264 BP measurements (8 measurements per 
patient and 132 measurements per device) were performed.  

Table 3 presents the obtained descriptive data.  
The results showed that the average values were similar 

for SBP, but different for DBP.  Thus, the averages of SBP 
measured by using the upper arm (Flaem) and the wrist 
(AFK BDM-5B) devices were similar: 117.5 mmHg (SD 
12.8), respectively 116.7 mmHg (SD 10.2). The averages of 
DBP measured with the Flaem upper arm devices were 
significantly higher than those measured by AFK BDM-5B 
wrist devices: 69.5 mmHg (SD 13.9) respectively 63.6 
mmHg (SD 11.4). Also, the averages of pulse values regis-
tered with the Flaem upper arm devices were higher than 
those measured by AFK BDM-5B wrist devices: 69.5 
mmHg (SD 13.9) respectively 63.6 mmHg (SD 11.4). 

Table 1 The characteristics of BP devices  

Parameters Devices  

 Flaem Nuova  AFK BDM-5B  

Method  oscillometric  oscillometric 

Measurements localization upper arm wrist 

Measurements range 40 to250 mmHg 0 to 299 mmHg 

Pressuure sensor semi conductor semi conductor 

Validated 
clinically validated 
AAMI 

   no data available 

Accuracy +/-3 mmHg +/-3 mmHg 

Memory function 
2 channels with 60 
memories for each 

3 channels with 33 
memories for each 

Technology Real Fuzzy No data available 

Display  
LCD digital 
very large 

LCD digital 
large  

Weight 410 g 125 g 

Cuff inflation automatic automatic 

Batteries 4  * 1,5V AA 2* 1,5V AAA 

Connection to PC No No 

Table 2  Patients characteristics   

Parameters Mean  

Gender:    men:   6  
 women: 27   

   

Age (years) 20,2  

Arm circumference (mm) 256  

Wrist circumfer-ence (mm) 148  

SBP (mmHg) 117,1  

DBP (mmHg) 67,6  
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Table 3 The mean systolic and diastolic BP in two protocols 

Devices 
Parameters  Without 

 training 
 

After 
 training 

Flaem Nuova 
upper-arm  

SBP  
(mmHg) 

 117.2  
(SD 11.7) 

118 
 (SD 13.5) 

 
DBP 
(mmHg) 

 66.2 
 (SD 14.4)  

72.8 
(SD 9.8) 

AFK BDM-5B 
wrist 

SBP 
(mmHg) 

  116.3 mmHg 
(SD 10.2) 

117.1 mmHg  
(SD 11.5) 

 
DBP 
(mmHg) 

 64.4 mmHg  
(SD 9.4) 

66.8 mmHg 
 (SD 10.8) 

 
On the other hand, it was seen that there are differences 

regarding the recorded values in the two proposed proto-
cols. Thus, the systolic and diastolic blood pressure ob-
tained in the first protocol (without training) and the second 
protocol (after training) were similar for wrist devices: 
116.3 mmHg (SD 10.2)/ 64.4 mmHg (SD 9.4), respectively 
and 117.1 mmHg (SD 11.5) / 68.8 mmHg (SD 10.8).  

Regarding the Flaem upper-arm monitor, there was no 
significant difference in SBP values (average of 117.5 
mmHg (SD 12.8).  But the diastolic blood pressure meas-
ured in the first protocol was on average lower (5 mmHg) 
than measurements taken after the specific training.  

C. Discusion 

It is known that individual blood pressure can vary due to 
the multiple factors, but when we analyzed the inconsisten-
cies in the measuring of the various blood pressures using 
different type of home devices, usually we can speak about 
two factors: device performance (equipment accuracy) and 
users skills (knowledge and abilities, inadequate perfor-
mance of measurement technique).  

The selection of a blood pressure measuring device may 
be influenced by many factors (as price), but the most im-
portant requirement must be that it gives accurate measure-
ments. First of all, it should be recommended to use only 
the devices that have been properly validated (even if their 
price is higher). In our study we used two home BP devices: 
an upper arm device sold usually in the community pharma-
cies (50 euro  cost) and a wrist device (10 euro  cost) 
bought from supermarket (non-medical field). Both devices 
used oscillometric method - which is considered to be the 
standard for automated blood pressure measurements. The 
method is based on the assumption that the maximal oscilla-
tion in the cuff-air pressure detected during deflation cor-
responds to the mean arterial pressure. Then, the BP values 
are computed through a specific algorithm, specific for each 
models and manufacturer [14]. Both devices include an 
electronic monitor with a pressure sensor, a digital display 
and an upper arm cuff. An electrically-driven pump raises 

the pressure in the cuff.  We could not establish a relation 
between the type of device (concerning the localization 
measurement or commercial price) and the results of self 
measurements. It must be mentioned that blood pressure 
level at the wrist is influenced by many factors (angle be-
tween hand and fore-arm, hydrostatic pressure [15] which 
can affect our results. Although, the cheaper wrist-device 
tested - is not validated using the most widely used proto-
cols (the British Hypertension Society (BHS) protocol and 
the standard protocols of the US Association for the Ad-
vancement of Medical Instrumentation (AAMI), the results 
was similar with the validated upper arm device (clinically 
validated AAMI).  The small difference between the regis-
tered values could be explained by different algorithms use 
of the two manufacturers.  

However, the compliance of users was higher than for 
upper arm device (the wrist-devices are considered to be 
much easier to handle). Generally, we assumed that the 
choice of the devices is often made by the patients and the 
price and the compliance aspects influence their decision.  

Instead, we observe a relation between the correct use of 
device and the results of self measurements. The measures 
must be performed according to the conditions recommend-
ed by European Society of Hypertension guidelines [1]. The 
positioning of arm or wrist at heart level during measure-
ment is the most important for the accuracy of BP values.  

The inaccuracy in measurements often could occur as a 
result of human error and can be minimized through a good 
practice. The users should be instructed on the correct 
measure of their blood pressure by using the selected devic-
es (how to prepare the measurements and how to operate the 
device). A short training course should preferably be given 
in order to obtain an accurate and reproducible result. 

A limitation of our study was the fact that no reference 
sphygmomanometer was used in order to established which 
device is closest to the real value. 

III. CONCLUSIONS  

Valid measurements of blood pressure, both at clinical 
and in home environments, are essential for monitoring of 
hypertensive patients. The blood pressure devices used are 
available in various types and models, with different tech-
nical characteristics (concerning fast measurement, memo-
ry, sized cuffs). Our outcome was the mean relative  
difference for blood pressure values (SBP and DBP) meas-
ured with two type of self-monitoring devices. We consi-
dered mean differences of more than 5 mm Hg to be  
clinically significant. 

It could be concluded that different devices can give dif-
ferent values. Further research must investigate the accuracy 
of home blood pressure measurements and the devices that 
are usually used. The users must be properly instructed in 



82 S. Mirel et al.
 

 
IFMBE Proceedings Vol. 44 

 
  

 

the measurement technique. The choice of devices and the 
education of patients are important for population monitor-
ing and screening of blood pressure. 
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Abstract— Sleep represents a dynamic physiological process 
having an important role in the restoration of the central 
nervous system. Nowadays, because a significant part of the 
population suffers of sleep disorders, the dynamic long time 
continuous monitoring of human respiration has an important 
role in diagnosis and treatment. This paper proposes a flexible, 
scalable and cost-effective integrated system for respiration 
frequency monitoring during sleep. The described system may 
be used to monitor especially patients suffering from obstruc-
tive sleep apnea episodes, within healthcare institutes or their 
homes, with a degree of accuracy similar to the most expansive 
commercial systems. Usually the long time continuous moni-
toring requires the use of sensors attached by wires to the 
medical devices, but they are very uncomfortable for patient 
during sleep. As an alternative, the patient’s respiration fre-
quency is continuously measured by using wireless sensor 
nodes and then transferred to a central monitoring station via 
a wireless sensor network. The sensor nodes use devices based 
on the impedance pneumography technique to measure the 
patient respiration frequency connected to wireless modules. 
On the central monitoring station a software application rece-
ives the patient’s respiration frequency from wireless sensors 
network, displays it on its graphical user interface and acti-
vates the alerts in interface when obstructive sleep apnea epi-
sodes are detected. A prototype of the described system has 
been developed, implemented and tested. 

Keywords— impedance pneumography, remote monitoring 
system, sleep disorders, wireless sensor networks 

I. INTRODUCTION  

According to American Academy of Sleep Medicine ap-
proximately 20% of the population in modern societies 
suffers from sleep disorders. In these conditions the conti-
nuous long time monitoring of human respiration plays an 
important role in diagnosis and treatment for a number of 
medical conditions requiring circadian rhythm analysis, 
sleep related breathing disorder, or sudden death syndrome.  

Usually the sleep monitoring represents a method widely 
used in the diagnosis of obstructive sleep apnea (OSA). 
OSA is a sleep related breathing disorder characterized by 
pauses in breathing, longer than 10 seconds, due to collapse 
of the upper airway, and with a prevalence of approximately 

5% in the adult population. Due to increasing occurrence of 
OSA, there is a need to provide long time continuous pa-
tient monitoring services. The monitoring of human respira-
tion may be performed at a variety of environments, within 
healthcare institutions or their home, during overnight with 
many electrodes and sensors attached to patient that collect 
a number of physiological signals including brain and heart 
signals, patient motion, respiratory frequency, or blood 
oxygen saturation.  

Respiratory frequency (RF) is a vital physiological para-
meter, along with heart rate, oxygen saturation, blood pres-
sure, and temperature. It is widely used in sleep monitoring 
systems because allows an assessment of the condition of 
OSA, the respiratory frequency and its fluctuations can be 
recorded promptly, and pauses in respiration can be easily 
detected. 

Traditionally, the most used sleep monitoring systems 
include devices for respiratory frequency measurements 
having sensors attached to the patient by electrical wires. 
For example, some monitoring methods of the respiratory 
activity use thermistor based sensors [1], others use piezoe-
lectric elastic bands connected across the thorax [2], micro-
wave radars [3], or respiratory inductive plethysmography 
[4]. Other methods detect the respiratory signal from the 
low frequency variations of ECG waveform [5]. All these 
situations, although acceptable for shorter periods of time, 
involve sensors attached on patient, connected by unwieldy 
wires to monitoring devices that are not very comfortable 
for patient. In order to avoid this situation, we decided to 
use wireless devices. 

II. MATERIALS AND METHODS 

An overall view of the proposed continuous remote mon-
itoring system (Fig.1) for sleep disorders consists of the 
following components: a) a wireless sensor network (WSN) 
used to measure RF from the patient during sleep; each 
Sensor Node is a wireless device attached on patient’s 
chest; b) several repeater nodes distributed in WSN at fixed 
location; c) a central monitoring station running a patient 
RF patient monitor application. 
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Each sensor node (Fig. 2) contains a custom developed 
acquisition board based on AD5933 Impedance Converter 
(Analog Devices) connected to an eZ430RF2500 module 
(Texas Instruments).  

 

 

Fig. 2 Sensor Node - prototype 

The eZ430RF2500 module is a small wireless radio de-
velopment kit (Texas Instruments) based on the 
MSP430F2274 microcontroller and CC2500 wireless tran-
sceiver. It provides all the necessary hardware and software 
tools to evaluate the MSP430F2274 microcontroller and 
CC2500 2.4 GHz wireless transceiver. The applications can 
be easily developed using IAR Embedded Workbench  
Integrated Development Environment or Code Composer 
Essentials. The eZ430RF2500 module has a limited  

indoor/outdoor communication range (10/50 m line-of-sight 
for reliable data transfer) and for this reason necessitates 
repeaters to send the result of measurement to the central 
monitoring station. 

The power consumption of each Sensor Nodes is an im-
portant characteristic of the WSNs having battery powered 
nodes [6]. For this reason we carefully chose for the pro-
posed solution, low power circuits. 

The AD5933 is used to measure variations in the  
electrical impedance of the patient’s thorax caused by respi-
ration. Impedance pneumography is a commonly used tech-
nique to measure a patient’s respiration frequency by means 
of either two electrodes (as we used – Fig. 3) or four  
electrodes.  

 

Fig. 3 Impedance pneumography using two electrodes 

 
Fig. 1 Real-time continuous remote monitoring system for sleep disorders – network architecture 
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The AD5933 is a high precision impedance converter 
that can accurately measure a range of impedance values 
with an error rate less than 0.5%, measured with a 12-bit 
resolution and sampled with 1 MSPS. The AD5933 is con-
nected to the MSP430F2274 using the standard I2C lines, as 
it is represented in Fig. 4. 

 

 

Fig. 4 Sensor Node - schematic 

The AD5933 is powered at 3.3 V through a voltage regu-
lator, implemented with TPS60240 (Texas Instruments). 
The TPS60240 is a switched capacitor voltage converter 
used for input supply voltage range of 1.8V up to 5.5V.  

For the applications running on central monitoring station 
a very user-friendly Graphical User Interface (GUI) was 
developed by means of LabWindows/CVI programming 
environment (National Instruments – Fig. 5).  

 

 

Fig. 5 Central monitoring station GUI 

It is used to display the temporal waveform of the respi-
ration frequency (RF) for monitored patient and several 
other status parameters of the Sensor Node (the battery 
voltage and the received signal strength indication, meas-
ured on the power present in the received radio signal, 
RSSI).   

III. RESULTS 

The prototype of the continuous remote respiration sys-
tem for sleep monitoring, as it was described above, has 
been implemented and tested. 

The accuracy of measurements for RF test was performed 
by using the PNEUMOTRACE respiration transducer con-
nected to a similar eZ430RF2500 wireless module, as it is 
represented in Fig. 6. The PNEUMOTRACE is a sturdy 
piezo-electric respiration transducer that generates a substan-
tial, linear signal in response to changes in thoracic circum-
ference associated with respiration.  

 

 

Fig. 6 PNEUMOTRACE chest belt connected to eZ430RF2500 

The respiratory signal acquired using impedance pneu-
mography is similar to the signal acquired using a standard 
respiration transducer, as it is presented in Fig. 7. The RF 
was computed by first filtering the raw respiratory signal 
with a moving average window of 21 samples and then 
applying an adaptive threshold based detection method. We 
tested the impedance transducer on 10 patients during sleep 
and the results show that the obtained accuracy of the RF, 
expressed by the formula 

Acc = (TP + TN) / (TP + FP + TN + FN)     (1) 

varied between 93.7% (subject no. 3) and 96.3% (subject 
no. 4), with respect to measurements made by means of 
PNEUMOTRACE chest belt took as reference. In (1) TP, 
TN, FP and FN mean true positive, true negative, false 
positive and false negative measurements, respectively. The 
recordings of the respiration signal lasted 10 minutes each. 

We used the SimpliciTi protocol (Texas Instruments) to 
forward data from Sensor Node to central monitoring sta-
tion through WSN. SimpliciTI is a small wireless protocol 
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and has as features low memory needs, advanced network 
control, sleeping modes support. The sampling frequency of 
the respiratory signal was 10 Hz and data transmission rate 
between the ED and AP through RE was set at one trans-
mission per second.  
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Fig. 7 Respiratory signals - impedance pneumography vs. 
PNEUMOTRACE respiration transducer (chest belt) 

In order to compute and analyze the average current con-
sumption profile of the Sensor Node, we used a simple 
hardware configuration. The current profile was acquired 
across a 5 Ω resistor, and then the integral of the voltage 
curve on it was computed. In this way we obtained an aver-
age current of 17 mA. To calculate the battery life expec-
tancy of the Sensor Node we assumed that batteries still 
maintain their voltage ideally until their capacity (1250 
mAh) is exhausted, and we obtained a value of 73.5 hours. 

IV. CONCLUSIONS  

A prototype of a flexible, scalable and cost-effective 
medical remote monitoring system for the detection of 
sleep-related disorders has been developed, implemented 
and tested. 

The system is suitable for continuous long-time monitor-
ing of human respiration for a number of medical conditions 
requiring analysis of respiratory rhythm, sleep-related respi-
ration disorder, especially obstructive sleep apnea.  

 
 

The described continuous remote respiration system for 
sleep monitoring allows persons with respiration diseases or 
elderly people to be monitored within their homes, as an 
alternative to medical supervision in healthcare institutions. 
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Abstract— Telemedicine is used on a large scale for moni-
toring the state of a patient and permits the real-time contact 
between the doctor and the patient. The software applications 
and the TCP/IP protocols, combined with the data acquisition 
techniques, allow the doctors and engineers to cooperate to-
wards reliable medical equipment and solutions. 

This paper presents an application for monitoring two pa-
tients by a doctor, in laboratory conditions. The doctor is send-
ing a request to connect to the server application, and selects 
the patient he wants to monitor. All the application was devel-
oped in LabVIEW. As future perspective, the application can 
be developed quite easily for monitoring the biological para-
meters as a didactic platform used by students in laboratory 
condition. 

Keywords— Telemedicine, client-server, TCP/IP, LabVIEW 

I. INTRODUCTION  

Nowadays, medical engineering brings more useful tech-
nological solutions towards the health of the people. Tele-
medicine is used on a large scale for monitoring the state of 
a patient and permits the real-time contact between the 
doctor and the patient. At the same time, the real-time moni-
toring of a patient offers better chances to get immediate 
specialized medical care. 

The software applications and the TCP/IP protocols, 
combined with the data acquisition techniques, allow the 
doctors and engineers to cooperate towards reliable medical 
equipment and solutions. These solutions could be used 
simultaneously in clinics and at home, in order to assure a 
better surveillance of the patient and a quicker response and 
act time of the doctor. Thus, by laboratory application, the 
students could be easily familiarized with such techniques. 

Modern medical equipment uses communication 
networks based on TCP/IP suite of network and transport 
protocols, elements which are used in the present applica-
tion.[4] 

Transmission Control Protocol and Internet Protocol are 
at level 4 and level 3, respectively, on the Open Systems 
Interconnection reference model. As mentioned above, the 
present application is using only the TCP/IP model, and not 
the OSI model. Figure 1 shows the differences between the 
two reference models used in data communication [1],[5]. 

Internet protocol (IP) is a level 3 network protocol (OSI 
model) and at internet level in TCP/IP model. It is responsi-
ble with addressing information (data packages) between 
terminals and manages the information fragmentation and 
reassembly, respectively. 

 

Fig. 1 Reference models used in data communication 

Transmission Control Protocol (TCP) corresponds to 
level Transport, both in OSI and TCP/IP reference models. 
It provides to the higher levels and to applications a consi-
derable number of transport and control services regarding 
the information transfer errors. 

II. EXPERIMENTAL APPLICATION 

The application presented in the paper is didactical and 
simulates the monitoring of two patients by a “lab doctor”. 
The application is developed in laboratory conditions.  

A server application runs on the patient’s computer (the 
same computer for both patients), and a client application 
runs on the doctor’s computer. The doctor is sending a re-
quest to connect to the server application, and selects the 
patient he wants to monitor. All the application was devel-
oped in LabVIEW (simulation of medical signals from the 
server, data transmission) [6],[8]. 
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The server application is listening for a client request for 
monitoring patient number 1 or patient number 2, is 
processing the request and is sending the medical informa-
tion, together with appropriate alarm signals, when the  
biological parameters of the patient exceed the normal lim-
its. In such manner, the “lab doctor” can monitor the condi-
tion of the patient at any moment it considers. 

A. Server-Client Application 

The applications were realized in LabVIEW and are 
based on the TCP/IP reference model. The server’s applica-
tion LabVIEW Diagram and the client’s application  
LabVIEW diagram are shown in Figure 2 and Figure 4, 
respectively. The block diagram of the applications is 
shown in Figure 3. The applications have the server-client 
form. The client is initiating the communication, and the 
server is providing the data [2],[3]. 

The server uses the TCP Listen subVI from LabVIEW in 
order to receive any TCP/IP connection request. The port 
6340 is used for identifying the request at the transport 
protocol level (TCP). When the client application sends a 
connection request on the IP address of the server applica-
tion (10.128.3.1), a client-server connection between the 
two terminals is established. 

This consists of: 

1. The “listening” structure for connection requests on 
port 6340 and for connection establishment with the 
client application. 

2. The structure for receiving the data inquiry command 
regarding a certain patient, or the command to interrupt 
the connection. 

3. The structure responsible for creating the message and 
for transmitting it. 

4. Error management structure. 

 

Fig. 3 Block diagram of the client-server applications 

 
Fig. 2 The server’s application LabVIEW Diagram 
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The next step is the data transfer: the server application 
processes a request and provides the data, due to the client 
request. The data request and receiving will be presented in 
detail in the next paragraph. 

This consist of: 

1. TCP open connection – the subVI which sends the 
open connection request. 

2. The message decoding sequence. In this structure, 
the message is decoded in order to display the data 
for the desired patient. 

3. The structure for recomposing the EKG signal. 
4. The structure where the connection interruption re-

quest is generated, and also the request for infor-
mation regarding a certain patient. 

5. TCP close connection – the subVI which closes the 
connection. 

To close the connection, the client application sends a re-
quest, and the server application sends a confirmation, then 
enters in „listening” mode – waiting for a new connection 
request. The interrupt request connection is realized using 
the TCP Close Connection subVI. 

The TCP/IP messages transmitted in the client-server 
connection are presented in Figure 5. 

1. The client application sends a connection request to the 
server application. 

2. The server application sends the confirmation for the 
connection request, and the connection between the two 
applications is established. 

3. The client sends the confirmations message and sends a 
message stating that data transmission can be started. 

4. The patient data is received. 
5. The client transmits the confirmation message. 
6. The patient data is received. 
7. The client confirms receiving the data and makes a re-

quest for transmitting the data for the second patient. 
8. Data for the second patient are received. 

B. Data Transfer 

Data transfer is realized as shown in the block diagram 
from Figure 6 [3]. The client application uses the TCP write 
subVI, transmitting the requested patient id number, and the 
server application reads and processes these data, using the 
TCP read subVI. The server application provides the re-
quested data to the client application using again the TCP 
write subVI.  

The EKG signal was simulated and saved in a file, using 
a LabVIEW subVI. The server application reads the EKG 
signal from file using the Simulate Arbitrary Signal subVI 
and is transmitted to the client application. The reading is 
continuous and cyclic [7],[9]. 

Transmission is done in two sequences. The first trans-
mission stage (sequence 1) contains data regarding the  
patient name, heart rate and two pieces of information re-
garding the EKG signal’s structure – the signal’s “dt” and 
signal’s samples data type (byte, word, double word). 

 

Fig. 4 The client’s application LabVIEW diagram 

 

Fig. 5 The TCP/IP messages transmitted in the client-server connection 
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Fig. 6 Block diagram of the data transfer 

The type for the data transmitted with TCP/IP must be 
string, hence the heart rate, dt, and data type must be con-
verted from a numeric format in a string format using the 
“fraction number to string” subVI. Afterwards, these four 
pieces of information in string format are concatenated in a 
single string, using the “concatenate string” function, fol-
lowing to be transmitted further in sequence 1.  

The second transmission stage contains only the EKG 
signal’s samples. The data has to be converted in string 
format as well, and are transmitted afterwards to the client 
application in sequence 2. 

Figure 7 shows the block diagram for the message to be 
sent. 

The client application receives the data using the TCP 
read subVI and processes in order to display these informa-
tion and to activate alarms on critically conditions, respec-
tively. The received data and the alarms are displayed on the 
front panel of the client application. 

 

Fig. 7 The block diagram for the message to be sent 

 

Fig. 8 The block diagram for the message decoding in the client  
application 

The received data message is decoded in the client appli-
cation in order to be displayed. In the first sequence, the 
data string (22 bytes) is received, which contains the pa-
tient’s name (10 bytes), the patient’s heart rate (4 bytes), the 
EKG signal’s dt (4 bytes) and the information regarding the 
EKG signal’s samples data type (4 byte). These pieces of 
information are extracted from the received message using 
the “get substring from string” VI. Afterwards, the heart 
rate, dt and data type are transformed in numeric format 
using the “string to fraction number” VI. 

The block diagram for the message decoding in the client 
application is shown in Figure 8. 

C. Displaying Results 

The results provided by the server application displayed 
in the front panel of the client application are the EKG and 
the heart-rate of the patients. The heart-rate of each patient 
is simulated in the server application by numerical controls 
[7],[8]. 

The front panel of the client application displays the fol-
lowing information: 

• menu for selecting the patient the “lab doctor“ wants to 
monitor; 

• patient’s name; 
• EKG and heart-rate of the patient; 
• color indicator about the patient’s condition – green if 

the monitored biological parameters are inside the 
normal limits or red if these parameters are outside the 
normal limits, signalizing a critical condition; 

• IP address corresponding to server application’s 
terminal (10.128.3.1); 

• STOP button for closing the connection to server 
application. 
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Fig. 11 Front panel of the server application 

Figure 9 illustrates the case of monitoring a patient in 
normal condition, while Figure 10 shows the case of a pa-
tient in critical condition (accelerate heart-rate). 

For the laboratory application, the front panel of the 
server application displays both heart rates of the two pa-
tients, the “listening” port for a connection request (6340) 
and a STOP button. 

Figure 11 shows the front panel of the server application.  

III. CONCLUSIONS  

The paper presents a laboratory application for monitor-
ing two patients (situated at the same location) by a “lab 
doctor”. The data transmission is of type client-server and is 
based on the TCP/IP reference model. The applications 
were realized in LabVIEW, which brings the advantages of 
virtual instrumentation and gives an increased flexibility 
and reconfigurability to the application. In such manner, the 
“lab doctor” can monitor his patients, providing them a 
better response and act time, thus a better medical care. The 
application is a good example for the students, in order to 
get familiarized with real-time events. 

The virtual instrumentation combined with the reliability 
of the internet data transmission give the possibility of the 
specialized medical personnel to be a discrete presence in 
the life of the patient, without interfering more than neces-
sarily. At the same time, the patient could be more relaxed, 
knowing that his condition is under specialized control. 

Fig. 9 Monitoring a patient in normal condition 

Fig. 10 Monitoring a patient in critical condition 
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As future perspectives, the presented application can be 
developed easily. A multi-client server integrated with a 
large data base can give the possibility for monitoring the 
biological parameters of multiple patients, by multiple “lab 
doctors”, or one patient could be monitored by more “lab 
doctors”, at the same time, in laboratory conditions. As a 
further approach to this didactical application, the laborato-
ry works could simulate, in appropriate manner, the devel-
opment of a mobile application to collect easier the patient’s 
biological signals and to send those to a computer/directly 
over the network. Last but not least, further researches in-
tend to determine specific monitoring and data transmission 
applications, depending on specific biological parameters 
and medical demands, suitable for students. 
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Abstract— This paper aims to purpose an open, low-cost al-
ternative to the existing health monitoring devices, without 
compromising key aspects such as accuracy, portability or 
communication features. Initial testing showed that it is possi-
ble to adapt the same features of a dedicated device, while 
keeping the versatility of a dedicated prototyping platform. 
Furthermore, the advantages introduced by the third genera-
tion LEGO EV3 platform will improve the results, especially 
for time sensitive measurements like EKG or NIBP. 

Keywords— telemedicine, biosensors, low-cost platform 

I. INTRODUCTION  

As the population ages, more medical resources are re-
quired for expanding the healthcare in hospitals, homecare, 
and community care. Furthermore, the low fertility rate in 
most European countries has resulted in insufficient human 
resources, so there were introduced various wireless tech-
nologies and established healthcare systems to reduce the 
workload on existing medical personnel [1]. 

This paper aims to purpose an open, low-cost alternative 
to existing telemedicine health monitoring devices, without 
compromising key aspects such as accuracy, portability or 
communication features. Also, the described platform can 
be reconfigured with minimum effort to analyze home envi-
ronmental factors such as temperature and indoor oxygen 
levels. 

Based on the most widely used educational platform, it 
will provide students a relatively inexpensive, reusable, 
robust and reconfigurable solution for telemedicine applica-
tions development, optimization and testing [2]. 

II. THE HARDWARE PLATFORMA 

A. Lego Mindstorms NXT 

LEGO® Mindstorms NXT 2.0 is a set of interconnecting 
bricks that provides a flexible low-cost alternative to dedi-
cated Rapid Prototyping solutions. This multi-purpose kit 
contains inter-connectable bricks, sensors, motors and a 
microprocessor controller unit called the NXT Intelligent 
Brick (Figure 1). Its versatility enables students and educa-
tors to develop and test various applications and provide a 
quick proof of concept [3]. 

 

Fig. 1 NXT Intelligent Brick Hardware Architecture 

One of the key features of the Mindstorms NXT platform 
is the ability to provide wireless communication via Blu-
etooth® technology through the Serial Port Profile (SPP). 
This means that it is able to connect to various devices 
(PCs, smartphones, tablets or routers) regardless of system 
architecture (x86-x64, RISC) or operating system (Win-
dows, Windows Mobile, Android, iOS, Macintosh etc.) 

B. Analog Input 

In order to connect analog sensors that are not LEGO in-
terfaced it is necessary to build a simple adapter that re-
quires a 10kΩ resistor as the main component. 

The internal 10 bit Analogue-to-Digital Converter scales 
the sensor input voltage to what are called raw units: 

(1) 

where 1024 is the highest number that can be expressed on 
a 10 bit resolution. The raw value is sampled every 3 milli-
seconds, thus resulting a maximum sampling rate of 333 Hz 
for each input channel [4].  

The following equation calculates the sensor signal vol-
tage (Sig) based on the measured raw input value [4]:  

(2) 

The diagram included in Figure 2 presents the circuit used 
for ±5V range analog signal input. Most Vernier analog 
sensors require a 5V DC source and provide a 0 – 5 volt raw 
signal [5]. 
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Fig. 2 Analog input circuit for ±5V range 

As illustrated in Figure 2, the green wire feeds the sensor 
by connecting it to the NXT 5V DC power supply which 
has a total current limit of 180 mA for all input ports [4]. 

C. Vernier Biosensors 

Vernier, a leading sensors and Transducers Company 
provides several biomedical engineering sensors that can be 
used by educators to teach students various biomedical 
engineering concepts [5]. The Vernier Bioinstrumentation 
kit includes the sensors presented in Figure 3: 

 

 

 

Fig. 3 Vernier Biosensors: A) EKG Sensor; B) Non-invasive Blood Pres-
sure sensor (NIBP); C) Spirometer; D) O2 Gas Sensor; E) Surface  

Temperature Sensor 

III. DATA ACQUISITION 

A. EKG 

An electrocardiogram or EKG (Figure 4) is a graphical 
recording of the electrical events occurring within the heart. 
A typical EKG tracing consists of five identifiable deflec-
tions. Each deflection is noted by one of the letters P, Q, R, 
S, or T. The P wave is the first waveform in a tracing and 
represents the depolarization of the heart’s atria. The QRS 
complex represents the depolarization of the heart’s ven-
tricles. The deflection that represents the repolarization of 
the atria is usually undetectable because of the intensity of 
the QRS waveform. The final waveform is the T wave and 
it represents the repolarization of the ventricles [6]. 

Table 1 EKG Sensor Specifications 

Offset: 1.00 V (±0.3 V) 

Gain: 1 mV body potential / 1 V sensor output 

Isoelectric line: 1 V 

DC output voltage: [0…5] V range 

 
 

 

Fig. 4 Real Time EKG Data visible on NXT display (left) and PC (right) 

The subject’s heart rate is expressed in beats per minute 
and it is calculated by measuring the time between succes-
sive QRS complexes.  If the intervals between QRS com-
plexes (R-R intervals) are consistent, ventricular rhythm is 
regular. If intervals between P waves (P-P intervals) are 
consistent, the atrial rhythm is regular [7].  

The EKG waveform cannot be interpreted accurately by 
reading the NXT display due to the screen’s low resolution 
(100x64). Therefore, the data is transmitted via the USB 
port or Bluetooth connection to a higher screen resolution 
machine (like a PC, smartphone, tablet or even a smart 
router). The additional device also provides internet access 
and database connectivity, features that LEGO Mindstorms 
NXT lacks. 
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The NXT unit was programmed using LabVIEW, a visu-
al development environment from National Instruments. 
Access to low-level resources is provided via the functions 
introduced by Lego Toolkit for LabVIEW. The Block Dia-
gram of the EKG VI is presented in the Figure below. 

 

 

Fig. 5 NXT Targeted VI (EKG application) 

The Mindstorms platform uses the cross-compilation 
concept: the application is created and compiled by using 
another machine (PC) and the executable program (contain-
ing byte code instructions) is transferred and deployed into 
the NXT memory. 

B. Blood Pressure 

The Vernier Blood Pressure Sensor (Figure 3B) is used 
to non-invasively measure mean arterial blood pressure and 
calculate both the systolic and diastolic blood pressure by 
using the oscillometric method [8]. 

Table 2 NIBP Sensor Specifications [8] 

Sensing element: SenSym SDX05D4 

Pressure range: 0 mm Hg to 250 mm Hg 

Typical accuracy: ±3mm Hg 

Response time: 100 microseconds 

Calibration: slope = 56.11 (mm Hg/V); intercept = 0 (mm Hg) 

 

Fig. 6 Blood Pressure NXT and PC User Interface 

The oscillometric method is based on the principle that 
blood pumped through the arteries by the heart causes the 
arterial walls to flex. When a cuff (placed around the upper 
arm to occlude the brachial artery) is inflated and then 
slowly deflated at a constant rate, an arterial pressure pulse 
forms. These pressure pulses pass from the arteries, through 
the arm, and into the pressure cuff itself [8]. 
 

 

Fig. 7 NXT VI for Blood Pressure Measurement 
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C. Pulmonary Function Tests (PFTs) 

The Spirometer (Figure 3C) can be used to perform a va-
riety of experiments and medical procedures related to air 
flow and lungs volume, like: FEV (forced expiratory vo-
lume), FVC (forced vital capacity) or TV (tidal volume) [9]: 
 

 

Fig. 8 PC user interface for Spirometer application 

Table 3 Vernier Spirometer Specifications [9] 

Flow rate range: ±10 L/s 

Dead space: 93 mL 

Nominal Output: 60µV/[L/s] 

Default Sampling Rate: 100 samples/s on computer 

Sored Calibration: slope= 7.1869 (L/s)/V; intercept= -17.9672 L/s 

D. Environment Monitoring 

Temperature and oxygen level are critical aspects of the 
living environment. If the atmosphere’s oxygen content falls 
to between 19.5% and 15%, a person’s ability to think clear-
ly or work strenuously is reduced. Coordination may be 
impaired. As the oxygen content decreases further, percep-
tion and judgment are impaired. If the O2 content falls to the 
6% to 4% range, coma can occur within seconds [10]. 

 

Fig. 9 NXT User Interface for Environmental Analysis 

 

IV. CONCLUSIONS AND FUTURE WORK 

The purposed solution offers roughly the same features 
of a dedicated device, while keeping the freedom and versa-
tility of a dedicated prototyping platform, but for a fraction 
of the cost. 

The recently released third generation Mindstorms plat-
form, LEGO EV3 provides key features like a faster CPU, 
more memory, WLAN compatibility (via USB device), 
superior sampling-rate, Linux OS compatibility and most 
important, it is hardware compatible with the NXT sensors. 
These advantages will further improve the results, espe-
cially for time sensitive measurements like EKG or NIBP.  

The described platform is solely intended for educational 
purposes. It was not intended for medical purposes such as 
diagnosis, industrial or commercial applications.  
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Abstract—With the recent introduction of the eCall
system, the cars involved in accidents exchange rele-
vant information directly with the emergency health-
care services. For road safety, Vehicular Ad-hoc
Networks can be used to exchange safety information
between cars and ambulances, via vehicle-2-x com-
munication. In this paper, we exploit recent advances
in vehicle-2-x communication and the advantages of
knowledge representation and reasoning in order to
deploy cooperative communication for medical emer-
gency services. The developed system continuously
matches data retrieved from inter-vehicular commu-
nication with structured knowledge from vehicular
ontologies and open street maps.

Keywords— emergency medical services, Car-2-X

communication, stream reasoning, semantic web

I. Introduction

With the adoption by the European Commission of
the directive ensuring that, by October 2015, cars will
automatically call emergency services in case of serious
accident. The ”eCall”system automatically dials 112 and
communicates the vehicle’s location to emergency ser-
vices. From the technical viewpoint, the eCall system
introduces some challenges, but also many opportunities
to employ emerging technologies (like vehicular commu-
nication) for emergency healthcare services.

Vehicular Ad-hoc Networks (VANETs) use vehicles
as mobile nodes able to self-configure in order to cre-
ate a communication network. In VANETs, cars are
able to employ secure and reliable communication to
ensure innovative intelligent transport systems. For
emergency services and road safety, VANETS can be
used to exchange safety information between cars and
ambulances, via vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2I) communications, without being
restricted by weather conditions or distance [1].

Vehicle-2-X technology has just solved low level as-
pects with respect to ad-hoc networks or regulatory

Table 1 KRSS syntax and semantics of ALC

Constructor Syntax Semantics
negation (not C) ΔI \CI

conjunction (and C D) CI ◦DI

disjunction (or C D) CI ∗DI

existential restriction (some r C) {x ∈ ΔI |∃y : (x,y) ∈ rI ∧ y ∈CI}
value restriction (all r C) {x ∈ ΔI |∀y : (x,y) ∈ rI ∼ y ∈CI}

individual assertion (instance a C) {a} ∈CI

norms and standards. Thus, much work remains at the
application layer, to seamlessly integrate the newly de-
veloped services. In this paper we exploit the advances in
knowledge representation and reasoning to deploy coop-
erative communication for medical emergency services.
Our solution aims to increase situation awareness of the
vehicles closed to the ambulance, thus increasing safe-
ness during medical emergency services. The emergency
vehicle moving to a crash site will take advantage of the
VANET infrastructure to establish the fastest route, to
communicate with the vehicles in the path to ensure a
clear route, and also to maintain a permanent connection
with the hospital and the damaged vehicle.

II. Enacted Technologies

A. Description Logics

In the description logic ALC, concepts are built us-
ing the set of constructors formed by negation, con-
junction, disjunction, value restriction, and existential
restriction [2], as shown in table 1. Here, C and D repre-
sent concept descriptions, while r is a role name. The se-
mantics is defined based on an interpretation I = (ΔI, ·I ),
where the domain ΔI of I contains a non-empty set of in-
dividuals, and the interpretation function ·I maps each
concept name C to a set of individuals CI ∈ ΔI and each
role r to a binary relation rI ∈ΔI×ΔI . The last column of
table 1 shows the extension of ·I for non-atomic concepts.

Definition 1. A concept C is satisfied if there exists
an interpretation I such that CI 	= /0. The concept D
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subsumes the concept C, represented by (implies C D)
if CI ⊆ DI for all interpretations I.

Definition 2. An assertional box ABox is a finite set of
concept assertions (instance a C) or role assertions (re-
lated a b r), where C designates a concept, r a role, and
a and b are two individuals. Usually, the unique name
assumption holds within the same ABox. A terminology
TBox is a finite set of terminological axioms of the forms
(equiv C D) or (implies C D).

Constraints on concepts (i.e. disjoint) or on roles (do-
main, range, inverse role, or transitive properties) can
be specified in more expressive description logics1.

B. Vehicle-2-X Communication

Communication among vehicles relies on the Wire-
less Access in Vehicular Environments (WAVE) protocol
and the IEEE 802.11p wireless standard. The WAVE
architecture provides interoperable wireless V2V and
V2Infrastructure (V2I) services. The IEEE 1609.1 de-
tails the management activities required for the proper
operation of the applications, while IEEE 1609.3 deals
with communication security. Two main message types
are used to enable V2X communication [3]: periodic and
event-driven messages. A vehicle advertises its current
status (i.e., position, speed, direction of travel )to other
vehicles, by sending periodic messages in the network.
Event-driven messages are emergency messages sent to
other vehicles if hazardous situations are detected.

Geocast ad hoc routing protocol is introduced as the
core networking protocol for vehicular communication
based on IEEE 802.11 technology promoted by the Car-
to-Car Communication Consortium (C2C-CC) in Eu-
rope [4]. Geocast protocol presumes that vehicles have
information regarding their geographic location position
by use of GPS or other positioning system. The three key
components of Geocast protocol are beaconing, location
service and forwarding. Beaconing allows nodes to con-
tinuously and periodically broadcast information to all
neighbors in the reception range, to permit cooperative
awareness. The location service can map a node’s ID
to its geographical position. Forwarding enables relay-
ing data through VANET network to a certain destina-
tion, using GeoUnicast - provides data delivery between
two nodes via multiple wireless hops, or GeoBroad-
cast - distributes data packets by flooding, where nodes

1We provide only some basic terminologies of description logics
in this paper to make it self-contained. For a detailed explanation
about families of description logics, the reader is referred to [2].

Fig. 1 Simulating an eCall on Ion Creanga street

re-broadcast the packets if they are located in the geo-
graphical region determined by the packets.

III. Event Recognition

Our illustrative scenario simulates an eCall triggered
by a car accident that took place on the IonCreanga
street in Cluj-Napoca, with the ambulance approach-
ing from the Republicii street (see Fig. 1). Our system
makes use of: i) the VANET simulator [5], ii) the Alle-
groGraph system for geospatial reasoning, and iii) Rac-
erPro server [6] for semantic and temporal reasoning.
The vehicles communicate within a range of 200 meters.
The following subsections describe: i) how the commu-
nication between vehicles was designed; ii) how domain
knowledge is represented within the emergency vehicle;
iii) how the emergency vehicle continuously reason on
the data available to recognize traffic events; and iv)
queries enacted to increase situation awareness.

A. Communication Protocol

For communication between vehicles, we employ rea-
soning in description logic on top of the above Geocast
protocol to determine the location and status of the vehi-
cles situated in the geographic area where the accident
took place. By complementing the location table and
the information from the periodically beaconing mes-
sages with domain knowledge, a vehicle is able to infer
a wide range of information about an approaching am-
bulance: (i) based on the node ID and the speed entries
in the location table, the system can infer if the ambu-
lance is moving or it is stationary; (ii) based on the node
ID, the geographical position, speed and heading entries
in the location table compared to vehicle data, the sys-
tem infers if an ambulance is approaching or it is in
the rear/front, or if the ambulance is traveling from the

IFMBE Proceedings Vol. 44
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1. (in-tbox emergency-vehicles)
2. (define-primitive-role on-same-street

:inverse om-same-street :domain vehicle :range vehicle)
3. (implies bus vehicle)
4. (implies emergency-vehicle vehicle)
5. (implies ambulance emergency-vehicle)
6. (disjoint bus emergency-vehicle)
7. (in-abox emergency-vehicles-cluj)
8. (instance a1 ambulance)
9. (instance b1 bus)
10. (related b1 a1 on-same-street)

Fig. 2 Sample of the ontology in the emergency-vehicle domain

opposite direction; (iii) if the beaconing signal includes
lane information, than the system is able to detect lane-
changing of the moving ambulance.

When the ambulance is approaching an accident,
it sends GeoBroadcast signals enhanced with intended
path/route information. The messages sent by the emer-
gency vehicle are selected accordingly to the current sit-
uation and running events:

Stop Ambulance vehicle crossing!
Drive right Ambulance vehicle in oncoming traffic!
Drive right Ambulance vehicle overtaking!
Form corridor Ambulance vehicle approaching!

B. Domain Knowledge

To facilitate situation awareness, we empower the ve-
hicular agents with several knowledge sources.

The agent rely on various vehicular ontologies, as the
one exemplified in Fig. 2. The ontology consists of the
tbox emergency-vehicles (line 1), which defines the main
concepts and relationships among them. The role on-
same-street is symmetric. Buses and emergency vehicles
are subsumed by the more generic concept vehicle (lines
3 and 4). If a vehicle is identified as a bus, it cannot be
interpreted as a emergency-vehicle in future instances of
time, constrained by the disjoint property in line 6. In
the abox emergency-vehicles-cluj, the ontology contains
assertions about a particular situation, in which the bus
b1 is in front of ambulance a1 (line 10). Based on axiom
2, both vehicular agents can deduce that a1 is on the
same street with b1. Note that the domain and range
restrictions of the on-same-street role are satisfied, be-
cause the system is aware that b1 and a1 are vehicles
(from axioms 3, 4, and 5).

Street topology data was obtained using Open-
StreetMap, which gives to vehicular agents the possibility
to choose an area by its coordinates and to export it in
RDF format.The RDF tuples include knowledge about

Table 2 Temporal predicates in vehicular streams

Temporal predicate Informal semantics
((move ?o) tstart tend) object ?o is known to be moving

between time tstart and time tend

((approach ?o1 ?o2) tstart tend) ?o1 is approaching object ?o2 dur-
ing the time interval [tstart , tend ]

((behind ?o1 ?o2) tstart tend) ?o1 is behind object ?o2 during
the time interval [tstart , tend ]

((beside ?o1 ?o2) tstart tend) ?o1 is beside object ?o2 during the
time interval [tstart , tend ]

((in-front-of ?o1 ?o2) tstart
tend)

?o1 is beside object ?o2 during the
time interval [tstart , tend ]

11. (define-event-assertion ((move a1) 5 60))
12. (define-event-assertion ((move b1) 1 50))
13. (define-event-assertion ((approach a1 b1) 10 20))
14. (define-event-assertion ((behind a1 b1) 10 20))
15. (define-event-assertion ((beside a1 b1) 20 30))
16. (define-event-assertion ((in-front-of a1 b1) 30 60))
17. (define-event-assertion ((recede a1 b1) 30 40))

Fig. 3 Asserting primitive events from vehicular communication
about the ambulance a1 and the bus b1

the selected traffic area: the location of semaphores,
number of lines, one way street, etc.

C. Event Recognition

Stream data received from the vehicular network trig-
gers rules that assert volatile facts about the current sit-
uation. Assertions about vehicles are valid only within
a certain time interval. The vehicles have to decide: i) if
the ambulance approaces or not; or ii) if the ambulance
comes from front or behind. The temporal assertions in
table 2 have been used in model the above specifications.

The reasoning engine combines contiguous facts in a
single temporal assertion. Given two assertions ((behind
?o1 ?o2 t0 tk) and ((behind ?o1 ?o2) tk+1 tn), the merged
information is stored as ((behind ?o1 ?o2) t0 tn). Assume
the assertions in Fig. 3 have been stored. Ambulance a1
is moving between instance 5 and 60 (line 11), while bus
b1 between 1 and 50 (line 12). Between time-steps 10 and
20, ambulance is approaching the bus (line 13). Both
vehicular agents are aware that the a1 is approaching
from behind of the bus (line 14). Between 20 and 30, the
vehicles are beside each other, as identified in line 15.
After time 30, ambulance is in front of the bus (line 16),
while between 30 and 40 ambulance is moving away from
b1 (line 40). These assertions are obtained reasoning on
the data obtained from vehicular communication.

Rules on top of description logic are enacted to recog-
nize various traffic events such as lane changing, vehicle
stopping, or emergency vehicle approaching. The rule for
car overtaking event [6] appears in fig. 4. Here, primitive
volatile facts from table 2 represent premises of the rule.

IFMBE Proceedings Vol. 44
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21. (define-event-rule ((overtake ?o1 ?o2) ?t1 ?t2)
22. ((?o1 ambulance) ?t0 ?tn)
23. ((?o1 ?o2 on-same-street) ?t0 ?tn)
24. ((move ?1) ?t0 ?t2)
25. ((move ?2) ?t1 ?t2)
26. ((approach ?o1 ?o2) ?t1 ?t3)
27. ((behind ?o1 ?o2) ?t1 ?t3)
28. ((beside ?o1 ?o2) ?t3 ?t4)
29. ((in-front-of ?o1 ?o2) ?t4 ?t2))

Fig. 4 Complex event recognition: identifying when the
ambulance overtakes a vehicle

select * {GEO SUBTYPE
<prefix:/spherical/degrees/-180.0/180.0/-90.0/90.0/5.0>
POLYGON (RESOURCE x:w7934417 ){?a ex:location ?b.}
Where{}}

ORDER BY <prefix:/fn/haversineKilometers>(?o,POINT(23.58,46.76))

Fig. 5 SPARQL query for retrieving the vehicles on the street

D. Querying the Vehicular Network

To retrieve all the vehicles in the same street with the
ambulance, the query in Fig. 5 is enacted. Here the street
is modeled as a polygon. The role on-same-street is used
to store the obtained answers (recall line 10 in Fig. 2).
To check if the ambulance a1 overtakes the bus b1, the
query q1 is used: (timenet-retrieve ((overtake a1 ?v) ?t1
?t2)). From axiom 8 in Fig. 2, a1 satisfies precondition
22 of the overtaking rule. The precondition 23 is satis-
fied by the answers obtained from query in figure 5. The
preconditions 24 to 29 are satisfied by the assertions in
figure 3. The obtained answer (((?o2 b1) (?t1 (10 19))
(?t2 (31 50)))) confirms that the ovartake event took
place between the ambulance a1 and the identified vehi-
cle b1. For time variables ?t1 and ?t2 an interval for the
lower and upper-bound is returned [6]. The overtaking
starts between t1 ∈ [10,19] and it ends at t2 ∈ [29,50].

IV. Discussion and related work

Several studies in mobile telemedicine has concluded
that patient survival during a health emergency situ-
ation [7] depends on the effective pre-hospital health-
care [8]. In order to achieve a complete system that
covers all telemedicine elements, VANETs are seen as the
missing link. V2V and V2I communication capabilities of
VANET added to existing mobile telemedicine systems
can ensure rapid intervention and thus patient survival.
Combining V2X technology, communication, and seman-
tic stream reasoning, we proposed an efficient method
for telemedicine services. By facilitating different com-
munication channels during ambulance transportation,

we aimed at minimizing collision hazards and decreas-
ing intervention time by inter-vehicular collaboration.

V. Conclusion

We proposed a method to increase situation awareness
during emergency transportation of patients. Our ap-
proach combines semantic reasoning with the emerging
Car-2-X technology. We employed reasoning in descrip-
tion logic on top of data collected continuously from ve-
hicular communication. The developed system performs
temporal reasoning on real topological maps imported
from OpenStreetMap. Our approach is a step towards
minimizing hazards during medical emergency services.
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Abstract— The medical devices may have caused serious 

events for patients and could have contributed to healthcare 
costs. The post-market surveillance, as part of Medical Device 
Vigilance Systems, lead to improve the safety of patients and 
users by reducing the reoccurrence of the incidents. Further-
more, the existing incidents argue that it must continuously 
monitoring medical devices in use, in order to protect the 
patients’ health. The current regulations and guidance 
documents regarding medical devices focused on post market 
vigilance framework. were examined and discussed. The post-
market surveillance data was evaluated in order to synthesize 
and compare the EU state members for their active implica-
tion.  In this context, Romanian regulations concerning medi-
cal devices are described and analyzed. This study aims to 
identify if Romania is harmonizing its medical device vigilance 
system with respect to those of the European Directives. 

Keywords— medical devices, materiovigilance, incidents, 
device regulation 

I. INTRODUCTION  

Nowadays, medical devices - defined as all articles (in-
struments, apparatus, materials, etc) which are intended to 
be used for a medical purpose - are an integral part of health 
system, to healthcare providers and patients. These health 
products have a well-known role in the diagnosis, preven-
tion, monitoring and treatment of diseases [1, 2]. There are 
over 500,000 different types of devices worldwide available 
[3], with a large area of application because of the diversity 
of products and technologies implemented. The progress 
made over the last twenty years in areas such as electronics, 
information technology and materials had a direct impact on 
supply care more sophisticated and in the increasing number 
of devices. Furthermore, the medical technology industry is 
considered to be a leader in innovation with over 10,000 
patent applications in Europe in 2012, more than any other 
technical field [4]. In this context, in order to assure and to 
improve the level of safety for users, the general standards 
for the quality and safety of medical devices were estab-
lished.  

The available regulations [5-8] stipulate that the medical 
devices must be manufactured in such a manner so that used 

under the conditions and intended purposes they will not 
compromise the patients’ health.  

The potential risk and benefit of all medical devices must 
be assessed across all stages of the product life cycle. Thus, 
the risk-management systems, which include pre-market 
(pre-approval studies) and post-market surveillance, im-
proved the protection of health. The manufacturer must 
perform the conformity assessment, but this not always 
guarantee the patient safety [9]. The large number of recall 
reports proves that the pre-market review process cannot 
identify all possible malfunctions of all different medical 
devices currently on the world- market.  

As an example, from 2006 to 2010, 2124 field safety no-
tices registered were reported in UK, with an increase of 
1220% number of devices recalled over the 5-year period 
[3]. In USA, only in 2006, a number of 116 086 potential 
device-related injuries and 2830 potential device-related 
deaths were registered [10]. In according with the same 
report, 4146 recall actions were registered from 2000 to 
2006. Other study concerning 2005 -2009 period, men-
tioned 115 names of recalled devices (involving millions of 
units) on their high-risk recall list [11]. In Australia, only 
from 2000 to 2011, 6812 incidents involving medical devic-
es were reported, but in the same time period, there were 
only 35 medical device recalls and 34 medical device alerts 
issued [12]. This explains why the post-market surveillance 
– as part of Medical Device Vigilance Systems – is the key 
factor [13] and led to improve the safety of patients and 
users by reducing the reoccurrence of the incident else-
where. Initiated in 1970 by the Food and Drug Administra-
tion (FDA -US), the post-market surveillance of medical 
devices must be a part of device-regulation process over the 
world [14]. 

This article has the desire to focus on the particularities 
of a vigilance system according to medical devices Direc-
tives and the aspects of the implementation of data ex-
change system in the field of medical device vigilance.  

The study was initiated in order to examine the available 
framework and its implication for the Romanian medical 
device vigilance system according with European Directives 
and Global Harmonization. 
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II. METHODS 

The study was divided into two parts.  
The first part consisted of reviews of current regulations 

of medical devices and guidance documents regarding 
medical devices focused on postmarket surveillance.  

For the second part, a dataset of the medical devices 
incidents which had been reported over the 10-years period 
(1990-2010) was created in order to facilitate a comparison 
between different systems. The information and records 
from publically available data  were colected and 
standardized. We used the official Websites of the 
regulatory authorities (http://ec.europa.eu/health/medical-
devices, http://www.mhra.gov; http://www.bfarm.de; 
http://ansm.sante.fr,  http://www.anm.ro).  

The statistical reports posted as part of annual reporting 
of mentioned authorities and reported studies published in 
peer-reviewed journals or disseminated in accessible media 
searches were considered as eligible for inclusion. The 
study synthesized the post-market data by year. Statistical 
analyses were performed using Excel. 

III. RESULTS AND DISCUSSIONS  

A. Current Regulations of Medical Devices: Post- Market 
Vigilance Systems Framework 

Generally, all over the world, there should be available 
policies and specific regulations regarding medical devices. 
But, according to the 2010 WHO Baseline Country Survey 
on Medical Devices, only 65% of 145 responding countries 
have a national authority responsible for implementing and 
enforcing medical device regulations [15]. 

At global level, the Global Harmonization Task Force 
(GHTF) has been available since 1993. The GHTS 
represent medical device regulatory authorities and industry 
from the European Union (EU), US, Australia, Canada and 
Japan, which established the international standards for 
harmonized regulatory processes to assure the safety, quali-
ty and performance of medical devices available to all coun-
tries [16]. Its goal is to provide opportunities to maintain the 
access to safe and effective healthcare technologies.  

The GHTF principal objectives and rules were consi-
dered and transposed into the different region/country  
context, in order to develop the national medical device 
regulations. Even if the devices regulations are different in 
different regions and countries, there are several similari-
ties. One of the important points is the classification of 
medical devices, in graduated categories, using the risk 
criteria (table 1). 

Table 1 Classification of  medical devices in EU 

Risk class Criteria 
Conformity  
assessment  
procedures 

Vigilance  
system 

Class I low risk +/- + 

Class IIa moderate risk + + 

Class IIb Potential high risk + + 

Class III high risk + + 

 
Thus, the risk based classification system available - ap-

plies to all products and throughout the world - is correlated 
with to the conformity assessment procedures (for higher 
classification the greater the level of assessment is required 
(tab. 1).   

But, regardless the class of the device, all devices must 
be subject to the reporting requirements under their specific 
vigilance system.  

In the European Union (EU), the medical devices are re-
gulated by 3 main Directives  [6-8]: 

- Council Directive 93/42/EEC – concerning medical 
devices generally (MDD)   

- Council Directive 90/385/EEC –concerning active 
implantable medical devices (AIMDD)  

- Council Directive 98/79/EC –concerning in vitro diag-
nostic medical devices (IVDMD)  

The MDD establish specific procedures which the national 
authorities need to follow in the case of unsafe medical 
device  according of vigilance criteria described in the EU 
Guidelines on Medical Devices Vigilance System 
(MEDDEV 2 12-1 rev. 8) [17]- applicable for all 3 Direc-
tives. As a part of the health vigilance system, the Medical 
Device Vigilance Systems has as key objective to improve 
the safety of patients and users.  

The major control point for medical devices is post mar-
ket testing [18] knowing as materiovigilance [19]. The vi-
gilance system is designed to generate information for 
identify the problems related to the use of the health 
products, in order to facilitate the development of safety 
devices.  

The materiovigilance refers to medical devices whereas 
pharmacovigilance refers to medicines. It must be men-
tioned that the regulation of medical devices are less devel-
oped and had appeared later than the one of medicines [18].  
But, contrary to medicines, the medical devices do not 
usually require a national marketing authorization (in Eu-
rope, it must have the CE mark in order for free circulated). 
Moreover, while for all medicines, the benefit must be 
proved in clinical evaluations, the medical devices can enter 
the market without trials (asked only for those considered to 
high risk).  
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Materiovigilance is the monitory of incidents or potential 
incidents that may result from the use of medical devices 
after their placing on the market. According to Article 10 of 
the MDD, the incidents that must be notified are: 

- any malfunction or deterioration in the characteristics or 
performance of a medical device  

- any inaccuracy in the labeling or  
- any inaccuracy in the instructions for use  
which have led (or could have led) to the death or serious 

deterioration in the state of health of a patient or users [17]. 
 
MEDDEV guidance document describes the system for:  

- the notification (reported incidents),  
- evaluation of incidents, 
-information (disseminated as National Competent 

Authority Reports (NCARs) and  
- adoption - if necessary- the field safety corrective ac-

tions (FSCA).  
In the same time, each state member, must inform the 

European Commission (EC) and the other EU member 
states regarding the taken measures in order to minimize the 
risk of incidents. This guidance is implemented both by 
manufacturers and each national Competent Authorities 
[16]. Several countries –through their National Competent 
Authorities – have elaborated their Guidance on the opera-
tion of the EU vigilance system. 

Therefore, in the second part of the present study, we 
analysed the available data from european statistics [20] 
regarding the NCARs sent by countrys and exchanged at 
European level in the last 10 years (between 2003 and 
2012). From all 4588 NCARs  registred at European level, 
the majority were raported by Germany (1741), folowed by 
UK (981), while  10 countries reported under 10 NCARs in 
the same periode. According to the same  available reports, 
between 2003-2012,  only 5 out of 32 contries  included in 
the list of „”vigilance contact points” had never had any 
report.  Romania is one of those countries,  together with 
Estonia, Lithuania, Latvia and Slovenia.   

It might be seen that  there are diferencess concerning 
the  NCARs’ exchanged number. This leds to questions  
regarding not the quality of medical devices used (assuming 
that in Germany, UK, Ireland, France or Swiss  performing 
devices are beeing used) but the political implementation of 
materiovigilence in each countries.  

In figure nr. 1 was graphically represented the number of 
NCARs exchanged at EU level for Germany, France and 
UK, 3 of the most active countries in the vigilance Euro-
pean system. 

Starting from this note, we searched information  
about nationale rules in the field and materiovigilence 
reports registrated in those contries. According to the 
Devices Bulettin of Adverse Incidents of  each Competent 

Authorities [21-23], collaborated with the data presented in 
parallel studies [18, 24] the number of the reports related to 
the events associated with the use of medical devices is 
enormous  (over 10.000 reports in 2010 in UK). In fig. 2 
was graphically represented the number of incidents report 
involving medical devices in Germany, France and UK.  

It can be noticed that the reporting numbers are much 
higher than the number of NCARs exchanged at EU level. 
This is due to the fact that the relation of the accident with 
the use of medical devices was not proved for all the sig-
naled incidents. Of course, device incidents (approximately 
300 deaths each year “associated” with a medical device), 
are not necessarily caused by the devices [25]. 

The majority of the reports had been registered in UK, 
followed by French and Germany, countries where we can 
see a continuous increased in the number of incidents which 
could be associated to the use of medical devices.   

 

  

Fig. 1 No of NCARs exchanged at EU level  

  

Fig. 2  Number of incidents report involving medical devices 
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It must be mentioned that for both graphics we have cho-
sen the period between 2003 and 2010 because the UK 
bulletins for 2011and 2012 are not available yet on MHRA 
website. 

Several countries adopted their own rules on the manner 
of reporting adverse effects during the use of medical de-
vice, as well as the manner of organizing the system of their 
monitoring. Generally, a minimum dataset required for a 
reportable accident/incident: an adverse event (with details), 
a susceptible medical product, an identifiable patient, and an 
identifiable reporter (patient, healthcare workers, manufac-
turer, etc). The value of incident information can increase 
when the data are collected and analyzed at national level, 
and exchanged at an international level.  

In Germany, according with the German Safety Plan for 
Medical Devices, the Federal Institute for Drugs and Medi-
cal Devices (BfArM) -through Medical Devices Division - 
is responsible for medical devices and ensures the central 
collection, analysis and evaluation of risks arising from 
their use [26]. Manufacturers, distributors, and also the 
professional users notify BfArM of incidents. A recent 
analysis of the report to BfArM concluded that the majority 
of incidents are caused partially by errors of device han-
dling. [27]  

United Kingdom government agency the regalements 
Medical Devices is Medicines and Healthcare products 
Regulatory Agency (MHRA). The national system of vigil-
ance in UK is mainly based in online reporting system with 
three separate online systems for reporting medical device 
adverse incidents (for healthcare-professional, patients 
/public and medical device manufacturers). The incidents 
reported are recorded on MHRA database and available for 
specialists to investigate and review. An estimated top ten 
of medical devices involved in incidents reports are also 
annually published in the Device Bulletin in the official 
website [28]. 

In France, starting with 2012, the National Security 
Agency of Medicines and Health-products (ANSM) replac-
es the former health products safety agency (AFSSAPS -
Agence française de sécurité sanitaire products of santé). 
Medical devices market survey is one of the main tasks of 
French competent authority which is responsible for the 
safety of all health products [23]. Those who have the re-
sponsibility to declare are the manufacturers, the local mate-
riovigilance correspondents (health care professionals) and 
also anyone who knows about an adverse event (whether a 
patient, user or third party). In addition, the post-
marketing surveillance it is considered as complement the 
data collected in pre-marketing clinical investigation. In 
order to improve the monitoring of the performance of med-
ical devices supplied across the world, the authorities en-
courage the reporting of adverse events by users of devices.  

The Medical Devices Directive (93/42/EEC) stipulates 
that manufacturers have the legal obligation to report 
adverse events associated with medical devices. In several 
countries the healthcare professionals and consumers have 
the obligation of reporting adverse effects and adverse 
events associated with the use of medical devices. Further-
more, in several countries not reporting is considered a 
matter for disciplinary actions for healthcare professionals 
and manufacturer (in France).  

In UK and France the patients were encouraged to report 
adverse events that could be caused by the use of medical 
devices. But in other countries their specific legislation 
stipulates that only manufacturers have the legal obligation 
to report the adverse events associated with medical devices.  

B. Romanian Regulatory System 

Romanian agency that regalements all activities linked to 
medical devices is The National Agency for Medicines and 
Medical Devices (NAMMD), operating under the Ministry 
of Health (set up in 2010 as a result of the merger of the 
National Agency for Medicines and the Technical Office for 
Medical Devices). The surveillance of the safety of medi-
cinal products for human use –including medical devices - 
is one of the missions of the NAMMD [29]  

The medical devices activities is specifically regulated by 
the Romanian legislation - Law no. 176/2000 regarding 
medical devices / republished and its implementation norms 
(Order 1636/2004, Government Decision no. 54/2009), 
which implements among others the Council Directive 
93/42/EEC  [30]. According to the Law 176/2000, the term 
of „materiovigilence” is not directly used, being defined as 
monitoring, referring to measures that assure and confirm 
usage safety and the performances of the medical device as 
long as it used [31]. 

According with our national legislation, the Romanian 
Ministry of Health must ensure the registration and the 
evaluation of any information received in relation to medi-
cal devices incidents. The obligation to report all the inci-
dents is to be performed by the healthcare professionals, 
sanitary units and also the manufacturers. After report, the 
Ministry of Health should inform the manufacturer (or its 
authorized representative) about the “suspect” medical de-
vice and the related incident. After analysis and evaluation, 
the Ministry must inform immediately the EC and the EU 
member states about the taken measures. 

Although the regulations mention this specific reporting, 
it is not indicated the way in which it should be actually 
realized. On ANDM site, pharmacovigilance reporting is 
possible (for drugs), but no options are available in order to 
report incidents related to medical devices. There are no 
reports, published statistics or studies related to the number 
or the severity of such incidents. 
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On the website of the European Commission, our country 
appears to be included in the section dedicated to Medical 
Devices, Vigilance and Surveillance (as vigilance contact 
points) [32]. But according to European statistics publically 
available [20], there was no Romanian reporting available 
in the last 10 years.  

Therefore, the question is whether in Romania there are 
no such accidents/incidents or none of them are being re-
ported. It is difficult to argue that medical devices used in 
our country are better than the ones used in UK, France or 
Germany and that these devices have never generated any 
risks to human health.  

In a previous work [33], we established the steps for the 
procedure of reporting undesirable effects during the use of 
medical devices, in order to organize a national system of 
monitoring medical devices’ effects. The questions regard-
ing the proper way to manage and asses such problems 
related to the safety of our patients still remain. 

A lack of available transparent data makes full analyses 
of the safety impact of reported incident devices in Romania 
to be impossible. We considered that this kind of informa-
tion could be made available openly for the public (by pub-
lishing information). Also, it would be better to have our 
own databases (data collection and analysis) and voluntary 
recording systems. In order to increase the easiness of 
reporting it is important to develop an application that 
facilitates the reporting system, which must be implemented 
in each hospital, ambulatory settings, and also in the public 
pharmacy. In addition, the rules and regulations of the 
vigilance system should be integrated into the medical 
education. 

IV. CONCLUSIONS  

All over the world, the medical devices are regulated by 
specific rules. The goal of post-market surveillance is to 
reduce the risk associated with the use of medical devices. 
Reporting adverse incidents provides valuable information 
that could prevent similar future incidents. Due to the diver-
sity and complexity of medical devices, it is necessary to 
have in all countries the standard procedure to notify inci-
dents to the authorities (by developing a national incident 
reporting systems) and these obligations must be applicable 
immediately. In order to enhance the efficiency of the Med-
ical Device Vigilance System, it is necessary to encourage 
the reporting of incidents. Taking as a model the European 
countries which are active and involved in the assurance of 
patients’ safety, Romania must begin to introduce an ad-
verse event reporting system relate to medical devices and 
to have an available transparent data. It is necessary to have 
and to implement specified strategies. 

The limit of this study is given by the information avail-
able, in different formats, and by the fact that some coun-
tries have no open access to the data regarding the use of 
medical devices. Also, the information on the causes of 
incidents was not available in all annual reports or on the 
competent authorities’ websites. 
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Abstract— The dental industry is one of the most attractive 
segments of the healthcare industry because it has experienced 
constant growth, in recent years. Existing studies concerning 
healthcare marketing activity reveal that Internet marketing 
has become a more important strategy than in the last decade. 
Moreover, content marketing can be an effective strategy for 
dental providers.  

This paper aims at identifying the core elements concerning 
content marketing for dental websites. Furthermore, the main 
goal is to comparatively analyze those website content items 
that contribute to establishing trust and an educational rela-
tionship between patients and dentists.   The empirical re-
search is both a quantitative and a qualitative one, based on 
the assessment of 57 items clustered into nine categories: trust 
enhancing information, brand awareness, service information, 
related, educational information, non-related information, 
mapping, targeting of visitors, feedback tools. The sample 
consists of 50 Romanian websites and 50 websites from the 
United Kingdom (UK). We have chosen this sample because, 
according to [1], UK has the most efficient public oral health 
care service.   The research outcomes exclusively reflect the 
propensity for education and prevention of UK sites and  
the propensity rather toward marketing communication of the 
Romanian ones. The main finding is the following: the degree 
of content marketing penetration in UK sites is 57%, while in 
Romanian’s ones, only 23%. The significant disparity between 
the dental sites from the two countries is encountered in brand 
awareness content (17% UK vs. 3% RO) and feedback (15% 
UK vs. 1% RO).  

Keywords— content marketing, websites content, dental in-
dustry, dental education 

I. INTRODUCTION  

The dental industry today is rapidly growing and it is fac-
ing many challenges. The most important of them are the 
shifts in patients’ behavior, doubled by the high level of 
technological progress of apparel and materials used in this 
field. Some reasons that explain the constantly expanding 
demand for dental services are the growing acceptance for 
cosmetic dental surgery [2] strong competition in materials 
and equipment production, price reduction of cosmetic 
treatments and finally, media coverage that has created a 
high level of consumer interest in such procedures and ser-
vices. The transactions on dental services have annually 
increased with 4.5% market growth [3] [4].  

From a different perspective, researchers also reveal that 
Internet is becoming a rich source of health care informa-
tion for the public [5]. More than 70 000 websites dissemi-
nate health information and more than 50 million people 
seek health information online [6]. The Internet offers wide-
spread access to health information and the advantages of 
interactivity, customized information and anonymity. 

Although Romanian dental industry is at its early stage of 
development, patients also choose cosmetic dental surgeries 
apart from basic procedures. The latest studies on Romanian 
Dental Market [7] [8] highlight a great potential for future 
growth on the base of affordable pricing, short treatment 
period, usage of advanced state-of-the-art technology and 
well-trained professionals. In the last ten years, ageing pop-
ulation, along with rising awareness for oral health, aesthet-
ics and improved dental treatments have increased this  
segment by 17%.   

The above-mentioned researches suggest that dental 
marketing strategy will be the key to success in the future 
for most stakeholders in this field.  

Thus, innovative technologies along with stronger and 
more esthetic materials are making work easier for clini-
cians and laboratory technicians and strengthening their 
relationships with customers and patients. Experts in the 
fields [9] agree that, in 2013, the following trends have 
influenced the dental industry:  

 

- the mass digitization of dentistry. Patient’s treatment 
becomes more effective and the subjectivity in dental 
services decreases as dentists and laboratory techni-
cians use digital processes and procedures in an exten-
sive manner. Furthermore, communication becomes 
faster and more critical; 

- the economic crisis. The economic regression has dri-
ven many patients to seek more cost-effective solu-
tions; 

- the dental insurance companies` strategy has changed: 
in the sense of them identifying new ways to lower 
healthcare costs by offering dental care packages for 
employers to give to their employees.  

- Content marketing is a relatively recently implemented 
strategy in dental field, marketers recommend it espe-
cially to service providers as one of the most powerful 
tools in order to achieve loyal customers. 
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Given this, it is a fact that, in the last decade, dental mar-
keting became more and more oriented to image building, 
especially through Internet channels. Nowadays, attracting 
attention to a dentist's website is as important as the practice 
itself and contributes to how patients perceive the overall 
value. Posting informative articles and interacting via social 
media allows dentists to show a more personal and ap-
proachable side, to strength the relation with patients and 
customers. Social media profiles can also reveal more in-
formation about the persons involved in the medical act. 
The medical provider is thus seen as a trusted consultant 
and partner in patients’ health. In addition, trough Internet 
marketing, patients can share their positive experiences in 
dental practices with their reference group. Furthermore, 
specialists agree that recommendations from a trusted fami-
ly member or friend continue to be among the most power-
ful advertising [10]. Patient referrals and recommendations 
are no longer limited to one-to-one interactions, but can 
now effectively be broadcast as one-to-many communica-
tions via social media. Recent studies found that E-learning, 
in all of its many guises, becomes increasingly important 
[11].  

In Romania, dental stakeholders slowly begun to adapt to 
the global dental trends presented above [12]. Romanian 
dental suppliers are implementing just a few of online tac-
tics, combining direct sales with brand consolidation. 

Another reason to analyze content marketing pattern in 
the dental field was determined by the findings [13] [14] 
according to which Internet holds the future for dental mar-
keting. Thereby, along with the trends towards globaliza-
tion, networking, mass customization, and digitization, 
companies must align their practice. Nowadays, websites 
represent an efficient tool for distributors, general dentists, 
specialists, educators, and consultants in the dental field. 

All of the above facts are the reasons why our study aims 
at identifying the strategic differences between content 
marketing strategies of Romanian and UK companies acting 
in dental industry. Specifically, we try to assess content 
marketing items of providers’ websites that determine im-
age consolidation. We chose the dental care sector because 
the online techniques, materials used and procedures are 
rapidly evolving in this particular branch of the healthcare 
industry.  

In order to achieve our goal, the paper examines the state 
of the art in websites assessment and content marketing. A 
customized methodology was elaborated. The pilot study is 
using both the qualitative and quantitative approach: con-
tents analysis. For websites analysis, the sample consists of 
100 Romanian and UK companies from the dental industry.  

The originality of the paper mainly consists in the specif-
ic methodology built to reach the objective and the results 
of content marketing practice in Romania and the UK. 

This study can be useful especially for dental entrepre-
neurs interested in undergoing a self-check for the various 
areas indicated in the study and recommends actions on 
how the gaps can best be minimized. We believe that con-
tent marketing can help dental entrepreneurs improve their 
customer service and performance. 

II. CONTENT MARKETING AND WEBSITES CONTENT 

The term content marketing was used as early as 1996 
[15] but in the last decade has enriched with other mean-
ings, due to the various channels provided by the Internet. 
There are a lot of definitions of these terms, meaning re-
searchers and practitioners are still looking at ways to apply 
it. Content Marketing Institute states that [15] content mar-
keting is “the marketing and business process for creating 
and distributing relevant and valuable content to attract, 
acquire, and engage a clearly defined and understood target 
audience – with the objective of driving profitable customer 
action”.  

According to [16] content marketing is not a tactic, but a 
strategy that is especially created for online tools. It can 
[17] encompass all forms of content that add value to con-
sumers thereby directly or indirectly promoting a business, 
brand, products or services. Additionally, it offers to the 
business-client or to the end-user prospective trustful, mea-
ningful, tailored and needed information. Basically, content 
marketing supports companies in disseminating information 
that makes the buyer more intelligent instead of pitching the 
products or services. 

The advantage of content marketing in an advertise-
ments-crowded environment is that the main goal is not to 
sell, but to provide brand recognition, authority, credibility, 
loyalty and authenticity.  

The most important tactics of content marketing are: so-
cial-media posts, e-mail newsletters, blog posts/Guest blog 
posts, e-books, PowerPoint presentations, podcasts, stan-
dard videos/Micro-videos, live presentations; webinars, 
white papers. Research conducted in 2010 [18] found that 
nowadays small and medium companies spend 33% from 
the total marketing budget for content marketing and over 
60% of marketers planned to increase this percentage in the 
future. Moreover, 90% of US companies are implementing 
content strategy in the marketing mix. 

In our opinion, in addition to content marketing, the on-
line marketing is a ‘generic term’ that includes in the same 
extent online advertising, viral marketing, e-mail marketing, 
search engine marketing, direct response marketing. We 
believe, also that the websites marketing can comprise the 
content marketing tools, only if: 
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1) the provided content has not the purpose to sell but 
is focused on delivering information to make the 
buyer more intelligent (hence, without e-stores, e-
forms, web-marketing advertising) and 

2) the websites is an integrative platform for social 
media, blogs, live seminars, videos etc. (if on the 
websites there is a link for these tools)  

A great number of authors have put forward recommen-
dations about how to create a quality online content 
[18][19][20][21]. The most used criteria encountered in 
almost every specialists approach include elements such as 
purpose, source/authority, and information about products 
and company.  

Liu and Arnett [22] explained the quality factors for con-
tent marketing such as accuracy, completeness, relevancy, 
reliability, customization and interactivity, and organization.  
Experts argue that 62% of the final score given by a visitor 
to a site is related to its content [23]. Bradley [23] describes 
features to look for when assessing and evaluating the au-
thority of a resource. Among others, these include authority, 
domain name, company logo, contact details, currency, 
awards, page design, the owners of the site etc. However, it 
is also noted that assessing the content quality is not a 
straightforward procedure involving an identification of the 
presence or absence of different features or facilities.  
Methodologies focused on the Websites content quality 
approach emphasize hypermedia Web design and the im-
portance of the interface in order to facilitate information 
access and to improve the overall human-computer interac-
tion. [23]  

III. METHODOLOGY 

A. Research Objectives 

The main goal of this research is to investigate the degree 
of content marketing usage in Romanian and UK dental 
websites.  The main objectives derived from this goal are:  

• Assessing the penetration of content marketing tools in 
the dental field; 

• Evaluating the degree of implementation of content 
marketing tools in Romania vs. the UK dental websites.  

B. Research Methodology 

The performed research is a qualitative one, based on 
content analysis of dental websites information and a quan-
titative one, analyzing 57 variables of each assessed  
website.  

The data was collected between November and Decem-
ber 2013. The random sample was planned to enclose 50 
Romanian dental websites and 50 from the UK. We have 
assessed the first 50 sites for each countries displayed by 

local Google search engine by the words “dental services”. 
We choose a sample from UK and Romania because, ac-
cording to [1], UK has the most efficient public oral health 
care service.  Children and young people in UK now have 
Europe’s best oral health in terms of mean DMFT (decayed, 
missing or filled teeth), with 10% lower in 2009 to 1973. In 
addition, [24] found that UK marketers use content market-
ing tactics more than North American and Australian  
marketers.    

From the listed websites, during the assessment period, 
20% were dental portals (that are not owned by a dental 
practitioners and are listing many possibilities to find dentist 
practitioners by category of provided services), 35% be-
longed to clinics (which provide more dental care services 
and more dental practitioners are involved) and the majority 
of them were websites of private practitioners and clinician. 

In order to assess the content, we have clustered the vari-
able founded in previous section into nine categories. Ex-
amples of variable are given: 

1.) Trust enhancing information (12 items): list of em-
ployees e-mail addresses and phones, information about 
CEO, Owners, practitioners and technicians (names, per-
sonal values, CV, projects, photos), other employees photos, 
annual report, investments information, social responsibili-
ty, company history, vision;  
2.) Brand awareness (6 items): leisure activities (specific 
games for different target groups), possibility to download 
logo, commercials icons for mobiles, greeting cards with 
visual-audio identifications systems, press release; 
3.) Service information (9 items): descriptions of services, 
information about treatment procedures, about used mate-
rials, comparison of different type of treatments with argu-
ments, testimonials, patients program, support group, prices, 
payment modality; 
4.) Related information (3 items): information about insur-
ances, donations, links to health care organizations; 
5.) Educational information (6 items):  general health  
care information, oral care information, prevention, oral 
procedure, oral hygiene, cosmetic procedure, chirurgical 
procedures; 
6.) Other information (non-related) (3 items):  general 
news, tips and tricks, links to non-health care organizations; 
7.) Mapping (5 items): navigation path, search full text, 
index, help function, sitemap; 
8.) Targeting the group of website visitors (5 items): specif-
ic information for payers, suppliers, partners, customer, and 
team; 
9.) Feedback tools (8 items): social networking, blog, fo-
rum, online consultation, intranet, newsletter, guestbook. 

For each website, every variable was evaluated in a bi-
nary system and the final score resulted from the total 
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amount of all existing variables in a website. It is worth 
mentioning that we do not take into consideration those tabs 
(variables) that exist in the websites but they were not func-
tional or the information was obsolete. For example we do 
not aggregate the score of an empty (or with no relevant 
information) link (even if the tab exists) or for a no-updated 
Facebook page (with no information).  

In the evaluation process, every variable was considered 
equally important. 

IV. FINDINGS AND DISCUSSION 

The data was processed in the statistic software SPSS 16. 
In evaluating the content marketing for dental websites we 
assessed the above listed variables by clusters. The results 
are depicted in Figure 1 and Table 1. 

In the beginning, we have analyzed the percentage  
of the each nine characteristics in dental content marketing. 
Figure 1 presents the aggregate score by the three types of 
websites: dental portals, dental clinic websites and clini-
cians’ sites. 

 

 

Fig. 1 The content marketing dimensions of the sample 

The highest score was obtained by the characteristic ser-
vice information (39%), followed by trust enhancing infor-
mation (13%), and brand awareness, respectively, educa-
tional information (12%). Feedback, mapping and targeting 
are not so important for dental marketers (or practitioners), 
obtaining just 8%, 7%, respectively 5% in total content 
marketing implementation. The most neglected characteris-
tics are related to information of health care and general 
information.  When evaluating the three types of dental 
websites (portals, clinics’ websites and clini-
cians/practitioners websites) in depth, one can notice that 
big actors such as clinics pay more attention to building 
trust and credibility and to brand reinforcement as opposed 
to clinicians’ websites and portals. The differences reach 
7% and, respectively, 3% percentages. In clinics’ websites, 
navigation tools are more performing by targeting the  

public. Hence, the prospective customers have the possibili-
ty to access the needed information rapidly. In the case of 
dental portals, content marketing is abundant in educational 
information. The disparity in comparison with clinicians is 
quite large: with 10% more information in dental portals 
than in clinics websites or 15% than in private clinicians’ 
websites. On the one hand, dental portals are targeting bet-
ter the group segments providing tailored information but, 
on the other hand, pay less attention to mapping and feed-
back tools. The portals in this particular case can be consi-
dered an intermediary, as portal owners are perceived as 
having more expertise in marketing which allows for the 
customization of the information provided to different 
clients. Nevertheless, they do not encourage the feedback 
process probably because they are not dental professionals. 

Private clinicians usually small companies, disseminate 
service information, contact information and do not consid-
er it significant, in most of cases, to educate customers in 
terms of prevention, segments targeting or  informing on-
line visitors about dental news. 

Table 1 reveals the most or least used variables of con-
tent marketing of the sample. All the companies in the sam-
ple describe the services they are providing in detail. Many 
of the dental websites comprise content marketing variables 
such as: corporate information, inside photos, treatment 
procedure, insisting on the materials used and their charac-
teristics/benefits for patients.  

Table 1 The most often used and the less used content marketing (MK) 
variables of dental websites in the sample  

Top ten content MK 
Variables

(%) The last ten content 
MK variables 

(%) 

Services descriptions 
100 

Personal value of practi-
tioners 

0 

Corporate information 96 Investments information 0 

Inside Photos   88 Downloads ringtone/icons 0 

Patients’ program  87 Annual report 0 

Company contacts 87 Donations 0 

Equipment/material Inf. 78 Press release  1 

Treatment procedure 74 Leisure activity  3 

Names of practitioners 
72 

Information about 
CEO/owner 

3 

Prices 70 Support group 4 

Payment modality 69 Social responsibility 5 

Source: computed data form empirical study, N=100 

Conversely, the content of accessed sites is very weak in 
what concerns the following variables: personal be-
lieves/values of practitioners (0%), investment information 
etc.  
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The degree of content marketing penetration in UK sites 
is 57%, while in Romanian’s ones, only 23%. 

Figure 2 presents disparities between the nine characte-
ristics of dental Romanian sites and those from the UK.  

The biggest gap in content marketing of the two analyzed 
countries is revealed in brand awareness content (17% UK 
vs. 3% RO) and feedback (15% UK vs. 1% RO).   

Dental websites from the UK insist on displaying video-
audio identification systems in many forms and websites’ 
places. 

 

Fig. 2 The comparatively content marketing study by countries 

A percentage of 37% of UK sites offer the possibility to 
download some useful (or funny) applications which em-
phasize the company’s colors, name and logo, like: dental 
theme school schedules/diplomas for kids, post- its, brush-
ing timers, interesting or original commercials as ring tone, 
applications for smart phones (personalized with logo) help-
ing to plan the dental treatment, to archive chronologically 
dental problems/facts, processing images (adding to a photo 
library and create, send, and print them).  More than that, 
the prospects can access dedicated soft in order to simulate 
their teeth whitening or their aspects with braces. 

Neither Romanian nor UK sites use many online tools for 
feedback in their websites. Only 4 dental sites from the UK 
have links to social networks and none have a forum, blog 
or chat. 4 Romanian sites display a feedback form and 2 the 
possibility to ask online solution for a dental problem. 

Education information from UK sites point out a dispari-
ty of 11%. Romanian sites list mainly information regarding 
upper-mass dental services: implants (49%), orthodontics 
(36%) or cosmetic dentistry (whitening, teeth veneers) (32 
%) but hygiene information is almost neglected. Only 12% 
of Romanian sites display general information about pre-
vention and teeth care. The study found little information 
about brushing, especially for kids. It is known that Roma-
nians are not very educated in terms of health prevention in 

comparison with patients from more developed countries 
[25]. Hence, the un-educative websites could be an answer 
to market behavior. Thereby, Romanian practitioners write 
about top edge dental services which are accessed by a 
documented customer who affords to pay a skimming price.  

In the UK dental websites, education information is pro-
vided in a very dynamic manner. The existing animation 
allows dentists to illustrate the effects of dental conditions 
such as periodontal disease, decay, cracks, and other condi-
tions over time. Moreover, 24% of UK websites offer 
access to educative applications for smart devices regarding 
dental care.  Most of them refer to: 

 - containing challenging questions that cover a wide varie-
ty of subjects from radiography, odontology, diet and pre-
vention, children’s dentistry and many other dental aspects 
especially for kids, teenagers and students; 
-  teaching patients the correct way to brush; 
- containing a dental glossary, diagram and symptom 
checker; 
-  containing dictionary of all things Dentistry; 
-  allowing patients to see all teeth in X-ray format. 

Finally, the last significant gap is encountered in trust 
building information (16 % UK vs. 6% RO). UK sites offer 
more details of clinicians and their expertise than Romanian 
ones. The detailed information about companies is insignifi-
cant in all sites from the sample. 

V. CONCLUSIONS  

The degree of content marketing penetrations in dental 
field is quite small – 40%. In conclusion, dental practition-
ers are implementing content marketing strategies with 
some particularities:  emphasis on service information, 
trust enhancing, brand awareness and dental care education, 
neglecting feedback tools, mapping, target tools and general 
information. Romanian websites are focusing particularly 
on the most specialized (also expensive) services, while UK 
sites are moving toward providing interactive applications 
in order to make site navigation more accessible and enjoy-
able.  We consider that content marketing could help dental 
marketers increase patients’ loyalty especially in the case of 
the young generation which is “digitally native”. We sugest 
for UK and Romanian marketers and dental  practitioners 
to display more educative and customized information for 
prospects by target segments, not only from the field of 
dental care, but in a holistic manner, with links on the 
general healthcare. In order to strenght the relations with 
their public, and make them loyal, the owners/clinicians 
must interact more through online means:  to reveal their 
personals values, beliefs on blogs and comments the dental 
news on forums or using social media. They can offer some 
gust book for patients and the feedback must be provided 
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promptly. For partners, sending relevant newsletters can be 
a solution in order to maintain a good business relation. 

Webminars, study cases, quizes can be very usefull for 
dental students, segment that will become in the future 
oppinion leader for specialized procedure. 

VI. LIMITATION AND FUTURE RESEARCH 

The limitation of the present study consists in the small 
sample of dental websites. The author`s future actions will 
be: 1) to validate the methodology on a larger sample, tak-
ing into account the size and the market share of investi-
gated dental companies.  

2) to check through specific marketing research if the 
dimensions are equally efficient and defining weights for 
each dimension  
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Abstract— Product reliability is very important nowadays, 

and everyone seeks products that will last very long without 
failing. It is hard to make a product good and reliable without 
investing in reliability research from the early stages of the 
design. This paper presents a reliability analysis for a Holter 
Recorder for home use, and also a Failure Mode and Effect 
Analysis using Relex software. This approach can be used for 
any similar device and helps the manufacturer design a better 
product. 

 

Keywords— Reliability, FMEA, Holter Recorder 

I. INTRODUCTION 

The probability that a system or an element to function in 
certain conditions is denoted by R(t) and it represents the 
probability that the operating time in good conditions of the 
system or element to be at least equal to the operating time 
given by the manufacturer. 

The probability of good operating is given by the 
equation [1][2]: 

 (1) 

where: 
- N represents the total number of elements; 
- N(t) represents the number of elements which have 

not failed during time t. 
The probability of failure of a system or element is given 

by: 

(2) 

The failure rate has an important role in reliability 
analysis. It is denoted by λ(t) and represents the probability 
of failure for a system or element after a certain period of 
time. 

The failure rate is given by the equation [1][2]: 

(3) 

In case the failure rate is considered constant the 
probability of operating without failure is given by the 
equation [1][2]: 

(4) 

The mean time to failure is denoted by MTTF and is 
given by the equation [1][2]: 

(5) 

 

The mean time between failures is denoted by MTBF and 
is given by the following equation when the failure rate is 
constant [1][2]: 

(6) 

 

A FMEA (failure mode and effect analysis) is part of the 
inductive methods of evaluating the reliability and security 
of systems. FMEA provides a method to analyze the system 
and to evaluate the potential failures. It consists in breaking 
the system into components to determine what can fail, how 
it fails (failure modes), why it fails and, in the end, to 
determine the effects of each failure. An important part of a 
FMEA includes the analysis of the criticality of the end 
effects of failure modes. FMEA represents one of the most 
frequently used instruments in reliability evaluation. [3][4] 

Usually FMEAs are made accordingly to standards 
published and accepted all over the world. The most 
frequent standards used are MIL-STD-1629 and SAE 
ARP5580 [3][4][5]. 

The existing reliability standards require a qualitative 
approach to criticality. Table 1 [3][4][5] defines the 
criticality groups when a qualitative approach is used. 

The criticality values from Table 1 are calculated using 
the following equation [3][4][5]: 

 

(7) 

 
where: 
- Cm - criticality number for the failure mode; 
- β - conditional probability of loss, or failure effect 

probability; 
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- α - failure mode ratio; 
- λp - part failure or hazard rate; 
- t - number of operating cycles expressed in hours. 

Table 1 Qualitative Approach to Criticality Analysis 

Criticality Group Probability Criteria 

Level A – Frequent Failure mode probability is 
greater than 0.20 of the overall 

probability of failure 
Level B – Reasonably Probable Failure mode probability is 

greater than 0.10 but less than 
0.20 of the overall probability of 

failure 
Level C – Occasional  Failure mode probability is 

greater than 0.01 but less than 
0.10 of the overall probability of 

failure 
Level D – Remote  Failure mode probability is 

greater than 0.001 but less than 
0.01 of the overall probability of 

failure 
Level E – Extremely Unlikely Failure mode probability is less 

than 0.001 of the overall 
probability of failure 

 
A technique used for analyzing the risk associated with 

potential problems identified during a FMEA is the Risk 
Priority Number (RPN).  

 

Risk Priority Number uses three rating scales: the first 
one is Severity which rates the severity of the potential 
effect of the failure; the second one is Occurrence which 
rates the likelihood that the failure will occur and the third 
one is Detection which rates the likelihood that the problem 
will be detected before it reaches the end-user/customer [6]: 

(8) 

II. RELIABILITY INDICATORS CALCULATION 

To analyze a system with the Relex Reliability Studio 
2007 software (now Windchill Prediction) it is important 
that the system, its components and the operating 
environment to be known. The data gathering was made 
analyzing data supplied by the manufacturer: the operating 
conditions and the technical parameters of the recorder. 

To calculate the reliability indicators a system tree was 
defined (Holter Recorder). For each component composing 
element of the recorder, a data set was assigned: the 
category and subcategory of the element, number of units 
and the standards (the most common standards used were: 
MIL-STD-1629 and SAE ARP5580) according to which the 
indicators were calculated. Thus, in Figure 1 is shown the 
failure rate percentage, the reliability, the failure rate 
calculated in fpmh (failure per million hours) and the mean 
time between failures (MTBF). 

 

Fig. 1 Holter Recorder System and Parts Table 
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Following, the results of the analysis of the Holter 
Recorder are presented. The reliability indicators that must 
be tracked are: reliability over time, failure rate and MTBF. 

From the results of the calculation, it can be seen that the 
reliability of the module, analyzed for 15000 hours of 
operating is good, sticking to the ideal path. After the 
considered period of time, the product reaches its end of 
life. The chart for the reliability over time is presented in 
Figure 2. 

 

 

Fig. 2 Reliability over time 

The Holter Recorder can operate in different 
environments like fixed, mobile or benign. For all these 
environments the reliability remains relatively high and 
constant like shown in Figure 3. 

 

 

Fig. 3 Reliability over environments 

Where the system is subjected to stress, it can be seen 
that the failure rate has a slightly increasing characteristic 
(Figure 4), but still at intensive use the level of the failure 
rate is low. The stresses are expressed in percent. 

 

 

Fig. 4 Failure rate over Stress 

The MTBF characteristic (Figure 5) is relatively constant 
in terms of stresses. It can be seen that at around 12000 
hours of operating, a failure may appear. For increasing 
stresses MTBF decreases but it remains around 12000 
hours. The stresses are expressed in percent. 

 

 

 

Fig. 5 MTBF over Stress 
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III. FAILURE MODE AND EFFECT ANALYSIS 

This paper provides an original study in order to conduct 
the Failure Mode and Effect Analysis for the Holter 
Recorder. For the recorder, the failure modes of the 
components and the causes of failure were defined. 
Following the analysis the results obtained were presented 
in Figure 6. It can be seen that for the entire system the 
failure modes are defined and afterwards, for each one of 
them, the cause of failure is defined. Finally, the end effect 
of the failure is established. In the end, the mode percentage 
of failures, the number of failures, the severity of them and 
the failure rate for the entire system (Holter Recorder) were 
calculated. 

Figure 7 shows the risk levels for the components. The 
existing reliability standards require a qualitative approach 
of criticality modes that led to the result presented in this 
figure. Table 1 sets the choice of the risk levels accordingly 
to the values of the operating modes. It can be seen that 
each component is represented accordingly to the severity 
and the number of occurrences of the failures. 

 
 

 
For the Holter Recorder the criticality values of the 

components are presented in Figure 8. These values are 
calculated using equation (7). It can be seen that the 
software has the highest probability of failure, followed by 
the SD Card and the rest of the components. 

 

 

Fig. 7 Risk Levels distribution 

 

 

Fig. 6 FMEA Worksheet for the Holter Recorder 
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A Risk Priority Number (RPN) analysis has also been 
conducted, thus for the considered system the values 
presented in Figure 9 were obtained. It can be seen that the 
hierarchy remains unchanged like in the previous case 
(Mode Criticality) which validates the obtained results. 

IV. CONCLUSIONS 

All the reliability analysis and FMEAs concentrate on 
design and impact evaluation that failure has over 

performance and system safety. However FMEAs can be 
clasified in two categories: it either analyzes the product, or 
the process involving the manufacturing and the assembling 
of the product. [3][4][5] 

The FMEA process represents a bottom up analysis of 
the system. The analysis starts from the lowest desired 
level, such as a component or a process step and than 
determines all the failure modes. The following step is to 
determine the effect of the failure. Than it determines the 
severity and the probability of occurence. The process ends 

 

Fig. 8 FMEA Mode Criticalities 

 

 

Fig. 9 Risk Priority Number Analysis 
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when the entire system is evaluated. One of the objectives 
of FMEA is to evaluate all the components to ensure that 
reliability and system safety are met. 

Another objective of FMEA is to anticipate the most 
important problems starting from the design stages and to 
prevent them to occur, or to minimize their consequences. 
Thus the FMEA esures a systematic approach and helps to 
evaluate, track and update the efforts to develop the 
product. 

This paper presents a study of reliability indicators and a 
failure mode and effect analysis for a Holter Recorder. This 
study comes to help the manufacturer, so the advantages of 
this analysis are: 

- Increased customer satisfaction due to product 
improvement; 

- Better design of the products that considers 
operating enviroments that are not ideal; 

- Efficient tests on products; 
- Better maintenance based on the importance of 

failure effects; 
- Fewer changes in the production process where the 

costs can be bigger. 

Considering the fact that all the components were 
introduced in Relex Reliability Studio software following 
common standards used in reliability analisys, this analisys 
of FMEA shows, in descending order the Holter Recorder 
components with the highest susceptibility to failure. It is 
calculated that the software is the most likley to fail, follow 
by SD Card, the LCD, the push buttons of the device, the 
connection cables and, in the end the rest of the 
components. The RPN calculation folows the same pattern 
for the exactly the same components. 

 

 

 

 

 

 

 

 

 

 

 

 

 

From the functioning environment point of view (fixed, 
mobile or benign) the reliability of the Holter Recorder 
remains relatively high and constant, and from the life time 
point of view (15000 hours) has a good value.  

The characteristics of the failure rate and MTBF are 
showing that the maintenance can be conducted at large 
intervals of time.  

According to this study the analyzed Holter Recorder has 
good reliability indicators. The most likely components to 
fail are also presented. The values obtained are in standard’s 
parameters. 
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Abstract— Patient satisfaction has been increasingly recog-
nized as an important aspect in healthcare especially in the last 
decades when system reforms, increased competition for pa-
tients or an increased attention given to the quality of care 
have attracted more attention to patients’ needs and expecta-
tions. At the same time patient satisfaction is closely associated 
with various benefits such as greater patient involvement and 
compliance, increased staff morale, positive word of mouth or 
a decrease in patients’ litigation intent. The subject is also a 
very challenging one due to the particular nature of healthcare 
as a highly complex professional service. This often makes it 
difficult for scholars and professionals in the field to agree on a 
common definition or a common set of measures and determi-
nants for patient satisfaction. The article takes on this chal-
lenge and aims to explore patients’ perspectives on aspects 
affecting their satisfaction with healthcare through four focus 
groups conducted on patients admitted to two teaching medi-
cal facilities in Cluj-Napoca, Romania. Patient views are ex-
plored using focus groups as they provide the opportunity of 
eliciting rich quality data through spontaneous interactions. 
This also permits the uncovering of unanticipated issues that 
surveys may fail to identify. Results are obtained through 
qualitative analysis. Participants highly value positive interac-
tions with the medical staff, expect a correct diagnosis and 
treatment and appear to be less influenced by administrative 
procedures or accommodation facilities. Most patients seem 
highly aware of the funding limitations pressuring the Roma-
nian healthcare system. This awareness tends to make them 
limit their expectations to the point where they are satisfied 
with simply receiving treatment. 

Keywords— patient satisfaction, hospital healthcare,  
expectations 

I. INTRODUCTION  

Patient satisfaction has gained considerable attention 
over the last decades in the context of increasing competi-
tion and quality of care monitoring determined by system 
reforms and increased scrutiny of public services [1]. A 
multidimensional concept [2], patient satisfaction has a 
series of benefits from both a marketing and a medical point 
of view. As such, previous research shows that patient satis-
faction is important in promoting healthcare and well-being 

as it is associated with improved patient compliance, a de-
crease in patients’ intentions to seek a second opinion, file a 
complaint or seek treatment elsewhere as well as increased 
staff morale [3] [4]. From a marketing point of view, patient 
judgments on their satisfaction represent the basis for their 
future choices or recommendations with regard to a certain 
facility [5], as well as contributing to creating a positive 
image of the organization and thus supporting its ”financial 
viability” [4]. This is especially important in the context of 
current increasing pressures on the medical systems due to 
increased competition, sustained pressure on health expend-
iture because of the ageing population, rising public expec-
tations or the growing emphasis being placed on provider 
accountability [6] [7]. Furthermore, current pressures to 
reform the healthcare system often affect it fundamentally 
as they frequently imply ”reforming and changing it on any 
scale – from details of remuneration to the very principles it 
is based on like the public or private provision of services” 
[8]. 

In spite of all these and although patient satisfaction has 
been extensively researched in the past decades [9] [10], 
there is still no consensus in the literature as to its defini-
tion, determinants or measurement methods [10]. Moreover, 
findings of different studies are often contradictory, espe-
cially with regard to patient satisfaction determinants and 
measurement [11] [12] [3]. Healthcare aspects affecting 
satisfaction identified in the literature include perceptions of 
stay, understanding of discharge instructions [13], physical 
comfort, emotional support and patient preferences [10], 
waiting times [14] or overall health status and the presence 
of pain [15]. At the same time, some conflicting results have 
been obtained, especially with regard to age, perceptions of 
care and health status correlation with patient satisfaction 
[15] [16] [13]. This not only impedes advancements in its 
conceptualization [9], but also hinders practical develop-
ments in improving patients’ healthcare experiences.  

The purpose of this article is therefore to explore pa-
tients’ perspectives on different aspects of healthcare deli-
very and their relation to patient satisfaction. We try to 
discover what matters to patients with regard to five aspects 
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of care (caring and reassurance, interactions with the medi-
cal staff, facility procedures, medical outcome and attention 
given to family and friends) as well as exploring their views 
on the ideal admittance and current level of satisfaction. In 
order to reach this goal, four focus groups were conducted 
in two university hospitals in Cluj-Napoca, Romania.  

The study is conducted at a time when patient satisfac-
tion with the healthcare system in Romania ranks lower 
than in other European countries. Only 25% of Romanians 
evaluate the national healthcare system positively which 
places Romania last among the countries analyzed [17]. 
With regard to hospital services, satisfaction is higher, but 
still below most European countries (only around 50% of 
inhabitants evaluate services positively) [17]. Some of the 
main challenges of the Romanian public healthcare system 
include: patients’ dissatisfaction with regard to service qual-
ity, lack of funding and the inefficient usage of resources, 
poor management, low staff morale, an increased level of 
bureaucracy or a depersonalized service [18]. The research 
is also conducted at a time of considerable debate regarding 
the Romanian national healthcare system in the view of the 
system reform started in 2008 which aims to tackle, among 
other things, aspects of costs, quality of services and patient 
satisfaction [19]. 

The added value of this article lies in its exploratory  
nature which allows us to obtain original, spontaneous in-
formation and insights about healthcare services. While 
questionnaires may too narrowly frame the range of possi-
ble answers or not give patients the possibility for real input 
into how they would like to be treated [1], focus groups 
allow researchers to gain valuable information on what 
patients expect and value in a healthcare experience and 
what changes they would like to see made through sponta-
neous interactions and debates [1] [20]. The results will be 
further used for the development of both qualitative and 
quantitative research with the aim of reaching a thorough, in 
depth understanding of what drives patients’ satisfaction, 
expectations, experiences and perceptions of healthcare and 
suggest concrete improvement measures. 

II. MATERIALS AND METHODS 

A. Rationale for the Use of Focus Groups  

We chose to use focus groups as they represent a qualita-
tive research method, emphasizing interactions between 
group members which elicit spontaneous, valuable data 
regarding their perceptions, knowledge, perspectives or 
beliefs on the topic [21] [20]. Moreover, this also allows 
researchers to “tap into different day-to-day forms of com-
munication including jokes, anecdotes, teasing and argu-
ments” [21] thus obtaining rich, authentic, even novel data 
communicated in a natural, instinctive manner [21] [22]. 

Furthermore, as opposed to questionnaires where the use 
of closed-ended questions may not cover all aspects impor-
tant to patients or may not give respondents the chance to 
offer real input, discussions on open ended questions are 
recommended for engaging patients in satisfaction and 
quality improvement studies [1]. At the same time, as 
healthcare in itself is closely related to a social context and 
a social environment, focus groups can be used to gain 
deeper insights into people’s various experiences [21].  

As the research we conducted is part of a larger project 
aimed at analyzing patient satisfaction determinants and 
suggesting concrete improvements, focus groups enable us 
to explore patients’ perspectives for new approaches, in-
sights, knowledge and attitudes while also allowing for the 
uncovering of different feelings associated with healthcare 
services [20]. This type of exploration is even more impor-
tant if we consider the contradictory findings and lack of 
consensus in the patient satisfaction literature discussed 
above. 

The article is mainly addressed to public policy analysts, 
healthcare managers, practitioners and users. We believe 
research in this area to be helpful in assisting healthcare 
providers and planners to improve the services they provide 
for the well-being of both patients and the healthcare pro-
viders. 

B. Focus Group Participants and Protocol 

The research was conducted through four focus groups 
(N=21) on patients admitted to the gastroenterology and 
internal medicine departments of two university teaching 
hospitals in Cluj-Napoca, Romania with 31 and 45 beds, 
respectively. Two focus groups were conducted in each 
medical unit between 6 and 9 January 2014. The number of 
focus groups is considered sufficient for research relevance 
as per [22]. At the same time, information saturation has 
been reached during the four focus groups with regard to the 
major themes approached. 

Focus group participants were recruited using conveni-
ence sampling from admitted patients considering their 
illness and health status. Patients were not included in the 
focus groups if their health status did not permit them to 
take part.  

Focus groups were conducted in a comfortable setting, 
which allowed all participants to be part of the research 
without interference from medical staff or visitors, while at 
the same time not affecting their treatment in any way. All 
participants were presented with the details of the focus 
group, its duration and purpose. In the introductory part, 
participants were assured that all answers would be record-
ed anonymously, would not affect their medical treatment 
and that they were confidential. This was important in order 
to avoid bias being introduced by such fears. Participants 
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consented to the focus group being audio recorded. They 
were also informed that participation was voluntary and that 
they had the right to withdraw if they wished to do so. Par-
ticipants filled in a Patient Consent Form and demographics 
questionnaire to allow for a comprehensive and comparative 
analysis of the data. The study was conducted in accordance 
with the Helsinki Declaration.  

The focus group guide was designed to explore aspects 
of health care delivery with regard to five aspects of care 
(caring and reassurance, interactions with the medical staff, 
facility procedures, medical outcome and attention given to 
family and friends) that had been identified in previous 
research [23], as well as exploring participants’ views on 
the ideal admittance and current level of satisfaction.  

Two pretests of the focus group guide were conducted 
for questions clarity. These resulted in no major alterations 
being made to the initial focus group guide.  

Focus group participants were homogenous under as-
pects of gender and disease severity, while differences ex-
isted in terms of period of admittance, age, income and level 
of education. In total, 21 patients participated in the four 
focus groups, 6 men and 15 women aged between 30-82 
years, from both urban and rural areas. Regarding the level 
of education, patients from rural areas graduated from sec-
ondary school, while those from urban areas had a high 
school diploma. Only three participants in the focus groups 
earned a university degree. Most of the participants were 
either employed or retired, with a monthly income ranging 
from under 350 lei (approx. 80 euro) to 3000 lei (approx. 
680 euro). Patients were either admitted by appointment or 
underwent emergency hospitalization. Most of them had not 
been admitted before for their current complaints. Hospita-
lization time ranged between one and 14 days in the respec-
tive unit. 

Conversation and input from all focus group participants 
was encouraged by the moderator at all times. Qualitative 
analysis was then performed on the data obtained. 

III. RESULTS 

The first major theme approached by the moderator was 
that of caring and reassurance in the healthcare network. 
When asked what influenced their level of satisfaction in 
the hospital setting regarding the aforementioned aspect, 
most patients responded amiability and being talked nicely 
without having known or having offered material gifts to 
the medical and paramedical staff in advance.  

Another important aspect was the promptness of the con-
sult and procedures irrespective of the way of admittance 
(appointment/emergency). One patient said that “if you wait 
while in pain, you become desperate, hopeless”, thus em-
phasizing a psychological negative effect of waiting time.  

Patients also agreed on moral support, patience and en-
couragement from the medical team as a satisfaction deter-
minant under this theme. “I found my peace and touch of 
health” one patient said, while another one commented: 
“The way they treat you and look at you, it helps me, it 
gives me hope” which suggests a positive effect caring and 
reassurance has on patients. Many of the patients also indi-
cated a professional approach and not having to give infor-
mal payments in order to be cared for as being important to 
their level of satisfaction.  

While most patients were pleased with the individual 
time and attention given to them by the hospital personnel 
in general and suggested this as a satisfaction determinant, 
some participants were dissatisfied with the long waiting 
times they were subjected to when requiring the service of a 
nurse or paramedical staff. One of the patients said “I called 
her three or four times and then I had to ask one of my ward 
colleagues to go call the nurse because I couldn’t move” 
while another one commented that the nurses had not been 
willing to offer her extra tea although she was not allowed 
to drink anything else because of her illness. “They told me 
to bring it from home!”, she added. Both patients then ex-
plained that such a situation made them feel even more 
helpless than they were already feeling because of their 
illness. However, despite recognizing that they sometimes 
needed to wait a bit longer, some of the patients also 
seemed to empathize with the medical personnel as they 
acknowledged a shortage of staff and suggested more medi-
cal staff be hired.  

Questions in section two referred to the interaction with 
the medical staff. For the majority of patients the kindness 
of the doctor/nurse was crucial in communicating medical 
information. One patient said “Talking kindly is half of the 
treatment” and another one added “It gives you a ray of 
hope”. Some of the patients also commented that they often 
felt stressed or scared so that doctors and nurses speaking 
kindly was important.  

All patients found understandability of diagnostic steps 
and discharge instructions to be very important; one patient 
emphasizing that “This is why one comes here, to have a 
check-up, to know about him”. Male patients seemed to 
appreciate moral support from the doctors’ part more. As 
one patient pointed out there is a need for a “doctor-patient 
relationship”. 

Being informed about their condition and the diagnostic 
procedures was essential to every participant. “The fact that 
the doctor informs you about your state of heath’s lower and 
upper limit gives you psychological comfort” one patient 
added. However, a few patients considered they needn’t be 
explained why they had to undergo certain medical tests, as 
long as their doctors said they were necessary. 
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The third theme of the focus group questionnaire re-
garded medical outcome. Being asked what they expected 
from their current admission, all patients agreed on receiv-
ing a sure diagnostic and having their health status  
improved. Some expected receiving medication, one partic-
ipant adding that “medication should be the same for the 
same illness, not some patients receiving preferential treat-
ment” in the sense of better medication. A few patients also 
added it was important for their satisfaction levels not to be 
discharged before their health status had improved with one 
participant saying about her experience in a different medi-
cal facility “They let me go and I was still ill”.  

Questions in section four referred to facility procedures. 
Asked about what influenced their satisfaction with hospital 
accommodation, almost all patients responded that clean 
conditions, bathroom hygiene and hospital renovation were 
very important. One patient said “They should repaint; there 
must be so many germs in these walls that we now inhale”. 
However, a few disagreed about this matter, one participant 
noting that “when you are ill, sometimes you overlook it”. 
The ideal number of beds in the ward would be three or four 
for most patients. None of them desired to stay in a single-
bed ward because of boredom and because it would prec-
lude forming patient solidarity. One patient also suggested 
better linings as the current ones were old. He explained this 
aspect was not of outmost importance, but better ones 
would make him feel better. Some of the female patients 
also noted the material mattresses were made of which 
allowed the lining to move and they had to rearrange it quite 
often. Although this was not of outmost importance to them, 
they still found it annoying. 

While for all patients hospital meal quantity sufficed, for 
most of them the food lacked diversity and could have been 
better in terms of taste. This was especially obvious with 
patients who had been admitted longer. Some patients disa-
greed, stating that food was good compared to the large 
number of patients. For example one patient said defensive-
ly “Being so many, I’m surprised they still have food for all 
of us”. However, most patients considered noise in the ward 
disturbing. “Patients with psychological issues should be 
separated from the others or calmed with medication” care-
fully added one patient not to offend the others. Two male 
patients also noted the lack of parking facility and of a TV 
set in the ward as influencing their satisfaction level with 
the hospital stay. “You come from a different city by car 
and you have to leave it in a private parking. For five days 
that costs about two or three hundred lei (approx. 50-60 
euro). If you chose to invest in a good car you can’t just 
park it anywhere.” 

With regard to the person performing medical procedures 
(an expert or a trainee) almost all patients said it did not 
matter to them, as young doctors or nurses had to learn too. 

Participants also commented on how the privacy of the 
consult or medical maneuvers influenced their level of satis-
faction with the admission. While none of them was dis-
turbed by the presence of other patients in the ward, the 
presence of other persons or the door being open during the 
maneuvers were major complaints.   

Asked whether hospital bureaucracy represented a prob-
lem to their admission, almost all patients were satisfied 
with the admittance paperwork, finding waiting time ac-
ceptable. One patient stated empathically that “you are not 
alone, you have to wait” in the sense that everyone should 
be aware that other patients also need to be taken care of. 

Attention given to family and friends was another major 
theme of the discussion. The manner in which the hospital 
staff addressed and paid respect to family members or 
friends was an admittance satisfaction prerequisite. Moreo-
ver, even though relatives did not respect visiting hours, 
“nobody stopped them and this matters a lot” one patient 
noted with gratitude, later adding “they [family and friends] 
come when they can, they are busy, and they have jobs”. 
For almost all patients it was not important whether they or 
their families were informed first about their condition as 
long as information was transmitted. 

The last section of the focus group asked participants to 
rank the items that had been discussed as satisfaction de-
terminants until then and choose the three most important to 
them. Ranking appeared to be difficult to the majority of 
patients, most of them naming the first and second and 
having difficulties choosing a third element. This was de-
spite the fact that all of them had commented many factors 
during the previous sections. Patients with lower income 
particularly found this question difficult to answer as they 
seemed to feel they could anyhow not afford more. As one 
patient put it “You can`t be poor and also expect too much”. 
Cleanliness/hygiene appeared to be the most important 
factor. It ranked first (six patients) and second (eight pa-
tients). One patient even said “I`ll buy what they don`t have, 
but they should at least do the toilets”. This was followed by 
treatment and access to medication ranked first by five 
patients and second by three and medical staff interactions 
and professionalism ranked first by two patients, second by 
six and third by seven patients.  

Participants were then asked to imagine an ideal admit-
tance. This also proved to be a difficult question to answer, 
most of them saying the current admittance was good 
enough. One participant added “It is ok, for what’s happen-
ing in Romania now, it is ok” while others were grateful 
they received treatment. “It’s good enough they have doc-
tors to treat us” one patient said, while another one added “I 
know what hard work is, I have cooked for one hundred 
people so I am satisfied with what I have, that I have a bed 
to sleep in”. A few of the patients however, had higher 
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expectations and imagined the ideal admittance “like in the 
West” or “like in the movies” or said it should have ”better 
accommodation” or “better equipment”. One of the patients 
reacted to vague responses and said “Come on, if we don’t 
say how we would like it to be, they won’t change any-
thing”, but this did not affect the generally weak expecta-
tions of the other participants. One patient also said she 
would like to be able to have the procedures for free, not 
pay for a CT for example, while a few added that an ideal 
admittance would imply hot water and cleaner facilities, 
new windows and the walls painted. One of the male partic-
ipants also added the existence of parking for patients, while 
another one suggested doctors should be paid higher wages. 
One of the female participants suggested chapels should be 
kept inside hospitals because they helped maintaining hope.  

In terms of participants’ level of satisfaction with the cur-
rent admission, patients were asked to give a mark from 1 
(least satisfied) to 10 (very satisfied).  81% of participants 
were very satisfied with the current admission awarding 
grade 10 (48%) and 9 (34%), about 30% higher than the 
rates recorded in other studies [17]. Grades awarded were 
between 7 (4%) and 10 (48%). One patient awarded grade 7 
(4%) also commenting that “conditions are awful”.  

IV. DISCUSSIONS 

Patients seem to be very aware of the current limits of the 
Romanian healthcare system which keeps their expectations 
low. This has been visible during all of the four focus 
groups we conducted and was especially noted when pa-
tients found themselves unable to imagine an ideal admit-
tance, most of them invoking the system’s lack of money. 
Few patients imagined the ideal admittance implying the 
positive side of the aspects they had complained about. 
Patients also had difficulties in dotting the i when suggest-
ing improvements or thinking about rankings of factors that 
affected their satisfaction. They generally tended to respond 
with a vague “better” without naming concrete improve-
ments unless specifically asked to give details by the mod-
erator. Even then, patients seemed to have difficulties sug-
gesting improvements. This may be because most of them 
do not believe things will change in the near future as the 
lack of funding is perceived very strongly, while others 
were already grateful that they were receiving any kind of 
treatment. Another explanation might be that some of the 
patients seemed to have had negative experiences either 
with previous admittances or in other aspects of life so that 
they appreciated any help they were getting, especially as 
they regarded the current treatment as a professional one. 

We noted no major variations in factors affecting satis-
faction between the groups. Male participants tended to 
emphasize the importance of only being discharged with a 

correct diagnosis and treatment while also emphasizing the 
need for emotional and psychological support from the 
medical staff more than female participants. Expectations 
and the level of satisfaction did not vary significantly with 
income, gender, and rural/urban status, level of education or 
marital status. This may be because patients generally ex-
pected an improvement of their health status, irrespective of 
demographics. Although health status improvement was the 
main and sometimes sole expectation of most patients, they 
did agree other factors that influenced their satisfaction with 
the current admittance. Younger patients, both male and 
female, seemed to find it easier to suggest concrete im-
provements and valued the accommodation services more.  

With regard to the ideal admittance wealthier male par-
ticipants presented more improvement ideas, some of which 
included parking places for patients or a TV set in the ward, 
whereas female participants and patients with lower or me-
dium income generally referred to hospital facilities in 
terms of cleanliness and equipment availability. An interest-
ing note is the fact that patients did not want single or 
double wards, but three or four beds in order to prevent 
boredom. All participants showed empathy for their col-
leagues and acknowledged the fact that other patients may 
be in a more serious condition and thus, selfness if required.  

The study also reveals a high degree of passivity among 
patients who accept the time and funding limitations of the 
system and greatly appreciate what they get. It is interesting 
to note, that only two participants complaint of the fact that 
they had to pay for medications or procedures and that this 
point was not raised by those with lower incomes, but by 
those with medium income. It may be that participants re-
gard this as the state of the system that cannot be changed at 
this point. We do however find it odd that access to medica-
tion was not mentioned as a dissatisfier, having been men-
tioned only once prior to the moment when patients were 
asked to imagine an ideal admittance.  

The high level of satisfaction reported by patients may be 
due to the fact that the study was conducted in teaching 
centers where hospital diagnostic and accommodation fa-
cilities might be superior to those of smaller units, thus 
increasing the level of patients’ satisfaction with healthcare. 
Also, their satisfaction could have been higher because of a 
contrast between the care received and the general health-
care system image in the Romanian media.  

V. LIMITATIONS 

A limitation of the study was the relatively small number 
of participants. Only two focus groups could be organized at 
each hospital due to the poor health status of the other inpa-
tients admitted to the respective departments. A larger num-
ber of focus groups could have allowed for a deeper  
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understanding of the issues discussed. However, we do not 
believe this to have affected the study negatively with regard 
to the information obtained as information saturation has 
been reached during the four focus groups. The focus group 
number is also sufficient for research relevance as per [22].  

VI. CONCLUSIONS 

The focus groups we conducted allowed for the explora-
tion of various factors affecting patient satisfaction. Results 
showed that although patient expectations mostly related to 
improved health or a correct diagnosis, other aspects also 
improve their satisfaction levels. Cleanliness/hygiene to-
gether with treatment and access to medication and staff 
interactions and professionalism were ranked as the most 
important factors influencing satisfaction. Discussions also 
revealed the high degree of patient awareness with regard to 
the Romanian healthcare limits and their difficulties in sug-
gesting concrete improvements. Patient satisfaction  
appeared to be high, yet its causes are worth further investi-
gation. We believe further qualitative and quantitative re-
search is needed in order to further explore the relation 
between various aspects of healthcare and patient satisfac-
tion. We also believe careful consideration should be given 
to the particularities of the Romanian healthcare system 
with regard to its image in the media, patients’ awareness of 
system limitations and other negative life experiences and 
the way these factors affect patients’ expectations and eval-
uations of the treatment and the conditions that they receive. 
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Abstract— In this paper we presents our experience in 
training medical staff using high fidelity simulator. We train 
500 physicians and nurses from 10 County Hospitals that cover 
a large area of Romania. 

Appropriate assessment and resuscitation is an important 
part of neonatal care provided during the first minutes of life. 
“Senior” and “junior” medical staff are often in the frontline 
of neonatal resuscitation. Appropriate education and training 
of medical staff is therefore essential if the standard of care 
delivered to babies in the delivery suite is to be improved and 
maintained. Evaluation of any such educational interventions 
is necessary to assess their effectiveness. 

Practical courses in neonatal resuscitation can contribute to 
improvements in the quality of care provided to babies imme-
diately after birth. These courses are more effective than theo-
retical teaching alone. Our goal is to evaluate the results of a 
course in neonatal resuscitation that we sustained on a neonat-
al simulator and to see the effects of the course on the medical 
staff. 

Keywords— Simulation based training, neonatal resuscita-
tion, medical simulation 

I. INTRODUCTION  

According to the World Health Organization, nearly one 
million babies die each year due to birth difficulties.   
As many as 10 percent of all newborns have breathing diffi-
culties at birth and require some assistance.  With proper 
training and minimal equipment, many of the deaths of 
newborns due to breathing problems can be avoided. 

Perinatal asphyxia, a potentially modifiable cause of neo-
natal mortality and morbidity affects over four million new-
borns in developing countries annually. About 1.2 million 
of affected infants die and at least the same number develop 
severe consequences such as cerebral palsy. 

Skills needed for resuscitating newborns are taught in 
training courses, which contain a combination of textbooks, 
lectures and scenarios using resuscitation equipment and 
manikins. Simulation based medical education offer a safe 
environment for physicians and nurses to gain practical 
skills [1], [2], [3]. 

A neonatal staff nurse or doctor,  works in either a Level 
I, II, or III nursery [Note: These levels of care are set forth 

by the Perinatal Regionalization Model and are also  
described in the Guidelines for Perinatal Care, 4th ed., pub-
lished by the American Academy of Pediatrics and Ameri-
can College of Obstetrics and Gynecology, 1997, Elk Grove 
Village.]. 

Level I is usually a healthy newborn nursery largely non-
existent now because mothers and babies have a very short 
hospital stay these days and often share the same room. 

Level II is an intermediate care or special care nursery 
where the baby may be born prematurely or may be suffer-
ing from an illness; these babies may need supplemental 
oxygen, intravenous therapy, specialized feedings, or more 
time to mature before discharge. 

Level III neonatal intensive care unit (NICU) admits all 
neonates (during the first 28 days of life) who cannot be 
treated in either of the other two nursery levels. These ba-
bies may be small for their age, premature or sick term 
infants who require high technology care, such as ventila-
tors, special equipment, incubators, or surgery. The Level 
III units may be in a large general hospital or part of a child-
ren’s hospital. Neonatal nurses provide the direct patient 
care to these infants. 

II. METHODOLOGY 

The new, extensively updated Neonatal Resuscitation 
Program (NRP) offers a rich array of teaching and learning 
aids based on the 2010 American Academy of Pediatrics 
(AAP)/American Heart Association (AHA) “Guidelines for 
Cardiopulmonary Resuscitation and Emergency Cardiovas-
cular Care: Neonatal Resuscitation Guidelines.” 

All program components reflect the AAP/AHA guide-
lines’ increased emphasis on evidence-based treatment 
recommendations, as well as the new International Liaison 
Committee on Resuscitation (ILCOR) evidence-based con-
sensus on science. 

We developed a program for training physicians and 
nurses who work in Department of Pediatrics and Neonatol-
ogy from 10 County Hospitals. This project was based on 
experience of Clinical Simulation Laboratory from Medical 
Bioengineering Faculty of Iasi [4]. 

Beginning March 2011 physicians and nurses enrolled in 
this training program had to self-study the e-learning  
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platform and to attend on the resuscitation course and simu-
lation. After these courses the trainees had to complete the 
online examination. Up to 9 hours of Continuing Education 
Credit will be offered for the examination for physicians 
and nurses.  

On this paper we evaluate only the medical maneuver 
that the medical staff made on the neonatal simulator on 
these courses.  

Developed by the METI and named BabySim, our neo-
natal simulator is a self-directed educational tool for health 
care professionals that teaches hands-on resuscitation skills. 
The neonatal simulator BabySim, shown in figure 1, is 
equipped with squeeze bulbs to simulate spontaneous 
breathing, palpable brachial and femoral response, crying, a 
simulated equipment panel, feeding tube, 50-mL syringe, 
clamp, stethoscope, oxygen tubing, monitoring system of 
vital signs, and equipment for endotracheal intubation. 

 

Fig.1 BabySim neonatal simulator 

Various methods have been used to evaluate the perfor-
mance of neonatal resuscitation. These include written tests, 
practical performance tests and video recording of an actual 
resuscitation. The participants in the course demonstrated 
their skills gained in simulated conditions. 

Our study evaluated the efficacy of a neonatal resuscita-
tion program aimed at the staff in our hospital and other 
hospitals by comparing the pre and post training period to 
assess the highest level of the pyramid-action or how staff 
actually provided care. The outcome of babies in the devel-
oped world is so good that to show an improvement in  
mortality outcome due to these courses would require a 
multinational study with very large numbers of babies 
enrolled, ideally in a randomized controlled trial.  

The ethics of this would be difficult to justify. As an ef-
fect on mortality itself has not been shown, we chose certain 
proxy markers to assess the quality of resuscitation. The 
results of our study show that the quality of care given to 
neonates can be improved as shown by a decrease in the use 
of inappropriate drugs and a decline in the incidence of 
hypothermia on admission to special care baby unit. Our 

study suggests that these courses are superior to previously 
delivered theoretical training. 

It can be difficult to establish a link between an interven-
tion and its impact on patient care. The presence of resusci-
tation teachers and a focus on resuscitation are confounding 
factors but this was a pragmatic assessment, which has 
demonstrated a change in practice. There is, however, little 
data available on the efficacy of these courses and our study 
has clearly shown an improvement in practices. 

III. RESULTS 

Train-the-trainer model was used to train health profes-
sionals at 2–3 day workshops from 2011 to 2012. Obstetric 
Anticipatory Care and Basic Neonatal Care modules were 
taught as part of Neonatal Resuscitation Training package. 
Neonatal Resuscitation Program was adapted to the clinical 
role of participants and local resources. Cognitive know-
ledge was evaluated by written pre- and post-training tests. 

This study evaluated the knowledge gained and retained 
by neonatal practice physicians and nurses who participated 
in the Neonatal Resuscitation Program (NRP) course. We 
train 177 physicians and 323 nurses from 10 neonatal de-
partments from all over the country as shown in table 1. 
Knowledge attainment and its retention was assessed by the 
administration of pre-, post-, tests using the standard NRP 
written examination.  

Table 1 Distribution of course participants 

Medical 
centres 

(county) 

No. of 
physicians 

form III 
level clinics 

No. of 
physicians 

form II 
level clinics 

No. of 
nurses 

form III 
level 

clinics 

No. of 
nurses 
form II 
level 

clinics 
Timis 25 15 30 50 
Cluj 8 4 8 0 

Mures 10 20 10 30 
Bucuresti 5 15 10 50 
Oradea 10 5 15 10 
Sibiu 10 0 20 10 
Iasi 18 2 20 5 

Vaslui 0 5 0 25 
Neamt 0 10 0 15 

Botosani 0 5 0 15 
 

In the simulation part of the training program we  
have built neonatal resuscitation scenarios covering a wide 
range of neonatal pathologies like: resuscitation, administra-
tion of adrenaline, bleeding with blood transfusion, intra-
ventricular hemorrhage grade IV, cardiorespiratory stop, 
pneumothorax. 

Participants were physicians and nurses from neonatal 
units, residents in obstetrics and pediatrics and medical 
officers in secondary level health facilities. 



Simulation Based Training for Medical Staff from Department of Pediatrics and Neonatology 127
 

 
IFMBE Proceedings Vol. 44 

 
  

 

Each workshop had 20 participants. The first workshop 
was conducted by a neonatal resuscitation training instruc-
tors from Iasi- Regional Center for Neonatal Intensive Care. 

 

 

Fig.2 Physician and nurse using bag and mask ventilation 

We taught the lessons of NRP: (i) principles of resuscita-
tion; (ii) initial steps in resuscitation; (iii) bag and mask 
ventilation; (iv) chest compressions; (v) endotracheal intu-
bation; (vi) medications; (vii) special considerations. Figure 
2 illustrated the practical training for bag and mask ventila-
tion. The Special Considerations lesson was adapted to local 
context. 

We ensured comprehension of the subject by: (a) teach-
ing a maximum of three lessons per day and spending more 
time on practical sessions; (b) discussion of test questions 
for each lesson after presentation and evaluation of that 
lesson. 

IV. DISCUSSION 

We have shown that NRP can be used to improve the 
cognitive knowledge of health professionals on neonatal 
resuscitation in Romania. The highest improvement oc-
curred in nurses and physicians but the performance of 
midwives at primary health facilities was significantly lower 
than those at secondary and tertiary facilities.  

The ”train-the-trainer” model sustained the program. Our 
holistic approach to incorporate the 3 modules was to ena-
ble participants to understand the complex relationship 
between obstetrics and newborn care and modern concepts 
of neonatal resuscitation. This adaptation is consistent with 
NRP recommendations of targeting training to conform to 
the professional roles of learners. 

An important finding in our cohort is that nurses and 
physicians who are the vanguard of acute obstetric and ne 
natal care in Romania had the highest percentage increase in 
cognitive knowledge. We speculate that concerted effort  
to train them in emergency perinatal care will improve clin-
ical skills that save newborn lives. The performance of  

midwives at primary health facilities may have resulted 
from the extensive information we presented in a relatively 
short period of time. Many of these participants were not 
familiar with current newborn resuscitation principles and 
some had never used a resuscitation bag; however, 66% 
achieved pass post-test scores after one workshop. We en-
sured that all participants had satisfactory practical skills 
irrespective of their test score. In table 2 we analyzing the 
time needed for executing different clinical maneuver 

Table 2 Analysis of time for executing different clinical maneuver 

Clinical 

maneuver 

Normal 

time 

Subject execution time Correct maneuver 

executed 

Physian

L. II 

Physian

L. III 

Nurse 

L. II 

Nurse 

L. III 

Physian 

L. II 

Physian

L. III 

Nurse

L. II 

Nurse

L. III

During the 

execution of a 

script 

23.5 

min. 

47.3 

min. 

30.03 

min. 

54.6 

min. 

42.3 

min. 

- - - - 

External 

cardiac 

massage 

maneuver 

30 sec. 60 sec. 58 sec. 85 sec. 76 sec. 20.08% 58.9% 29.10% 57.6%

Endotracheal 

intubation 

maneuver 

30 sec. 75 sec. 35 sec. - - 10.09% 49.56% - - 

Balloon and 

mask ventila-

tion 

30 sec. 62.5 

sec. 

57 sec. 83.5 

sec. 

75.4 

sec. 

15.09% 60.89%15.02%59.56%

Fluid admin-

istration 

support 

2 min. - - 2.4 

min. 

2.05 

min. 

- - 60.9% 89.05%

Blood admin-

istration 

3 min. - - 4.02 

min. 

3.9 

min. 

- - 62.9% 85.45%

Observation 

bulging 

fontanelle 

(newborn 

evaluation) 

10 sec. 120 sec. 87 sec. 210 

sec. 

174 

sec. 

- - - - 

Observation 

curved chest 

(newborn 

evaluation) 

10 sec. 102 sec. 58 sec. 174 

sec. 

140 

sec. 

- - - - 

Airway 

permeability 

15 sec. 10 sec. 13.6 

sec. 

9.4 

sec. 

11.5 

sec. 

60.73% 84.64%67.84% 85.4%

Tactile 

stimulation 

15 sec. 10.9 

sec. 

12.6 

sec. 

10.4 

sec 

14.5 

sec. 

63.64% 85.,5% 63.64% 82.6%

Drain pneu-

mothorax 

15 min. 48.6 

min. 

37.7 

min. 

- - 1.4% 27.4% - - 

 
”Train-the-trainer” model increases knowledge, promotes 

ownership, builds capacity and enables sustainability of 
programs. These qualities are important for sustaining clini-
cal skills in Romania health professionals.  

However, the real test is whether the knowledge and 
skills are retained over time to improve practices that save 
newborn lives in labor rooms. 
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The data were analyzed using repeated measures analysis 
of variance and Student's test and are showed in figures  
3 to 7. 

 

 

Fig. 3 Data analysis for balloon and mask ventilation 

Analyzing the data for balloon and mask ventilation we 
observed that the majority of participants had medium or 
good results post-course and at follow-up. 

 

Fig. 4 Data analysis for external cardiac massage maneuver 

Data analysis for external cardiac massage maneuver 
showing us that the majority of participants had good results 
post-course but at follow-up their skills are partially lost 

 

Fig. 5 Data analysis for observation bulging fontanelle 

 

Fig. 6 Data analysis for tactile stimulation 

For drain pneumothorax maneuver the majority of partic-
ipants had bad results given the complexity of the maneuver. 

 

 

Fig. 7 Data analysis for drain pneumothorax 

V. CONCLUSIONS  

The results suggest that participation in an NRP course 
significantly increased knowledge of neonatal resuscitation 
by family practice residents, but that knowledge may de-
crease over time. 

All groups of the 500 professionals (323 nurses and 177 
physicians) who completed the course showed significant 
improvement (p < 0.001) in median post-training test 
scores. Evidence-based neonatal resuscitation training 
adapted to local resources significantly improved cognitive 
knowledge of all groups of health professionals. 
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Abstract— Different types of electrochemical bio and im-

munosensors are reported based on conductive polymers and 
nanoelements like carbon nanotubes, graphenes, cyclodex-
trines. Two model molecules are detected with those sensors 
and an innovative way to obtain an immunosensor for MUC4 
cancer biomarker detection is presented. 

Keywords— polyethyleneimine, polypyrrole, polyanthranilic 
acid, carbon based and gold electrodes, nanomaterials 

I. INTRODUCTION  

The development of electrochemical sensors has attracted 
a great interest due to their high sensitivity. By including an 
enzyme in the sensors they gain also high specificity. They 
have been widely investigated for the detection of mole-
cules of biomedical, food and environmental interest [1] due 
to their inherent advantages respect to the conventional 
techniques, such as high sensitivity, high selectivity, low 
cost, fast analysis and miniaturization. 

The immobilization of the biorecognition element on the 
sensing electrode surface is of paramount importance in the 
sensor design. Various nanomaterials have been succesfully 
applied for the immobilization of bioelements, such as gold 
nanoparticles [2], TiO2 nanotubes [3], nanosilver coated 
magnetic beads [4] etc. Among all these, due to their unique 
physiochemical features, carbon nanotubes (CNTs) have 
gained special attention in the last years [5]. A number of 
immunosensors for the detection of tumor markers have 
been developed in recent years based on CNTs. For exam-
ple, Gao et al fabricated a simple and sensitive immunosen-
sor for the detection of carcinoembryonic antigen based on 
a chitosan-carbon nanotubes-gold nanoparticles nanocom-
posite as antibody immobilization matrix achieving a limit 
of detection of 0.04 ng mL-1 [6].  

Conducting polymers have attracted wide attention for 
the fabrication of immunosensors due to their excellent 
compatibility with biomolecules in a neutral aqueous solu-
tion [7]. CNTs/Ppy films have been investigated for the 
construction of immunosensors proving high stability, en-
haced conductivity and better electron transfer reactions of 

biomolecules [8]. An electrochemical immunosensor was 
reported for the detection of Hepatitis B surface antigen 
based on CNTs-conducting polymer three dimensional 
network. A poly (pyrrole propionic acid) film was used to 
integrate the CNTs into a stable network reaching a detec-
tion limit of 0.01 ng mL-1 [9].  

Polypyrrole (PPy) has been the focus of several recent 
studies during the last two decades, due to its high conduc-
tivity and good environmental stability, being easily over-
oxidized to create an electrically insulating layer [10, 11].  

Besides polypyrrole, polyethyleneimine (PEI), a cationic 
polymer is used for the entrapment of several molecules in 
various biosensors configurations [12, 13]. During the de-
velopment of the novel biosensors for acetaminophen detec-
tion, the use of PEI offered the advantage that the retention 
of the biomolecule at the electrode surface was made with-
out stressing it with a supplementary electropolymerization 
process.  

Poly o-aminobenzoic acid (PAA), an aniline based con-
ductive polymer capable of self-doping is of interest as a 
soluble derivative of polyaniline [14]. Its carboxylic acid 
group serves as a functional group that can be used as a 
matrix material for immobilization onto substrates or for 
covalent bonds with biomolecules such as proteins and 
antibodies. Therefore, functionalized polymers are widely 
used as a platform to immobilize enzymes and primary 
antibodies on the electrode surface.  

Two model molecules, acetaminophen and dopamine 
were used as target analytes, taking into account that the 
detection of drugs from pharmaceutical products or biologi-
cal fluid by using fast and accurate methods is of great in-
terest. N-acetyl-p-aminophenol (4-acetamidophenol, known 
as acetaminophen-APAP) is an acetylated aromatic amide 
that has been used as an analgesic for over 30 years, being a 
very effective treatment for the relief of pain and fever. 
Dopamine is a neurotransmitter involved in Parkinson dis-
ease, schizophrenia, attention deficit hyperactivity disorder 
(ADHD), and restless legs syndrome (RLS).  

Mucin4 (MUC4) is a tumor marker with elevated levels 
in various types of cancer such as such as pancreatic [15], 
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lung [16], gastro-intestinal [17], breast [18] or ovarian can-
cer [19]. The sensitive detection of MUC4 can play an im-
portant role in the early diagnosis of cancer and during 
follow-up therapy. 

Hence, in the work reported herein, we try to demon-
strate the potential of different types of nanocomposites 
based on the combination of CNT/graphene/cyclodextrine 
and polymers as immobilization platform for innovative 
devices. The obtained electrochemical sensors were applied 
for the drug analysis and cancer biomarkers detection. 

II. EXPERIMENTAL 

A. Reagents and Materials 

The multiwall carbon nanotubes (MWCNT) were pro-
vided by NanoLab Inc. (USA). Graphene and graphene 
oxide solutions were purchased from Dropsens and gra-
phene oxide (solid powder) was purchased from Aldrich. 
The horseradish peroxidase enzyme (HRP 1.11.1.7 type II, 
180 U/mg solid) and tyrosinase from mushroom (3150 
U/mg solid) were provided by Sigma. The Rabbit polyclon-
al MUC4 antibody was purchased from Novus Biologicals 
(CO, USA). 1-Ethyl-3-(3'-dimethylaminopropyl) carbodii-
mide hydrochloride (EDC) and N-hydroxysuccinimide 
(NHS) were obtained from Alfa Aesar (Germany). 
β-cyclodextrin (β-CD) and acetaminophen were pur-

chased from Merck and dopamine was from Sigma. 0.1 M 
phosphate buffer solution at pH 7.2 was used (sodium dihy-
drogen phosphate and sodium monohydrogen phosphate 
from Sigma). All aqueous solutions were prepared with 
ultrapure water (MilliQ Barnstead EASY pure). All the 
measurements were performed at room temperature.  

Polyethyleneimine (MW 60000) (PEI) (used without fur-
ther purification) and pyrrole (Py) (reagent grade, 98%) 
were purchased from Aldrich. The hydrogen peroxide 30%, 
anthranilic acid and H2SO4 were purchased from Sigma 
Aldrich and KCl was provided by Merck. 

The stock solutions of the acetaminophen were dissolved 
in phosphate buffer and kept in the refrigerator while the 
dopamine solutions were freshly prepared each day. 

The 1 mg/mL PEI solution was prepared by dissolving 
the necessary amount of PEI in water: alcohol (1:1) mixture. 
The 1% β-CD solution was obtained by dissolving the ne-
cessary amount of β-CD in the above described 1mg/mL 
PEI solution. Glassy carbon electrodes (GCEs, d=4 mm) 
were modified as follows: 6 µl of solution 1mg/mL PEI 
with and without 1% β-CD were dropped onto the elec-
trodes surface and then dried for 30 minutes at room tem-
perature. 

50 mg graphene oxide solid powder was suspended in 
100 mL H2O followed by 2 h sonication, then mixed for 30 
minutes together with 0.4 % β-CD aqueous solution. The 

obtained suspension is then mixed with 1000 mg ascorbic 
acid and stirred for 48 h. The solid obtained after filtration, 
washing and drying is then used to obtain a more homogen-
ous suspension. The preparation of unmodified reduced 
graphene oxide was similar to the procedure mentioned 
above without the addition of β-CD [20, 21]. 

All reagents were of analytical grade, and used as re-
ceived. 

The screen printed electrodes (SPE) were provided by 
DropSens and they had a graphite or gold working 
electrode, a graphite auxiliary electrode and a silver pseudo-
reference electrode. 

The glassy carbon electrode (GCE) used as working elec-
trode in the conventional three electrode cell was provided 
by BAS Inc. (USA) and was carefully washed with demine-
ralized water and polished with diamond paste (BAS Inc., 
West Lafayette, USA). 

B. The Preparation of HRP Based Biosensors 

1 mg MWCNT was suspended in 1 mL PEI solution, 
1mg/mL (prepared in 50:50 v/v ethanol/water) followed by 
15 min sonication. Equal amounts of the MWCNT-PEI 
suspension and a 0.3 mg/mL HRP solution in phosphate 
buffer solution (PBS) (pH 7.4; 0.1 M) were mixed with 
vortex for 5 min. 10 µL mixture was deposited on the work-
ing electrode and dried at room temperature for 2h. 

1 mg MWCNT was suspended in 1 mL 5mM pyrrole so-
lution in 0.1 M LiClO4, followed by 15 min sonication. 
Equal amounts of the MWCNT-Py suspension and a 0.3 
mg/mL HRP solution in PBS (pH 7.4; 0.1 M) were mixed 
with vortex for 5 min. 20 µL from this mixture was depo-
sited on the working electrode and dried at room tempera-
ture. The electropolymerization of pyrrole was carried out 
by cycling the potential between 0 and +0.8V, at 100 mVs-1 
for 20 cycles, in 0.1 M LiClO4, followed by an overoxida-
tion by cycling between 0 and +1.2V, for another 5 cycles. 

C. The Preparation of Tyrosinase Based Biosensor 

Prior to the biosensor preparation, the GCE was polished 
with alumina slurry and rinsed thoroughly with ultrapure 
water between each polishing step. Then it was washed 
successively with acetone and water in ultrasonic bath and 
dried in air. Aliquots of 5 μL of 1 mg/mL reduced graphene 
oxide suspension in water were carefully dropped on the 
electrode surface and dried at 40oC. 5μL of 1 mg/mL β-CD 
solution was then dropped on the electrode and allowed to 
dry in air followed by fourteen additions of 5 μL of 1 
mg/mL tyrosinase solution, and finally 5 μL of 1 mg/mL 
tyrosinase solution in 1mg/mL of PEI solution. The ob-
tained biosensor was then well dried for one hour and kept 
in PBS (pH 7.4; 0.1 M) before using to maintain the enzyme 
hydration. 
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D. Preparation of PAA Nanostructured Platform 

Various nanocomposites based on MWCNTs and gold 
nanoparticles (AuNPs) in PAA matrix were employed for 
the development of a MUC4 immunosensor.  

In a first approach, a one-step deposition of a 
MWCNT/PAA film was performed on the surface of gra-
phite SPEs by electropolymerization in a solution contain-
ing 1mg/mL MWCNT and 50 mM anthranilic acid in 1M 
H2SO4 and 0.1M KCl, cycling the potential between 0 and 
+0.8 V, at a scan rate of 50 mVs-1 for 15 cycles. Prior to 
electrodeposition, MWCNT were sonicated in PBS (pH 7.4; 
0.1 M) for 2h. 

In another approach, PAA was electrodeposited on the 
surface of MWCNTs and AuNP modified graphite elec-
trodes purchased from DropSens, Spain. The electropoly-
merization of PAA on AuNP/MWCNT-modified SPEs was 
achieved through CV, by applying 15 polymerization cycles 
at 0 to +0.8 V with 50 mVs-1 scan rate, in 50 mM anthranil-
ic acid solution prepared in 1M H2SO4 and 0.1M KCl.  

To investigate if the prepared polymer nanocomposite is 
able to bind the antibody, after activation of the carboxylic 
groups of PAA with a solution of 0.4 M EDC/0.2 M NHS, 
the modified electrodes were incubated with a solution of 
50 μg/mL MUC4 capture antibody overnight at 4ºC. 

E. Analytical Methods 

The electrochemical experiments were carried out with 
an Autolab PGSTAT 12 potentiostat equipped with GPES 
4.9 software and FRA for EIS experiments, using a standard 
three electrode cell. 

The β-CD+PEI/Graphene modified GCEs were used for 
EIS studies and the results were compared with those ob-
tained on bare GCE. Electrochemical impedance experi-
ments were carried out in the presence of 10 mM 
K3[Fe(CN)6] and K4[Fe(CN)6] redox probes prepared in 
PBS (0.1 M; pH 7.2) with Ag/AgCl as reference electrode 
and a platinum wire as the counter electrode. A voltage of 
10 mV in amplitude (peak-to-peak) was applied in a fre-
quency range of 100 kHz-10 mHz. The dc potential was the 
open circuit potential. 

During chronoamperometry the potential applied was 
kept at -0.2 V for the acetaminophen and at -0.3V vs. 
Ag/AgCl for the dopamine, under continuous stirring 
conditions. The working potential was imposed and the  
 

 
 

background current was allowed to arrive at a steady state 
value. Different amounts of acetaminophen or dopamine 
standard solution were added, every 100 seconds, into the 
stirred electrochemical cell and the current was recorded as 
a function of time. The data obtained using chronoampero-
metry were used to determine the linear range and detection 
limits. In the case of HRP based biosensor used for 
acetaminophen, the chronoamperometry experiments were 
performed in the presence of hydrogen peroxide 0.2 mM. 

III. RESULTS AND DISCUSSIONS 

A. Polymers Based Nanostructures Developed for 
Acetaminophen Analysis 

The first example consists in a biosensor based on glassy 
carbon electrodes modified with carbon nanotubes and HRP 
entrapped in polymeric films used for acetaminophen detec-
tion. 

MWCNT (lenght 30±10µm; diameter 1-5µm) was used 
as modifier for glassy carbon electrodes (d=3mm) in order 
to obtain nanostructures for the acetaminophen biosensor’s 
development. Two types of polymers: PEI and Ppy were 
used to entrap the MWCNTs and HRP onto the electrode 
surface and the experimental protocol was optimized (see II. 
EXPERIMENTAL).  

The amperometric response obtained after the addition of 
constant volumes (20 µL) of 0.01 M acetaminophen solu-
tion in 0.2 mM H2O2 in PBS (pH 7.4; 0.1 M) under constant 
stirring in the case of MWCNT-HRP-Ppy/GCE and 
MWCNT-HRP-PEI/GCE nanocomposite biosensors is 
presented in Figure 1. 

The applied potential was -0.2 V vs. Ag/AgCl and the 
enzyme concentration in the MWCNTs suspension was 0.3 
mg/mL. It can be observed that in the case of the biosensor 
obtained using electrogenerated polypyrrole film (Figure 1, 
curve b) the amperometric signal is better defined that in the 
case of the PEI based biosensor (Figure 1, curve a). The 
results obtained with MWCNT-HRP-Ppy/GCE tested in the 
presence of 0.2 mM H2O2 allowed us to have a calibration 
plot with the parameters: I(A) = 0.0164 [acetamino-
phen](M) -1.025 10-6; R2 = 0.984 while for MWCNT-HRP-
PEI/GCE the parameters obtained are: I(A) = 0.008  
[acetaminophen](M) -0.186·10-6; R2 = 0.913. 
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Fig. 1 Chromoamperograms for acetaminophen at (a) MWCNT-HRP-

PEI/GCE and (b) MWCNT-HRP-Ppy/GCE 

B. Polymers Based Nanostructures Developed for 
Dopamine Analysis 

A second example uses dopamine as target molecule and 
the determination was made by using a tyrosinase biosensor 
based on glassy carbon electrodes modified with graphenes 
and β-CD entrapped in polyethyleneimine. 

Figure 2 shows the Nyquist plots of bare GCE and mod-
ified with reduced graphene oxide in contact with the redox 
probe consisting in 10 mM K3[Fe(CN)6] and K4[Fe(CN)6] 
prepared in PBS (0.1 M; pH 7.2) in the range 100 kHz to 10 
mHz. 
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Fig. 2 EIS spectra registered for 10 mM [Fe(CN)6]

3-/[Fe(CN)6]
4- in 0.1 M 

PBS (pH 7.2) at: bare GCE (a); GCE modified with reduced graphene 
oxide deposited by spin coating (b); layer by layer method (c) and layer by 

layer deposition together with β-CD (d) 

The EIS spectra showed that the reduced graphene oxide 
presence at the electrode surface decreases the charge trans-
fer resistance (Rct) (Figure 2, curves b, c and d) compared 
with bare GCE (Figure 2, curve a). The lowest resistance is 
obtained if the reduced graphene oxide is deposited using 
layer by layer technique (curve c). The β-CD presence in the 
graphene based nanostructure lead to a small increasing of 
the Rct value, meaning that the modification of the electrode 
conductivity is mainly due to graphene presence to the elec-
trode surface. 

SWV experiments were performed in order to demon-
strate the utility of the GCE surface modification with gra-
phene. 

The reduced graphene oxide induces a significant in-
creasing of the oxidation peak intensity for the dopamine 
electrochemical oxidation, (Figure 3). The SWV determina-
tions were performed with β-CD/PEI modified GCE and β-
CD/Graphene/PEI modified GCE in the presence of 1 mM 
dopamine solution in PBS (0.1M; pH 7.2). 
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Fig. 3 SWVs registered for 1 mM dopamine solution PBS (0.1M; pH 7.2) 

at: β-CD/PEI modified GCE (a) and β-CD/Graphene/PEI  
modified GCE (b)  

 

The tyrosinase does not cause any significant improve-
ment of the signal intensity at the β-CD/Graphene/PEI mod-
ified GCE, but the dopamine oxidation potential is shifted to 
more negative values with about 200 mV. 

The layer by layer technique was chosen for the reduced 
graphene oxide deposition on the electrode surface before 
the enzyme immobilization. The number of the graphene 
layer deposited on the electrode was optimized using SWV 
and EIS determination and the best results were obtained 
using three layers (data not shown).  

The amperometry allowed the estimation of the current 
response which is linear with dopamine concentration in the 
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range of 30 to 2500 μM. The sensitivity of enzyme sensor is 
0.073 μA μM−1 and the detection limit 10.42 μM. 

C. Polymers Based Immunosensor for MUC4 Detection 

EIS measurements were performed in order to character-
ize the modified electrodes, in 10 mM [Fe(CN)6]

3-/4- in PBS 
pH 7.4. It was observed that after the electropolymerization 
of PAA on the surface of graphite electrodes the charge 
transfer resistance increased (data not shown). Polyanthra-
nilic acid is a carboxylated derivative of polyaniline. Al-
though it possesses some advantages over polyaniline, such 
as increased solubility over a wide range of pH, it exhibits 
low conductivity compared to polyaniline, which explains 
the increased charge resistance. The incorporation of 
MWCNTs in the PAA film resulted in an excellent electron-
transfer advantage given the well-known unique physico-
chemical proprieties of MWCNTs. 

Although promising results in terms of conductivity were 
obtained for the prepared polymer nanocomposite, the re-
producibility after incubation with antibody proved to be 
poor, probably due to inhomogeneous incorporation of 
MWCNTs in the film during the polymerization step and 
the loss of MWCNTs, therefore the second approach was 
tested for further incubation. 

The Nyquist plots of the electrodes prepared according to 
the second approach are illustrated in Figure 4. 
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Fig. 4 The Nyquist diagrams obtained with 10 mM [Fe(CN)6]

3/4−  in PBS 
(pH 7.4) at MWCNT/AuNP-modified (■), PAA-MWCNT/AuNP (●) and 

PAA-MWCNT/AuNP-Ab graphite based SPEs (▲) 

 
After the deposition of PAA films the charge transfer 

value increases due to the coverage of highly conductive 
MWCNTs/AuNPs with a relatively low conductivity film 
(curve ●). The resistance value further increased after the 
immobilization of the capture antibody (curve ▲) owing to  
 

the blocking effect of the antibodies, which have noncon-
ductive proprieties, reducing the electron transfer from the 
redox mediator to the electroactive area, confirming the 
binding of the antibodies at the carboxyl groups of PAA. 

IV. CONCLUSIONS 

The major goal of the study is the development of new, 
innovatives devices for early diagnosis of cancer and for the 
detection of some pharmaceuticals. In this respect different 
types of polymers were used in order to retain at the surface 
of the electrodes several nanostructures (like carbon nano-
tubes, graphene or cyclodextrines) and bioelements (en-
zymes and antibodies). The easiness of electrode surface 
modification combined with the sensitivity and specificity 
enhancements represents a good alternative to the currently 
used methods in pharmaceutical and biomedical analysis.  
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Abstract— This paper aims to analyze the possibility of us-

ing wireless peripherals for studying the motor skills, study 
which is necessary both for the athletes and people who have 
suffered an accident of locomotor system and are within the 
recovery period. For some athletes a very important aspect is 
the equal distribution of force on both legs and thus the main-
taining a balance as close to perfection. Patients who have 
suffered musculoskeletal accidents can measure and monitor 
the progress during recovery, and if they have sequels after 
trauma suffered they can, using the peripherals presented in 
this paper, to learn more easily and quickly how to compensate 
these sequels in the aim to maintain a balance as good. In 
order to achieve the intended purpose was need to develop an 
application which retrieves the data from the Wii balance 
board, processes them and then to displays them on the screen, 
so that the user can interpret them and make then the neces-
sary corrections. To develop this application it was used the 
LabVIEW software. 

Keywords— balance, motivity, equilibrium, virtual  
instrument 

I. INTRODUCTION  

About balance it is spoken often but, most of the time, it 
is referred to the inner balance and mental balance. Without 
giving less attention to these issues compared to body bal-
ance, a definition of balance is our report about inner and 
outer world. When we have the ability to process and main-
tain the balance, we can free the consciousness and sub-
consciousness in order to use the energy for other purposes. 
A harmonious development of an individual refers to the 
dynamic equilibrium of living in the context of a limited 
energetic environment in which works, as a factor of regu-
lating, its relationship with everything around him. 

Endogenous performance factors are essential in training a 
sportsman and they are those that affect the performance 
inside the body and represent the base of the structure of 
performance in sport. In this group are: the predispositions on 
basic psychomotor skills (strength, resistance, speed, coordi-
nation), predispositions on coordinative psychomotor skills 
(balance, coordination, motive intelligence, response speed 
and predictive speed, spatial-temporal perceptions, ambi-
dextrous ability), intellectual predispositions (memory, atten-
tion, judgment, thinking, imagination, etc.), psycho-affective 
predispositions (emotional stability, resistance to stress), 
volitional psycho-adjusting predispositions (voluntary effort, 
perseverance, combativity, resistance to pain), functional 

predispositions (oxygen consumption, energy substances and 
enzyme reserves, blood and oxygen flow, striated muscle 
structure, muscle innervation, supplying with  nutrients, 
assimilation and de-assimilation), sportsman's character and 
temperament, his physical condition (physical, technical, 
tactical, psychological and theoretical training). [2] 

When referring to the model of connections and interac-
tions between the need to maintain balance during competi-
tions and the chance to get the desired victory, we can  
evaluate the chance St of getting higher yields for a period of 
time t using the relation 

   (1) 

where at,x is the evolution of the coefficient of concentration 
in the first period of the competition, bt,x is the capacity to 
maintain the motive parameters during the first period of the 
competition, mt,x is the probability to obtain a major result 
within that competition since its start, and the terms in y 
refers to the last period of the competition. The coefficients 

 ∈ (0 , 1) are the values of the coefficient of equilibrium 
due to concentration, β ∈ (0 , 1) represents the value of the 
balance coefficient due to the motility,  express the 
sportsman's wish to win. [1] 

The probability that the sportsman to obtain a favorable 
result in a competition is given by the relation: 

    (2) 

 
where ε, ω are normalization coefficients and ε+ω  = 1. [1] 

II. ELEMENTS OF MOTIVITY EVALUATION  

Specific and nonspecific means used in sports influences 
the development bio-motive qualities: strength, power, 
speed, ability, mobility and psycho-behavioral abilities in the 
cognitive sphere (attention, specialized perceptions, imagina-
tion and creativity), volitional (energy, fortitude, persever-
ance, combativeness, resistance to physical pain), affective 
(emotional balance, self-control, restoring after suc-
cess/failure/accident, resistance to stress), social (coopera-
tion, teamwork, communication ability and self-evaluation), 
attitudinal and behavioral (motivation for victory, interest for 
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performance, sense of responsibility, critical and self-critical 
spirit, discipline, positive traits of character, professional-
ism). [2] 

Equilibrium is defined as the function of keeping the un-
ipodal position or the functional stretching from upright 
standing. 

A very important factor in sport is the coordination. 
Coordination involves the optimum resolving of the com-
plex situations offered by the changing conditions of the 
competition situations. The manifestation forms of coordi-
nation are: general, specific and within the regime of other 
motive qualities [6]. The coordination components are 
[1][3][4][5]: 

• ability to motive learn; 
• rapid response ability; 
• ability to manage and control; 
• rhythm and tempo ability; 
• ability to combine and to differentiate the movements; 
• ability for spatial and temporal orientation; 
• ability to adapt the movements and to transform them; 
• bi-laterality; 
• balance, static or dynamic; 
• accuracy, another component of coordination, which, 

within the sportive styles of combat, plays an extremely 
important role, because the target missing leads to the 
loss of the opportunity to obtain points and therefore of 
the match. 

Psychological preparation in sport training is the action 
systematic and continue (in the aim to cultivate the perso-
nality traits) that includes all psychomotor abilities (which 
educates the kinesthetic sense, laterality, coordination, bal-
ance) and the system of the adaptive adjusting abilities 
(which refers to the cognitive, volitional, affective and be-
havioral sphere). [7] 

The concept of motricity is defined as expressing a quali-
ty of the human being, innate and acquired, to react, with 
the locomotor system, to the internal and external stimuli, as 
a movement. Motricity brings together all the motive acts 
performed to maintain the relations with the natural and 
social environment, inclusive through performing skills 
specific to the sport areas. It's about the motive acts per-
formed by skeletal muscle contraction. [9] 

In summary, we define the motive activity as a process of 
satisfying a need (functional requirement) or, from a struc-
tural perspective, a sum of actions, operations, acts or ges-
tures directed to achieve a particular goal. Therefore, the 
theory of motive activities corresponds to a system of 
knowledge on the origin, essence and laws of doing move-
ments, highlighted in the theories biological, psychological, 
physical and social, which have studied and study the man 
moving, from particular perspectives, specific to them. [8] 

Neuromuscular coordination plays an important role in the 
successful implementation of extremely rapid and precise 
techniques. In this way, muscle chains and groups used with-
in a specific technique will therefore be controlled to work 
synergistically or, contrary, asynchronously, to achieve the 
motion, the tensioning of some joints involved in the tech-
nique, to achieve the balance needed in the body stability, a 
decisive factor in its effectiveness. On the background of its 
development, the neuromuscular coordination improves the 
mechanisms of some complicated movements, condition to 
learn correctly and rapidly the technical and tactical skills and 
to use them in different situations. [6] 

III. EQUIPMENT DESCRIPTION AND EXPERIMNTAL DATA 

The recent years have been marked by significant devel-
opments in the field of semiconductor sensors and transduc-
ers, among them being also the acceleration, gyro and force 
sensors. These sensors have found from the most diverse 
uses, in addition to the traditional uses, appearing uses less 
conventional, such as their integration in the controllers of 
the various video game consoles. A good example is the 
Wii video game console, produced by the Japanese compa-
ny Nintendo, console proposing several types of controllers, 
such as the Wii Remote, which has included acceleration 
and gyro sensors, or the Wii balance board, which is based 
on four force sensors, disposed in each corner of the plate. 
The two peripherals use the Bluetooth protocol to commu-
nicate with the console, a protocol used currently for all 
mobile phones, tablets and other devices that need wireless 
transfer, on short distances. Some users of the console be-
gan to search for alternative uses of the accessories, in 
science rather than in video games (figure 1). 

 

 

Fig. 1 Experimental platform 

Virtual instrument developed, uses a sequential structure 
that initializes the Bluethoot communication port, open 
sequence acquisition, takes data in a repetitive While  
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structure, process the data acquired, save them in a docu-
ment and finally closes the communication port. The front 
panel allows customization of the experiment (and the time 
interval for testing), shows a chart for the position of the 
center of gravity for the subject, allows the registration of 
its name and data derived from measurements, provide 
information about the file with data saves. 

The purpose of the above mentioned study was to ex-
amine the effects of the real-time viewing of the asymmetry 
influenced by loading in very well trained sportsmen and 
healthy individuals. It was hypothesized that the visual 
reaction will reduce the asymmetry during the genuflections 
and that the trained sportsmen will have a lower asymmetry 
than the healthy individuals of the same age but untrained. 
The results showed that the both categories have reduced 
the asymmetries influenced by loading from an initial factor 
of 2,8 - 9 to a final factor of 1,9 - 6,5 at the end of the study, 
using the real-time feedback provided by the two balance 
plates. Asymmetries were measured and, generally, were 
reduced using the balance plates from the Nintendo Wii 
consoles, equipments inexpensive, portable and widely 
available and which are relatively easy incorporated into the 
training program of sportsmen. [10] 

The tests set has been established with the coaches of the 
athletes lots from Suceava University and it tries to high-
light the effectiveness of exercises for the balance maintain-
ing in the case of novice athletes. It was measured, in cen-
timeters, the average deviation of the center of gravity from 
the central position, for a period of 60 seconds, in seven 
distinct situations: 

• support on both feet, eyes opened, with feedback (view-
ing by the subject the position of the center of gravity on 
the computer screen); 

• support on both feet, eyes open, without feedback; 
• support on both feet, eyes closed; 
• support on the left/right leg with the eyes opened, with-

out feedback, and respectively with the eyes closed. 

Measurements were made on a total of 100 subjects clas-
sified by level of education and different situations of stress 
and physical fatigue. In figure 2 are some diagrams ob-
tained. 

It can be observed the dispersion of results in case (b) 
(evaluation with eyes closed) in comparison with the case a 
in which the determination was made with feedback. The 
subject (A) has a high dispersion recorded in the first case; 
in the second case it has a higher dispersion than the aver-
age of the subjects. It can be seen and the role that each 
member has on maintaining balance. Thus, from diagram 
(a) it is seen that the right foot is generally more involved in 
balance control with feedback, and from diagram (b) we 
identify the role of the right foot to always control the posi-
tion when there is no visual feedback. 

 
(a) support on both feet, eyes opened, with feedback 

 
(b) support on both feet, eyes closed 

 
(c) support on the right leg with the eyes opened, without feedback 

 
(d) support on the right leg with the eyes closed. 

Fig. 2. Experimental data 
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For the case in which subjects support only on the right 
foot it can find the same high dispersion when the mea-
surements were made with the eyes closed (d) in compari-
son with the measurements made with the eyes opened (c), 
and the difference from the case (a) can be explained by the 
complexity of measurements and the lack of feedback. 
There are cases where the subjects have a constant disper-
sion, regardless of the valuation (group B), which is ex-
plained by a lack of training on balance.  

To highlight the influence of physical fatigue and exter-
nal disturbing factors for the same subject, the same set of 
measurements was done for an athlete before and after its 
evolution into a sports competition (figure 3). It can be seen 
the dispersion of experimental data as an effect of the mus-
cle fatigue and noises coming from the sporting arena.  
 

 

Fig. 3 Influence of fatigue in maintaining the balance for a sportsman (both 
legs, without feedback) 

IV. CONCLUSIONS  

During the effort, sometimes appear imbalances in the 
muscular work and in the ability of autonomic systems, 
especially the respiratory and circulatory, of supplying with 
oxygen and energetic substances. The imbalance called 
"dead point" can be installed within the range of 30 seconds 
and 6 minutes of an effort, depending on the effort intensity 
and degree of sportsman's training. The occurrence of the 
"dead point" can be felt as an accentuate tiredness in mus-
cles and brain, a tiredness due to lack of oxygen, the respi-
ratory and circulatory system not being able to ensure the 
necessary oxygen in a short time. This unpleasant sensation 
disappears through the sportsman desire to continue the 
activity, desire which can overcome the "dead point" if it is 
intense and sustained. To avoid the "dead point", it is rec-
ommended a thorough preparing of the body before starting 
the effort, especially in training and competitions. [2] The 
proposed system allows to determine the moment before the 
installing the "dead point". 

From the studies done we can draw the following  
conclusions: 

• the equipment used has the advantage of wireless con-
nection which allows the use and placing it away from 
the computer system that makes the monitoring; 

• the shape and the characteristics of the device are opti-
mally chosen so as to allow an easy measurement with 
high accuracy; 

• the virtual instrument developed can be modified so as 
to easily adapt to a particular type of determina-
tion/measurement;. 
The continuation of studies can be done by: 

• identification of new tests and new types of tests (evalu-
ation the motive parameters during the genuflections or 
during the jumping with beat); 

• the concomitant using of the balance board and of the 
manual Wii console to do complex tests related to hu-
man motive performance; 

• the computing of some parameters which to allow the  
accurate quantitative estimation of the monitoring done. 
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Abstract— This work presents theoretical and experimental 

results of the research concerning the design and characteris-
tics of a 1st and 2nd order SQUID gradiometer with electronic 
subtraction. The SQUID biogradiometer was used for record-
ing the magnetic field of the heart in laboratory conditions. 
The MCG signal was recording using a complex installation 
composed from a non ferromagnetic shielded room, a large 
triaxial Helmholtz coil system and the SQUID gradiometer 
reconfigured from a triaxial sensor in a three 1st order and 
one 2nd order gradiometer. The MCG signal and its characte-
ristics is presented. 

Keywords— SQUID, biogradiometer, biomagnetic fields 

I. INTRODUCTION  

Measurement of the biomagnetic fields is confronted 
with certain difficult aspects, given the very small value of 
the measured parameters, which is about 10-15 T (the smal-
lest) for the field generated by foetal heart, and hardly 10-12  
T (the highest) corresponding to the field generated by the 
biocurrents of an adult heart. No wonder that solutions have 
been searched to measure them, solutions that need to be 
accessible from both technical and material standpoints. The 
existence of natural or artificial environmental electromag-
netic fields, much higher than the biomagnetic fields, de-
termines the necessity to carry out the biomagnetic field 
measurements in spaces where these are diminished to 
smaller values or comparable with the measured field.  

The environmental electromagnetic field spectrum is 
very complex; therefore the methods to diminish it are very 
complex from a conceptual and constructive standpoint. 
There are several measuring methods used to measure mag-
netic fields in terms of field intensity, measurement preci-
sion and resolution, equipment complexity, measurement 
duration, cost price etc. Yet, none of these methods was 
completely satisfactory when the biomagnetic field mea-
surement was desired. Given their very small values,  
ranging from nT to fT, systems with very high sensitivity 
threshold have been developed going to 10-17 T, very versa-
tile, named Superconducting Quantum Interference Device 
(SQUID). These are flux-voltage converters and are the 
sensors with the highest sensitivity and the lowest sensitivi-
ty threshold known up to now, for weak magnetic field 

measurement. The width of the operational band is big, 
from quasi-static measurements to values exceeding 1 GHz.  

They are able to measure any physical parameter that can 
be converted in magnetic flux: magnetic field and gradient, 
magnetic susceptibility, voltage, current, mechanical dis-
placement.  

Being the sensor with the lowest sensitivity threshold for 
magnetic flux measurement, it is the mostly used in the 
design and construction of biomagnetic field measurement 
devices. 

A standard SQUID sensor consists of a ring of semicon-
ductor material, interrupted by one or more Josephson junc-
tions which convert the magnetic flux into voltage. The 
noise level for axial magnetometers or gradiometers can 
reach values ranging between 5 fT/Hz1/2 and 10 fT/Hz1/2 at 
low frequencies in a magnetically screened room, and sensi-
tivity smaller than 2 fT/Hz1/2. 

One of the mostly known methods to improve the sig-
nal/noise ratio is using a 1st, 2nd or 3rd gradientmeter struc-
ture instead of magnetometer classical structures [1], [2]. In 
biomagnetism are using SQUID gradiometers mainly be-
cause of their ability to detect magnetic field gradients and 
reject common vector of magnetic field. 

In 1971, Zimmerman was the first which introduce the 
concept of gradiometer with which it can be remove the 
ambient electromagnetic interference. He made the first 
SQUID gradiometer for magnetocardiographic measure-
ments in unshielded rooms [3]. Experiments with SQUID 
gradiometers were performed by other research groups from 
China, Japan and Germany [4] - [12]. 

II. THEORETICAL ISSUES  

The magnetic field originates in the movement of the 
electric charges within the volume of the heart tissue. The 
heart morphology and physiology are very complex, such 
that an integral analytical description is practically impossi-
ble from this point of view. If one considers several simpli-
fying hypotheses related to the considered volumes, can 
imagine the heart as a magnetic dipole whose field is deter-
mined by the movement of electrical charges. The magnetic 
field generated in one point by the movement of a number i 
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of electric charges qi with the velocities iv


 situated at the 

distance ir


 is given by the equation: 
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For small enough time intervals and distances, one can 
consider that the movement of the charges qi is linear. In 
fact, this movement occurs within a conducting volume 
with variable geometry and structure that presents a time 
and space dynamics of the electric properties. The presence 
of electric dipoles with a special dynamics determines a 
complex system of magnetic dipoles with variable magnetic 
moments, position, distribution and spatial orientation. At a 
distance bigger than the magnetic dipoles basis, the entire 
heart system can be considered as a dipole with variable 
magnetic moment and spatial orientation, correlated during 
a cardiac cycle. 

Due to this complex character, one can not speak about 
the heart isoelectric or isomagnetic axis, as these axes are in 
fact virtual complex volumes described by electric and 
magnetic vectors, in permanent motion, that describe im-
aginary volumes during the cardiac cycle. The relation be-
tween these can be approximated with a quite high degree 
of error, such that they can be considered as two conical 
regions relatively perpendicular to each other, each of them 
corresponding to the electric and magnetic fields respective-
ly, Figure 1.  

If the resultant of the isoelectric and isomagnetic axes is 
projected on the vertical and horizontal planes, one can 
determine for a certain moment a non-linear „axis” that can 
be interpreted as „isoelectric”.   

 

 Fig.1 Isoelectric and isomagnetic axis 

The magnetic field energy is determined by the energy 
density produced by the cardiac activity, according to the 
equation: 

 2

02

1
BWB μ

=         (2) 

Considering a magnetic induction with the value of 100 
pT, we obtain for the energy density:  

 
39321315 /104/104/104 cmpJcmJmJWB

−−− •=•=•=    

 
By comparing the magnetic energy density of biological 

origin with the density of ambiental magnetic fields, one 
can find that their level is in an especially disadvantageous 
ratio for the biologic magnetic fields. Therefore, it is prefer-
ably to use gradient type techniques for the reduction of the 
common mode vector of the disturbing field. We consider 
that the biomagnetic field source and the disturbing source 
produce fields subjected to the same laws specific for the 
magnetic dipole.  

The easiest gradiometry structure is composed of two 
coils, coaxial, located in parallel planes with same number 
of turns and identical sections, located at a fixed distance, 
named baseline, connected in opposition in flux transformer 
circuit. This is the 1st order gradiometer. Starting from this 
structure, one can obtain 2nd, 3rd.... nth order structures. They 
deliver a signal proportional with the 2nd, 3rd,… nth order 
gradient of the measured field.  

One can realize a gradiometer of any order making use of 
gradiometers of a lower order: two magnetometers (0th order 
gradiometers) which deliver signals of opposite polarity can 
make a first order gradiometer; two gradiometers of first 
order that deliver signals with opposite polarities can make 
together a 2nd order gradiometer; two 2nd order gradiometers 
can form a 3rd order gradiometer.  

Gradiometry problem is concerned with both increasing 
the sensitivity of the physical system and the precision of 
measurement. Certainly, the physical gradiometric structure 
introduces an error with respect to the derivative computed 
in the points at the ends of the corresponding interval z. The 
increase of sensitivity can be accomplished by increasing 
the basis (with the possibility to introduce an additional 
error), increasing the basis also implying a diminution of 
gradient measurement precision. 

We have analyzed the distribution with distance of the 
magnetic field and the 1st and the 2nd order gradients pro-
duced by two sources, one of disturbances and the other of 
biosignal, as well as the effect of the gradiometer basis in 
measuring the gradient of the biomagnetic field in the pres-
ence of a magnetic disturbance. There are differences be-
tween the mathematical definition of the gradient and the 
physical structure through which the magnetic field gradient 
is measured, resulting in the appearance of measurement 
and interpretation errors. Different configurations of the 
field and biofield sources, as well as their layout in the  
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measurement space have been chosen. A structure was 
considered for gradient measurement, consisting of three 
identical coaxial coils, positioned in parallel planes, which 
form a 1st  order gradiometer with the basis d, a 1st order 
gradiometer with the basis 2d and a 2nd order gradiometer 
with the basis d. These gradiometers are located in the fields 
generated by a source of biomagnetic field Bs and by a 
disturbance source Bp respectively, Figure 2. 

 

 

Fig.2 Simulation of perturbation and biomagnetic fields 

For the analysis of the contribution to the signal detected 
by gradiometers, it has been considered that the imaginary 
sources (the disturbance and biofield sources were assimi-
lated with circular spire with magnetic moments Mp and 
respectively, Ms) are coaxial with the gradiometers, which 
is a disadvantageous disposal in terms of disturbance signal, 
but favorable in terms of the biofield signal [13]. The centre 
“O” of the disturbance spire was considered as reference; 
the signal coil B1 is located at a distance z, the other coils 
B2 and B3 being located at the distances z-d and z-2d re-
spectively. The signal coil is located in the endmost point 
from the disturbance source and in proximal position as 
related to the biomagnetic field source. A theoretical study 
was performed concerning  the spatial distribution (the 
gradient) of the biomagnetic field source, on the one side, 
and of the disturbing sources on the other side. As the result 
of this study, differences were found with respect to the 
field and the 1st and 2nd order gradients distribution with the 
distance, which permit to diminish the disturbance effects 
by an adequate choice of the gradiometer type measuring 
structure.  

As the result of the law of field and gradients variations 
with distance, the gradient of the biomagnetic source has 
bigger values in the area of the measuring coil, while the 
gradient of the disturbing sources has much smaller values. 
The gradient spatial variation shows that the measurement 
of the 1st order gradient is more advantageous (as compared 
to the field measurement) in terms of the signal induced  
by  the  distant  disturbing source; this variation shows 
that if one takes the measuring basis into account, inconve-
niences can appear at  small distances from the biomagnet-
ic field source, mainly as the size of the biomagnetic field 
source is comparable with the distance between the measur-
ing coil and the source.  

We have analyzed the distribution with the distance of 
the magnetic field and of the 1st (Figure 3) and 2nd order 
gradients (Figure 4) produced by two sources (for different 
Ms/Mp ratios), one of disturbances – Mp magnetic moment 
and one of biosignal - Ms magnetic moment. We found out 
that it is more advantageous to measure the 2nd order gra-
dient than the 1st order gradient, as the signal/noise ratio is 
improved. 

 

 

Fig. 3 Signal/disturbance ratio for the 1st order gradient 

 

Fig. 4 Signal/disturbance ratio for the 2nd order gradient 
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The assimilation of the disturbance source with a dipole 
having a magnetic moment leads to the same conclusions 
concerning the advantage of measuring the 2nd order gra-
dient as compared to 1st order gradient, an obvious advan-
tage in the case when there are several disturbance sources, 
since the resulting magnetic disturbance vector changes its 
amplitude, phase and spatial orientation. The gradient 
measured by using two coils is smaller than the gradient 
resulting from calculation by the measuring coil. This dif-
ference increases as the gradiometer basis increases. 

Taking into account a symmetrical structure of the prox-
imal and distal coils as related to the biomagnetic field 
source presents some calculus facilities, besides providing a 
diminished gradient dispersion. The complexity of the me-
thodology used to approach the biomagnetic measurements 
is determined by the complexity of the biofield source, 
imprecision in the knowledge of field and gradient spatial 
distribution, assimilation of bio-sources with multipolar 
sources, as well as by the small distances between the im-
aginary centres of the bio-sources and the position and  
configuration of the gradiometer structure. The theoretical 
results demonstrate the advantage of biomagnetic measure-
ments by means of the 2nd order gradiometer systems, as 
compared to the utilization of the 1st order gradiometers, 
even if these are more complex and need a more tidy con-
struction. It has been demonstrated that, irrespective of its 
order, the gradiometer coils must satisfy certain conditions: 
they have to be perfectly aligned and their sections and turn 
numbers must satisfy the relation: S1N1= S2N2. Due to the 
small dimensions of the coils used in SQUID, the alignment 
condition is quite difficult to satisfy, such that usually the 
external magnetic fields give a signal component that 
represents about 1% of the value of the gradient signal. 
From the construction standpoint, the conditions concerning 
misalignment and non-identity of the magnetic flux can be 
accomplished using adequate technologies and adjustments, 
which permit to obtain a high rejection factor. 

III. EXPERIMENTAL RESULS 

Following the results of the performed theoretical stu-
dies, it was realize a SQUID gradiometer by converting a   
triaxial SQUID magnetometer type „Tristan HTS SQUID 
Magnetometer model 703”. The magnetometer provides the 
noise-related performances, but it can not operate in the 
environmental electromagnetic medium of the laboratory. 
The triaxial SQUID magnetometer was transformed from a 
complex triaxial gradiometer system by changing the posi-
tions of the three SQUID sensors corresponding to the Ox, 
Oy and Oz axes. The coils were re-positioned at equal dis-
tances from one another, in a vertical direction, axially and 
in three parallel planes. 

The coils were fastened with small brass screws; the ma-
terial used for screws is not superconductive at the liquid  
nitrogen temperature and therefore there is no danger of 
introducing parasite fields produced by the superconducting 
currents induced by screws. With this aim in view, the 
SQUID sensors were moved from their initial coaxial posi-
tion in three coaxial holders positioned vertically, this being 
thus converted in a system of 1st and 2nd degree gradiome-
ters for the measurement of vertical components of magnet-
ic field gradient. 

The magnetometer sensors are connected through flux 
transformers to three independent electronic modules, such 
that to obtain three magnetometric channels. With the mag-
netometric signals processed by means of the electronic 
subtraction three 1st order gradient channels and one 2nd  
order gradient channel were accomplished. We present the 
three SQUID sensors directed vertically along the Oz axis, 
for the measurement of the B(z) magnetic field component. 
The distance between two neighboring sensors is of 4 cm 
and it represents the gradient measuring basis. The distance 
between the proximal and distal sensors, located at extremi-
ties, is of 8 cm, Figure 5.  

 

Fig. 5 SQUID Gradiometer 

These gradiometers differ from the classical ones  
accomplished with sensors (superconducting coils) con-
nected in opposition. The three magnetometric channels are 
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galvanically separated from each other. These transmit the 
analogical signal to a conversion circuit that communicates 
at distance with the electronic blocks through optical fiber 
cable. The optical interface communicates with digital / 
analogical conversion circuits and  delivers an  analogical 
signal proportional with the measured field. The adopted 
solution is advantageous due to the fact that, from the three 
SQUID magnetometer channels, one can realize several 
SQUID gradiometers by using the electronic subtraction of 
the signal arrived from the three individual magnetometric 
channels. By electronic subtraction produced at the output 
of the three channels, a four channels gradiometer was ob-
tained, Figure 6.  
 

 

Fig. 6 First and second order SQUID gradiometers with electronic  
subtraction 

After electronic subtraction, the gradient signals are fil-
tered through of low-pass filter with the cut-off frequencies 
of 38 Hz, 60 Hz and 120 Hz. The adopted solution is advan-
tageous due to the fact that one can produce several SQUID 
gradiometers from the three SQUID magnetic channels, by 
using the electronic subtraction of the signal delivered by 
the three individual magnetometric channels. 

Using the operation of electronic subtraction occurring at 
the output of the three channels, a four-channels gradiome-
ter was realized, namely: 

• two 1st order gradiometers with baseline dz = 4 cm,     
• one 1st order gradiometer with baseline dz = 8 cm, 
• one 2nd order gradiometer with baseline dz = 4 cm.    

The modification of the structure of the three SQUID 
sensors, as well as of the afferent electronics, implies both 
the problem of proper noises of the three realized SQUID 
sensors, as well as of the gradient measurement errors. The 
noise of the SQUID sensor is 50 fT / Hz1/2 at the frequency 
of 1 Hz. The global gradiometric sensitivity is 14.4• 10-9 
T/V. Since the three magnetometric channels have different 
sensitivities, in order to perform the electronic subtraction 
three electronic circuits were introduced, which perform the 
leveling of the transfer coefficients or factors (channels 
sensitivity). With this SQUID gradiometer was recorded the 
first magnetocardiogram (MCG) performed in Romania, at 
the Bioelectromagnetism Laboratory of the Medical Bioen-
gineering Faculty, Iasi, Figure 7. 

 

Fig. 7 Magnetocardiogram signal 

The gradiometric channels were adjusted as follows: us-
ing a Helmholtz magnetic field generator, a known field is 
applied to each channel and the amplification factors are 
individually adjusted until the sensitivity of the three chan-
nels becomes equal to each other. The signals arrived from 
the three magnetometric channels are applied to the three 
channels of analogical subtraction accomplished with opera-
tional amplifiers. At the output of the analogical circuits 
three signals are obtained, proportional with the gradient of 
the magnetic field determined by the intensity of the field 
by the three SQUID sensors of the magnetometric channels. 
The SQUID gradiometers thus configured are installed in 
the centre of the shielded room and of the Helmholtz coils 
system, above the bed mobile in the horizontal plan. In 
order to calibrate the gradiometers system we have used a 
field and field gradient generator of small dimensions, rela-
tively easy to manipulate, with a useful volume adequate to 
the size of the gradiometer basis. Simultaneously with mag-
netocardiogram recording, an electrocardiogram was ex-
ecuted, with standard derivations. The utilized electrodes 
are not magnetic (non-magnetic). The magnetograms were 
measured within the following regions: the Vth left intercos-
tals space, on the medio-clavicular line and in the xiphoid 
appendix zone, Figure 8. 

 

Fig. 8 Magnetocardiogram / electrocardiogram 

The recorded MCG signal was processed using the cohe-
rent averaging with a number of 34 samples. One can notice 
the presence of disturbances with the frequency of 50 Hz 
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and its harmonics on the MCG signal. The QRS complex 
has the amplitude higher than the P and T waves; according-
ly, is less affected by the external magnetic disturbances 
(5.5 pTpp). The Pearson correlation between the EKG  
reference signal and MCG signal has the value of 0.82, 
Figure 9. 

 

 

Fig. 9 Pearson correlation MCG / EKG signals 

The distribution cloud is intensely populated in the zone 
of low intensity signals, disturbing the recorded P and T 
waves. A correlation coefficient of 0.99 is obtained if one 
analyses the MCG/EKG correlation of the QRS complex, 
Figure 10. 

 

Fig. 10 Pearson correlation of the QRS interval  

IV. CONCLUSIONS  

It is preferable to perform the biomagnetic field mea-
surements using the gradient method that permits a very 
good signal to noise ratio. The higher order gradiometers 
improve the signal to noise ratio, but they diminish the 
measurement sensitivity. 

The correlation between the reference EKG signals and 
the MCG signals has very high values, quite close to identi-
ty by the QRS complex. 

The correlation coefficients diminish for the P and T 
waves due to the low level MCG signal and to some  

residual magnetic disturbances; the magnetic disturbances 
diminish the signal to noise ratio within the intervals of the 
P and T waves. 
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Abstract— This paper presents a methodology for determin-

ing the initial diameter of the explanted hip prosthesis based 
on scanning/measuring using coordinate measuring machines 
(CMM) and CAD processing of the obtained data. ISO 14242-
2:2000 shows two methods for determining wear of hip joint: 
gravimetric and measuring using CMMs. Only the second 
method (measuring using a CMM) can provide information 
regarding the position and the geometry of the wear print. 
Using CMMs to determine the hip joint’s wear with no “pre-
wear” data involves finding the initial diameter of the prosthe-
sis and then comparing the ideal surface with the real one 
which was determined using the explained scanning proce-
dure. Most times there is no accurate measurement of the 
prosthesis before implantation to determine the real surface of 
the prosthesis. The presented methodology involves scanning 
the sphere so that it can calculate the deviation of the scanned 
points compared to a theoretical circle determined using CAD 
or numerical methods (roundness deviation). The scanning of 
the prosthesis or of a sphere can be done using at least three 
strategies: one of them offers the possibility of scanning com-
plete circles and the other two only allow the scanning of arcs 
(½ or ¼ of a complete circle’s circumference). The strategy 
enables the use of scan points for determine the deviation from 
circularity. Items that have a significant deviation from the 
nominal circle are the removed in a CAD program using for 
this purpose the roundness error map. The remaining points 
are used to calculate the sphere’s diameter and the center will 
then be taken as a reference to determine the area of the pros-
thesis that has wear.   

Keywords— hip joint measurement, coordinate measuring 
machine, initial diameter estimation 

I. INTRODUCTION  

An artificial hip joint is a spherical joint that can replace 
the arthritic human hip. The spherical head of the femur 
(thigh bone) moves inside the hemispherical socket of the 
pelvis – acetabulum component of the hip joint. Between 
femoral head and acetabulum component of the hip joint 
can be a plastic liner for minimize the wear of this two 
components.  This movement at a rate of typically 1–2 
million cycles per year leads to wear within the articulation 
[1]. 

These types of prostheses are used in treating the disease 
suffered by the hip joint (human arthritic hip) (rheumatoid 
arthritis or osteoarthritis) which involves partial or total 

replacement of it with artificial elements created from bio-
compatible material. 

The problems associated with prosthetic failure and the 
consequent need for revision surgery still represent a major 
clinical issue. The most common reasons for revision sur-
gery include prosthesis loosening, periprosthetic osteolysis, 
infection, malalignment, stiffness, prosthesis failure or frac-
ture, and wear [2].  

The term 'wear' could be defined as an undesirable pro-
gressive loss of material from one or both surfaces in rela-
tive motion between them. The mechanism of wear is very 
complex and there are two broad approaches to the classifi-
cation of wear: the first is descriptive of the results of wear, 
while the second is based on the physical nature of the un-
derlying processes [3].  

Measure the hip joint prostheses in order to determine 
wear and highlight the area where the wear is generally 
done in accordance with ISO 14242-2:2000 which regulates 
two measuring methods: one gravimetric and the second 
using Coordinate Measuring Machines (CMMs).  

Using the gravimetric method, which is the most com-
mon and standardized method to evaluate wear volume in 
hip joints specimen weight is measured before and after 
wear test and the difference of the two measurement values 
are calculated and represent the wear volume [4].  

The second method of measuring regulated in the stan-
dard is the one which measures the prosthesis’ volume us-
ing a coordinate measuring machine which must ensure that 
the maximum distance between two points in the horizontal 
plane or along any arc is no greater than 1 mm [5], based on 
the scanned points a surface is generated which is then used 
to determine the radius and the volume of the prosthesis. 

Both methods are successfully used by researchers, mea-
surements of the prostheses in parallel using these two me-
thods have demonstrated no significant differences [6-8] 
between the results obtained with these two methods. Fur-
thermore a number of researchers have begun to develop 
alternative methods of measuring wear such as PowerPoint 
method and laser scanning [9] or using computer tomogra-
phy (CT) [10].  

To estimate the wear of hip prostheses there are a number 
of theoretical developments [11-14] but also new equipment 
is designed for this kind of measurement such as Artificial 
Hip Profiler [15]. 
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As shown in [2], the need for eliminating or reducing 
wear plays a crucial role in refining prosthesis composition 
and design. Thus the development of measurement proce-
dures that provide not only information about the volume of 
material lost by the prosthesis but also the geometrical posi-
tion of the wear print is important. Accuracy and reproduci-
bility of measurement must be extremely high because the 
wear for these prostheses is about 2 –10 μm per year in case 
of metal-on-metal hip prosthesis [15, 16]. 

Besides studies that are done on simulators which deter-
mine the volume and geometry of the prosthesis before and 
after the wear tests there is a separate category of studies 
that try to determine the amount of wear of a prosthesis with 
no “pre-wear” data [8, 17-19]. These studies try to deter-
mine the wear on prostheses that were actually used on 
patients and to emphasize the wear mark on the prostheses 
that were removed from patients. In this way we can deter-
mine for each patient the way in which both the femoral 
head and the acetabulum cups wear as shown in [8, 10, 20].  

II. STATE OF THE ART IN MEASURING HIP JOINT WITH CMM  

Modern manufacturing of resurfacing hip prostheses al-
lows acetabulum and femoral components to be produced 
with an out of roundness of less than 5 μm [19]. Starting 
from this premise the researcher have developed and vali-
dated a number of methodologies for determining the  
diameter and initial surface of the femoral head. 

In [17] authors propose to determine the initial surface of 
the prosthesis by acquiring points only in the unworn zones 
of the bearing surface. After scanning these areas Non-
uniform Rational B-splines (NURBS) are used to fit a sur-
face through the unworn zone surface data points. The  
resulting surface is assumed to be a pre-worn surface and 
will be used as a reference in determining the wear after 
scanning the entire prosthesis. In the same paper, the au-
thors propose a second method which involves scanning an 
identical prosthesis (same batch) but not used for determin-
ing the initial shape of the prosthesis. 

Other authors in [18] propose to determine the diameter 
and the center of the femoral head in two stages, the first 
stage based on seven points : four points tacked at 90˚ inter-
vals around the full 360˚ of the equator in the X–Y plane 
and three points were taken in the Z–Y plane at 25˚ inter-
vals, and then a sphere is generated (figure 1 left).  

For the generated sphere the sphericity is calculated, if 
the value is less than the tolerance given by the manufactur-
er the value is considered correct and a provisional refer-
ence system is established in the center of the sphere. If the 
value of sphericity is higher the measurement is repeated in 
the same conditions only the sphere is rotated by 10˚ around  
 

the Z axis and the procedure is repeated until the value of 
sphericity reaches the tolerance range given by the standard 
ISO 7206-2:2011 – 10 µm. 

  

Fig. 1 Procedure for sphericity evaluation in case of 360 (left) and   300 ˚ 
(right) according to [18] 

If the procedure is repeated 36 times and cannot deter-
mine a sphere that has its sphericity deviation in the toler-
ance range given by the manufacturer the authors propose 
repeating the procedure with the mention that the first four 
points will be taken equally distributed on a 300 ˚ portion of 
the sphere.  

The second step of the methodology involves scanning of 
100 points in the YZ plane moving from equator to equator 
for the femoral heads. Then the reference system is rotated 
by 22.5˚ along the Z axis and the procedure is repeated eight 
times so that finally it acquires a number of 800 points. It 
generates a second sphere that will represent the reference 
surface (the surface that is initially unworn) of the prosthe-
sis in relation to which the wear of the prosthesis will then 
be determined.  

To determine the definitive center of the sphere, 100 
points were taken but limited to a 120◦ scan about the pole 
in the case of the acetabular cups (for reasons described 
above). The coordinate system was then rotated 22.5◦ about 
the z axis and the process repeated seven times, so that a 
total of 800 points were taken. Any points which were cal-
culated to be greater than or less than 4 μm deviation from 
the initial spherical form, as determined from the initial 
seven points, were discarded as they were unlikely to 
represent the original surface and so could not be used. All 
other points were retained and used in the calculation of the 
second sphere. The center of the second sphere was then 
taken as the definitive origin. 

In [8] the authors propose a visual inspection for identi-
fying the worn area made by two independent observers, 
they use surface quality and white light for highlighting 
areas of the prosthesis that are worn. After marking the 
worn areas, the areas considered not worn are being scanned 
and the initial surface of the prosthesis is generated.  
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Fig. 8  Two of femoral head used in the study  

Both for the calibrated sphere and the femoral head the 
feed on the Z axis in case of the equator strategy was 
0.5mm with a 0.1mm pitch between the scanned points on 
the circumference of the circle. In case of the scan using the 
meridian strategy the angular step was 1˚ and the distance 
between the points measured on the circle’s cord was 
0.1mm.  

Each femoral head was scanned three times with both 
strategies, their position being rotated by 120˚ for each scan, 
the scan results are listed and can be seen in table 1 (number 
of points). 

After scanning, the points’ coordinates were exported for 
each circle separately and were processed in MS Excel in 
order to remove the points that were situated on a radius 
greater than the nominal value ± 5μm. After the elimination 
of the points from the wear area the rest of the points were 
imported in Catia V5 where the sphere which represents the 
surface without wear of the femoral head was generated.  

The surface was generated directly base on the points, 
which helped remove the step of generating a 3D mesh that 
normally introduces a number of geometric approximations 
that influence the outcome. 

Table 1 Scanning results 

Diameter 32 mm 47 mm 50 mm 
Strategy     Points  

Ecuator 1 32456 46825 49986 

Ecuator 2 32382 46828 49978 

Ecuator 3 32422 46796 49964 

Meridian 1 723045 106065 112847 

Meridian 2 72389 106084 112789 

Meridian 3 72364 106112 112823 

 

 

Fig. 9  Wear mark in case of the femoral head with 32mm diameter 

 

Fig. 10  Wear mark and deviation distribution for the 47 mm diameter 
femoral head  

The second scan of the prostheses was performed to de-
termine the real surface of the worn prostheses, the scanning 
method used was meridian which offers a high density of 
points in the area where a worn object appears at such pros-
theses. The difference between the two surfaces (not worn 
and worn) was emphasized by a color map as shown in 
figures 9 and 10.  

V. CONCLUSIONS  

The method used to determine the unworn surface for the 
femoral head presented in the paper is original and has not 
been addressed so far in literature. It determines the initial 
surface without wear of a prosthetic hip joint for which  
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there is no information before it has been removed from the 
patient. 

The method allows for an objective determination of the 
points which can be used to recreate the initial surface based 
on the roundness diagram. This is a documented mathemat-
ic instrument and it is implemented by the most important 
CMM manufacturers. Workload associated with this me-
thod is higher than in the methodologies presented in Chap-
ter II, as the methodology for determining the diameter and 
shape of the initial surface is more laborious. The results 
obtained in case of the three femoral heads scanned are in 
accordance with the literature which confirms that the me-
thodology is correct.   

The use of this method requires mastery of the methodol-
ogy for measuring and scanning with a CMM, spreadsheets 
and CAD processing specific to surface reconstruction and 
reverse engineering.  
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Abstract— The 25+ vitrectomy system was developed with 
the aim to make vitrectomy a safer, simpler and faster proce-
dure. In our Department, this innovative technique became 
available in 2011 and since then, we use it exclusively in our 
cases. The purpose of this paper is to present the outcomes of 
25+vitrectomy in various ocular diseases. We conducted a 
retrospective study including all the 418 vitrectomies that we 
carried out for the past two years. We discuss the technical 
characteristics and results according to the clinical condition 
in which 25+ vitrectomy was performed, as follows: rhegmato-
genous retinal detachments - 150 cases (35.88%), vitreous 
hemorrhages - 105 cases (25.11%), silicone oil extractions - 57 
cases (13.63%), tractional retinal detachments- 40 cases 
(9.56%), epimacular membranes - 20 cases (4.78%), dislocated 
nucleus/lens/implant into the vitreous cavity - 12 cases 
(2.87%),  intraocular foreign bodies - 15 cases (3.58%), macu-
lar holes - 10 cases (2.39%), endophthalmities - 6 cases 
(1.43%), intraocular inflammations - 3 cases (0.71%).  We 
illustrate the advantages of the 25+ vitrectomy system with the 
most suggestive clinical conditions. The 25+ vitrectomy has 
been shown to be a safe and efficient procedure on our series.  

Keywords— 25+ vitrectomy, retinal detachment, vitreous 
hemorrhage,  endophthalmitis, intraocular foreign body 

I. INTRODUCTION  

Since Robert Machemer invented the modern pars plana 
vitrectomy in 1972, significant improvements were regis-
tered in this field [1]. For more than 30 years, 20G vitrec-
tomy was the only one used for vitreo-retinal surgery.  

At the beginning of 2004, the minimally invasive vitrec-
tomy system (MIVS), including 23G and 25G vitrectomy, 
became available [1, 2]. The rationale for developing small 
gauge vitrectomy was to make this procedure safer, shorter 
and easier.  

The transition from 20G to small gauge vitrectomy re-
quires several modifications of the technical approach re-
garding incision making, intraoperative fluidics, use of the 
vitrector, illumination probes and the accessory instruments. 
The 25+ vitrector has an opening which is very close to the 
tip of the instrument. This technical feature, combined with 
the use of high cutting rates (5000 cpm), allow the surgeon 
to work very close to the retina, with a very low risk to 
injure it [1]. 

For the past two years, we have been using exclusively 
the 25+ system in our vitrectomy cases.  

The aim of this study is to present the outcomes of 25+ 
vitrectomy in various ocular conditions. The description of 
our cases will be preceded by the  concise exposure of the 
technical abilities associated with the 25+ vitrectomy  
system. 

II. TECHNICAL FEATURES OF THE 25+ VITRECTOMY 

A. Incision Making 

The 25+ vitrectomy requires the use of small, sutureless 
incisions. In order to prevent the postoperative leakage, 
which is dangerous, as it leads to ocular hypotony and in-
creased risk of infection, the incisions must be water-tight, 
once the surgery is concluded.  

In order to achieve this goal, a trocar insertion system 
was designed, with a beveled and compact blade and a fun-
nel-shaped, beveled tip trocar.  

In the latest available models, the trocars are valved, pre-
venting the exit of fluids when the instruments are removed 
from the eye. Thus, the risk of inadvertent retinal incarcera-
tion at the incision site is considerably diminished [1, 2, 3].    

B. Fluid Movement  during 25+ Vitrectomy 

The most important parameter that determines the vi-
treous removal is the transorifice pressure (TOP) at the tip 
of the vitrector. A low TOP is associated with slow vitreous 
removal and long operative times and a high TOP leads to 
vitreo-retinal traction and risk of iatrogenic retinal breaks. 

The efficiency of a vitrectomy system is given by the rate 
of vitreous removal, meaning the flow. This parameter de-
pends on: the viscosity of the material to be removed, the 
infusion and aspiration pressures, probe geometry and  
the duty cycle of the vitrector. The latter factor represents 
the ratio between the length of time during which the vitrec-
tor is open and closed.  

In order to make the system more efficient, there are sev-
eral options: to increase the infusion and aspiration pres-
sures and to modify the duty cycle of the vitrector such as 
the port is open for a longer time [1, 3].    
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C. Endoillumination and Accesory Instruments 

The decrease of illumination associated with small gauge 
probes was overcome by the development of xenon and 
halide metal sources that deliver brighter illumination [1, 2]. 

The high flexibility of the small gauge accessory instru-
ments (forceps, scissors, picks) limits their torsion capabili-
ty, which imposed the design of stiffer instruments.  

The 25+ vitrectomy system limits the use of multifunc-
tion instruments, as they have higher diameters.  

One major advantage is that the 25+ system eliminates 
the need for accessory instruments in many instances, given 
the technical abilities of the vitrector itself [1, 2]. 

D. The 25+ Vitrector 

The vitrector (cutter) is the most important instrument 
during vitrectomy. In the 25+ system, the Ultravit High 
Speed Vitrectomy Probe is used, which has dual pneumatic 
drives. This means that with the help of pulsed air, the 
surgeon can regulate the bias of the duty cycle, indepen-
dently from the cut rate.  

One of the three modes can be selected, according to the 
moment of surgery: core, shave and 50/50.  

For core vitrectomy, open bias cutter at 5000 cpm is 
used. In the proximity of the detached retina, the shave 
mode is selected, with a closed duty cycle.  

The port-biased closed duty cycle with lower cut rate will 
induce lower flow rate. As the cut rate increases, the flow 
increases [1, 2, 3]. 

III. OUTCOMES OF THE 25+ VITRECTOMY SYSTEM  

This study was carried out in accordance with the 
standards of the Ethical Committee of "Iuliu Hațieganu" 
University of Medicine and Pharmacy and with the Helsinki 
Declaration of 1975, as revised in 2000 and 2008. 

A. General Description of Our Cases 

We used 25+ vitrectomy system in 418 cases 
representing the following clinical conditions: rhegmato-
genous retinal detachments, vitreous hemorrhages, traction-
al retinal detachments, epimacular membranes, macular 
holes, dislocated lenses, endophthalmities, intraocular for-
eign bodies, ocular inflammations and silicone oil removals 
from the eye. 

The data of the 418 cases are summarized in table 1. 
 
 
 
 

Table 1 Clinical conditions in which we used the 25+ vitrectomy system 

Clinical condition 
Number of 
cases 

% 

Rhegmatogenous Retinal 
       Detachment 

150 35.88 

Vitreous hemorrhage 105 25.11 

Tractional Retinal  
        Detachment 

40 9.56 

Epimacular membrane 20 4.78 

Macular hole 10 2.39 

Dislocated lens 12 2.87 

Endophthalmitis 6 1.43 

Intraocular foreign body 15 3.58 

Ocular inflammation  3 0.71 

Silicone oil removal 57 13.63 

 

B. The 25+ Vitrectomy in Rhegmatogenous Retinal 
Detachment  

Rhegmatogenous Retinal Detachment (RRD) was the 
most common indication of 25+ vitrectomy on our series: 
35.88%.  

The major goal of a vitrectomy in a RRD is to be as 
complete as possible, in order to relieve all the vitreo-retinal 
tractions. This is difficult to achieve in an eye with a de-
tached, mobile retina. The design of the 25+ cutter, with the 
opening located very close to its tip, allows the surgeon to 
work in the proximity of the retina, with a very low risk to 
injure it. The use of high cutting rates (5000 cpm) maintains 
the port open for a very short time/duty cycle, making the 
risk of inadvertent cut of the retina very low [4]. Figure 1 
displays the 25+ vitrector with the tip very close to the reti-
na, in an eye with retinal detachment. 

 

  

Fig. 1 25+ Vitrectomy in an eye with RRD 
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The complete vitrectomy in RRD is followed by the 
drainage of the subretinal fluid by exchange with air and by 
the treatment of the retinal break with endolaser (Fig. 2) 

 

 

Fig. 2 Laser spots around the retinal break 

After the fluid/air exchange is completed and the retina 
attached, the break is treated by the application of endolaser 
spots around it, as shown in Fig. 2. 

C. The 25+ Vitrectomy in Removing the Epimacular 
Membranes 

In order to remove a membrane from the surface of the 
macula, a special forceps must be used. The initial inconve-
nience came from the fact that the small gauge instruments 
were very flexible and therefore, engineers had to design 
stiffer forceps, able to perform torsion movements during 
surgery [5, 6]. Fig. 3 reveals the removal of a thick mem-
brane, visible as a white, opaque tissue, from the surface of 
the macula. 

 

 

Fig. 3 Removal of an epimacular membrane 

D. The 25+ Vitrectomy in Removing the Dislocated Lens 

If the dislocated lens is not hard, it can be removed with 
the 25+ vitrector, using high aspiration and low cutting 
rates, such as the port of the vitrector remains open longer.  

If the nucleus is too hard, a hybrid approach is used: after 
completing the vitrectomy, one incision is enlarged to 20G, 
in order to give access to the fragmatome which uses ultra-
sounds to break the nucleus [7]. For the moment, the frag-
matome is available only in the 20G setting.  

Of the 12 dislocated lenses, we managed to remove the 
lens with the vitreotome in 7 cases, as the lens was soft (Fig. 
4). In the remaining 5 cases, we had to use the fragmatome, 
because the hardness of the lens did not allow its removal 
with the vitreotome.  

E. The 25+ Vitrectomy in Removing the Intraocular 
Foreign Bodies 

All the intraocular foreign bodies (IOFBs) on our series 
(15 cases) were removed by a hybrid approach, either with 
the intraocular magnet (12 cases - 80%), or with the forceps 
(3 cases - 20%). 

 

 

Fig. 4 Removal of the lens from the vitreous cavity with the vitreotome 

 

Fig. 5 Removal of an IOFB with the forceps 

Fig. 5 shows the removal of an IOFB with the intraocular 
forceps, after having treated the retinal lesion at the impact 
site of the foreign body, by laser photocoagulation.  

In every case, the IOFB removal was preceded by the 
dissection of all the adherences between the vitreous /retina 
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and the IOFB. If this maneuver is not performed, during 
IOFB removal, significant traction is exerted on the retina, 
with a very high risk of iatrogenic retinal break and subse-
quent retinal detachment [1]. 

F. The 25+ Vitrectomy in the Treatment of Macular Hole 

The goal of surgery for macular hole is to remove the 
posterior hyaloid and peel the internal limiting  membrane, 
in order to induce its closure. With this technique, anatomic 
success rates of 85 - 95% were reported [6].  

We treated with 25+ vitrectomy, 10 macular holes, with 
the anatomic closure of 9 of them.  

The peeling of the internal limiting membrane of the re-
tina is illustrated in Fig. 6. This technique is performed with 
a special 25G forceps, after having colored the membrane 
with indocyanine green, in order to enhance its visibility. 

 

 

Fig. 6 Peeling of the internal limiting membrane 

IV. CONCLUSION 

The 25+ Vitrectomy System proved to be efficient and 
safe on our case series. Currently, this is the only system 
that we use for vitreo-retinal surgery.  

The most significant impact the 25+ system is revealed in 
the cases of rhegmatogenous retinal detachment. The loca-
tion of the port at the tip of the vitrector, combined with the 
possibility to use high cutting rates (5000 cpm) allows the 
surgeon to work in the proximity of the detached, mobile 
retina, with little risk of creating iatrogenic retinal breaks.  

 
 
 
 
 
 
 
 

When the fibrous tissue needs to be removed from the 
surface of the retina (tractional retinal detachments, epima-
cular membranes), the technical abilities of the 25+ cutter 
diminish the need for accessory instruments: forceps, scis-
sors, picks. 

Overall, the use of the 25+ system on our case series, was 
associated with less invasiveness, fast recovery, high effi-
ciency, short operating times. The future is open for re-
search in developing smaller gauge vitrectomy systems, 
with higher cutting rates.  
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Abstract— This paper presents a methodology for measur-
ing using laser scanning the differences between ideal individ-
ual custom trays and classical individual custom trays  
obtained in the dental laboratory in the case of treatment steps 
to achieve total prostheses. The resulted 3D models from the 
scans can be used to: verify the accuracy of operations per-
formed by the dental technician to create the ideal individual 
custom trays obtained directly from dental records, in dental 
prosthesis and for digital dental records storage. In this case 
study scanning equipment for high precision industrial me-
trology and engineering CAD software solutions were used to 
process the scans results. 

Keywords— custom tray, totally edentulous, 3D scanning, 
engineering CAD software 

I. INTRODUCTION  

Full edentation is perhaps the most mutilating pathological 
state of the stomatognat system, as it perturbs all the latter's 
functions, bearing consequences on the entire body. In order 
to speak about success in the prosthetic restoring of the totally 
edentulous patient, we must start from the thorough 
knowledge of the prosthetic field, of its respective 
components, as well as its morphology. The success in 
achieving individual spoons, covering completely the totally 
edentulous prosthetic field and which not cause discomfort 
to formations on the outskirts of the prosthetic field, 
undoubtedly means that the start of the treatment was 
favorable [1]. Just making a single proper spoon, we 
proceed to the final impression stage, solving adhesion 
problems of future prostheses. Most authors pay attention to 
imprinting stage [2], [3], [4]. Any imprinting techniques 
used and any progress we would have made in imprinting 
materials, whether individual spoon is not made properly, 
this imprinting stage becomes, at best, one laborious. Using 
laser scanning in the field of dentistry was addressed to 
compare digital dental impressions with the classical ones 
[5], used to evaluate, by indirect methods, the accuracy of 
computer-designed surgical guides in the oral implant 
supported rehabilitation of partially or completely 
edentulous patients [6], for study 3-dimensional changes in 

the palatine rugae [7]. 3D modeling and engineering CAD 
software solutions have been successfully used to solve 
problems such as reliability analysis and the stability of the 
implant–abutment and implant bone interface with the help 
of Finite Element Analysis (FEA) [8], study the stresses 
distribution in dental prosthesis under different loading 
cases [9], do develop a CAD/CAM framework for the 
accurate planning of dental implant surgeries based on the 
integration of Computed Tomography (CT) and surface 
optical scanning [10] and also the engineering CAD 
solution is used for digital reconstructions [11], or, in a 
larger sense, for aiding in the development of advanced 
medical devices [12], [13]. 

Various optical scanning systems and software tools have 
been devised in the field of dentistry and orthodontics for 
building digital models of single teeth, dental arches, 
crowns, bridge preparations, full dental casts [14]. In most 
cases, industrial scanners are used as references in the study 
of performances (accuracy and reliability) of dental scan-
ners [15]. 

II. OBJECTIVES 

The objective of this study is to develop an interdiscipli-
nary methodology of digitization and evaluation of dental 
trays in order to determine the precision of the execution of 
the classical version of the individual custom trays. 

Development of a work methodology that allows obtain-
ing 3D ideal individual custom trays obtained directly based 
on digital dental records. 

III. MATERIAL AND METHODS 

A. The Study Material 

A number of 52 patients were diagnosed with full bimaxil-
lary edentation have been included in the study. Each patient 
had an observation chart drawn out, and they subsequently 
filled out/signed an informed consent towards the performing 
of a medical act and a consent for entering in study. The pa-
tients have been examined clinically and were then printed 
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after the classical technique, using standard custom trays of 
various sizes depending on the size of the prosthetic fields; 
alginate was used as printing material. On the preliminary 
prints, we have traced the limits of the prosthetic field by 
means of a marker, after the known technique (see Figure 1). 

 

 

Fig. 1 Dental impressions of a pacient 

The authors used the methodology shown in Figure 2 to 
evaluate the precision of the classical individual custom 
trays. 

 

Fig. 2 The methodology 

The prints were numbered accordingly to each person who 
has entered the study and were scanned with a laser scanner 
which belongs to the Department of Design Engineering and 
Robotics of the Faculty of Machine Constructions within the 
Technical University of Cluj-Napoca in order to obtain virtual 
3D models, and later 3D ideal individual custom trays.  

After scanning, the same prints were cast on the spot in or-
der to obtain preliminary models. Subsequently, classical 
individual custom trays were thus made. These individual 

custom trays obtained classically were scanned. Then, the two 
3D models, representing the ideal custom tray, and, respec-
tively, the classical custom tray, were compared, in order to 
visualize the "minuses" shown up in the classical realization in 
the dental technique laboratory of the custom trays. 
B. Digitization and Evaluation of Dental Trays 

The most important operation of the methodology pro-
posed by the authors is the digitization of dental trays, the 
steps that have been completed are:   

• Establishment of the position and the holding position 
of dental trays during the digitization operation; 

• Establishment of the reference system; 
• Digitization of the dental impressions and the custom 

trays; 
• Point clouds and mesh processing; 
• Deviation analysis of the obtained meshes. 

After harvesting the dental impressions, these were 
scanned with a mobile 3D scanner, VIUScan, which has an 
accuracy of 50 µm.  

Before scanning is very important the positioning of the 
parts that will be digitized, because these cannot be moved 
after the scanning process is started and it is very important 
that they be fully scanned in the important areas. Using the 
scanner and the related software, VX Elements, the dental 
trays are digitized. In Figure 3 a digitized dental tray can be 
seen in VX Elements. 

 

 

Fig. 3 Scanned dental tray in VX Elements software 

After this step a technician creates the classical individu-
al custom tray, which will be scanned with the same me-
thod. Using CATIA V5 software both scans are processed 
and compared with each other within the deviation analysis 
tool. With the help of the deviation analysis (Figure 4) 
which is a method used to highlight and measure the differ-
ences between two seemingly identical surfaces (the refer-
ence surface and the surface which is analyzed) will  
determine the difference between the 3D ideal individual 
custom tray and the classical individual custom tray. The 
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differences between the two surfaces are shown as a color 
map as can be seen in Figure 4. Every gradation of the color 
map represents a deviation value measured in millimeters. 

 

 

Fig. 4 Deviation analysis 

C. Future Work 

For a more accurate classical individual custom tray the 
authors recommend the creation of these trays using rapid 
prototyping. In the process can be used the scans from the 
dental impressions to generate the 3D model of an individu-
al custom tray. In order to create the 3D model some steps 
have to be completed sown in Figure 5. 

 

 

Fig. 5 Methodology to create 3D models from scanning for 3D printing 

The 3D printed pieces can be verified for precision using 
the methodology described above. 

IV. RESULTS 

In the study group was observed a number of 37 cases 
that showed a total toothless old crowding between 0 and 2 
years. The number of cases in the study surprised toothless 
old 3-5 years or over 5 years is substantially equal, 7 and 8 
subjects. Of the 26 male patients examined, 19 of them 
showed edentulous with a length between 0 and 2 years. To 
women, of 26 cases examined, 18 were edentulous with a 
length in the same range.  

Table 1 Edentulous duration distribution in the target group. 

Edentulous Distribution Years 

Total distribution 72% 0-2 years 

Total distribution 13% 3-5 years 

Total distribution 15% >5 years 

Distribution at men 73% 0-2 years 

Distribution at men 15% 3-5 years 

Distribution at men 12% >5 years 

Distribution at women 69% 0-2 years 

Distribution at women 12% 3-5 years 

Distribution at women 19% >5 years 

 

A few results of the deviation analysis are shown in Ta-
ble 2, where are shown values as: positive maximum devia-
tion (Pos Max Dev), negative maximum deviation (Neg 
Max Dev), mean deviation (Mean Dev), standard deviation 
(Std Dev), positive mean deviation (Pos Mean Dev) and 
negative mean deviation (Neg Mean Dev). 

Table 2 Results of the deviation analysis 

Patients 

Pos 
Max 
Dev 

[mm] 

Neg 
Max 
Dev 

[mm] 

Mean 
Dev 

[mm] 

Std Dev 
[mm] 

Pos 
Mean 
Dev 

[mm] 

Neg 
Mean 
Dev 

[mm] 

1 0.957 -1.36 0.00448 0.251 0.173 -0.207 

2 2.95 -4.06 -0.0619 0.52 0.226 -0.343 

3 1.35 -2.32 -0.0523 0.278 0.094 -0.238 

4 2.13 -243 -0.00673 0.342 0.186 -0.234 

5 1.1 -2.23 -0.021 0.297 0.178 -0.252 

6 3.79 -7.27 0.204 0.901 0.0996 -0.468 

7 2.11 -3.51 -0.109 0.452 0.167 -0.338 

8 2.75 -4.25 -0.305 0.693 0.169 -0.533 

9 1.35 -3.72 -0.0976 0.605 0.362 -0.511 

10 6.12 -6.09 -0.107 0.79 0.166 -0.354 

11 9.99 -8.14 -0.45 1.45 0.383 -0.977 

12 2.43 -2.55 -0.048 0.286 0.115 -0.189 

 
The data analysis reveals a removal trend of material 

from the classical individual custom trays compared to the 
3D ideal individual custom trays. After analyzing the results 
obtained comparing the pairs of custom trays, the authors 
were not able to identify areas prone to changing geometry 
during the operation of making these individual classical 
custom trays. 

In the set of custom trays analyzed the average positive 
mean deviation is about 0.2 mm and the negative is about 
0.3 mm, overall the standard deviation for each custom tray 
indicates an average of 0.5 mm. It can be concluded that the 
precision of the execution of classical individual custom 
trays is around ±0.3 mm. 
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V. CONCLUSIONS 

The analysis of the mucous-bone support offers a good 
perspective of the prognosis for each particular case. Through 
the results obtained, the analysis of the mucous-bone support 
constitutes a useful didactic material in order to emphasize the 
great variability of the prosthetic fields examined. Comparing 
the scans of the two custom trays, classical and 3D, respec-
tively, shows the imperative necessity of creating ideal custom 
trays. The creation of the ideal 3D custom trays offers the 
premises of a final printing of great accuracy. 

Based on the data analysis was  determined the precision 
of the execution of the classical individual custom trays, 
which in the case of the dental technician who made these 
models is ±0.3 mm. Errors on the individual classical custom 
trays are completely random and systematic errors have not 
been identified. The only conclusion that can help the dental 
technician’s activity is that there is a tendency to remove ma-
terial from the classical individual custom trays in comparison 
with the initial model obtained after printing the patient. 

The methodology presented allows the obtaining of 3D 
models for 3D ideal individual custom trays which can then be 
used to obtain some 3D printed individual custom trays on 
high performance rapid prototyping equipment to ensure an 
accuracy of around ±0.1 mm. 

The obtained 3D models can be used in virtual prosthetic or 
for digital storing of the dental impressions. 
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Abstract— This paper presents some modeling aspects re-
garding an application of the V-beam thermal actuator in 
micro-manipulation. The influence of the Micro-tweezers’ 
geometrical parameters on the output gripping force is ana-
lyzed in order to provide the basis on the future design of some 
task oriented structures. Numerical simulations are performed 
on the complete V-beam thermal actuator – Micro-tweezers 
assembly in order to evaluate the proposed model. The results 
provided by the two approaches on this problem proved to be 
in good agreement. As referred to in the paper, the V-beam 
thermal actuator’s behavior as a separate entity has been 
previously investigated by both numerical and experimental 
methods.  

Keywords— Micro-tweezers, V-beam thermal actuator, 
gripping force 

I. INTRODUCTION  

The development of micro-fabrication technologies has 
led to both the means and the need to manipulate small 
scale objects. Some of the fields that benefit from and are 
further enhanced by the advances in micro-manipulation 
techniques are micro-assembly, micro-robotics, biological 
(including medical), microelectronics, etc. Some of the 
solutions viable for general purpose manipulation tasks 
have some drawbacks in regard to medical applications. 
Electrostatic and piezoelectric based grippers [1,2] have 
voltage requirements that exceed 100V, making them un-
safe for handling biological samples. Shape-memory-alloy 
based grippers [3] have limited opening compared to their 
size, as well as efficiency problems (21.1% efficiency for 
the gripper presented in the referred paper). 

Electro-thermal actuation has the benefit of producing 
relatively large forces and/or displacements, but it has low 
operating frequencies because of the time needed to reach 
thermal equilibrium [4]. The two basic structures capable of 
performing angular (the bimorph thermal actuator) and 
linear (V-beam thermal actuator) motion as a consequence 
of the thermal expansion phenomenon presented in [4] can 
be implemented as actuators in the structure of micro-
tweezers as shown in [5]. 

II. ANALITICAL MODEL OF THE V-BEAM THERMALLY 
ACTUATED MICRO-TWEEZERS  

Figure 1 shows a schematic geometrical representation of 
a Micro-tweezers – V-beam thermal actuator assembly. This 
is used to derive the analytical model and thus revealing the 
influence of its geometrical parameters on the output grip-
ping force. The initial position of the assembly is 
represented in solid line, while the dashed line shows the 
assembly in the deformed state.  

Micro-tweezers

V-beam thermal 
actuator

 

Fig. 1 Schematic representation of a V-beam thermally actuated Micro-
tweezers 

This problem can be divided into two separate easier 
problems: A. the determination of the V-beam thermal actu-
ator’s force and B. the determination of the Micro-tweezers’ 
gripping force when a known force is applied to the middle 
of the beam span. 

A. Output Force of the V-Beam Thermal Actuator 

The geometrical parameters of the V-beam presented in 
Figure 2 are defined as follows: l – length of the beam; w- 
width of the beam; t – thickness of the beam; β – beam 
inclination angle; d – distance between two consecutive 
beams. 
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The relationship between the external force and the def-
lection of the structure (shown in Figure 6) is given by the 
equation below: 
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in which E represents the elastic (Young’s) modulus of the 
actuator’s material. 

The output force can be extracted from Equation 2: 
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The u1y deflection required by Equation 3 in order to de-

termine the output force of one beam is no other than the 
deflection expressed by Equation 1. The actuation force of 
the entire V-beam thermal actuator is determined by multip-
lying the force from Equation 3 by the number of beams. 
Further details on the geometrical types and the numerical 
simulations that led to the validation of Equation 3 are pre-
sented in [7]. 

B. The Micro-Tweezers’ Gripping Force 

The Micro-tweezers’ gripping force determination is a 
symmetrical problem as well, thus allowing for a solution 
based on the half model of the structure. 

The geometry and the boundary conditions for the half 
model are depicted in Figure 7. 

 

Fig. 7 Geometrical parameters and boundary conditions of the half model 
schematic representation of the Micro-tweezers 

In order to determine the gripping force of the actuator, 
the supports are replaced with their corresponding reaction 
forces, as shown in Figure 8. 

 

Fig. 8 Half model force equilibrium 

The problem has 6 unknowns (the 6 reaction forces and 
couples shown in Figure 8), making the structure 3 times 
statically indeterminate. One of these unknowns (H6) is the 
gripping force of the Micro-tweezers. Based on Newton’s 
laws of motion, 3 static equilibrium equations can be writ-
ten for a planar structure. Castigliano’s 2nd theorem states 
that the partial derivative of the strain energy (Ud) with 
respect to the generalized force Qi gives the generalized 
displacement qi in the direction of Qi. Taking into account 
the degrees of freedom that are canceled out by the supports 
3 and 6, the relationships presented in Equation 5 can be 
written in order to make the problem solvable. 
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The resulting gripping force is defined by the relationship 

given in Equation 6: 
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in which lij are the geometrical parameters of the Micro-
tweezers defined in Figure 7. 

The complete V-beam thermal actuator – Micro-tweezers 
assembly has been modeled, constrained and loaded. The 
deflection along the vertical axis, resulted by performing 
Finite Element Analysis (FEA) using the Static Structural 
module of ANSYS v12, is presented in Figure 9. The wire-
frame depicts the undeformed structure. 
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Table 2 Total power of delta wave 

Record Aδ 
before 

magnetotherapy 

Aδ 
with magneto-
therapy 

Aδ 
after magneto-

therapy 
1 1.76E-08 1.47E-08 3.18E-08 
2 2.78E-08 1.74E-08 1.97E-08 
3 1.30E-08 1.68E-08 1.88E-08 
4 1.31E-08 4.35E-08 1.89E-08 
5 1.27E-08 1.70E-08 2.14E-08 
6 1.28E-08 4.37E-08 1.93E-08 
7 7.19E-10 6.05E-10 6.51E-10 
8 1.75E-10 2.34E-09 6.76E-10 
9 1.61E-10 1.19E-10 1.39E-10 
10 4.48E-10 5.02E-10 7.81E-10 
11 1.33E-09 6.56E-10 1.42E-09 
12 6.64E-09 6.67E-09 7.39E-09 
13 1.30E-08 9.46E-09 1.22E-08 

Table 3 Total power of alpha wave 

Record Aα 
before 

magnetotherapy 

Aα 
with magneto-
therapy 

Aα 
after magneto-

therapy 
1 1.45E-07 1.1600E-07 1.0200E-07 
2 1.46E-07 1.12E-07 9.51E-08 
3 6.12E-08 6.34E-08 8.31E-08 
4 5.69E-08 6.41E-08 8.50E-08 
5 6.11E-08 6.34E-08 7.61E-08 
6 5.96E-08 6.37E-08 6.81E-08 
7 9.08E-09 7.74E-10 5.46E-10 
8 1.94E-09 1.76E-09 1.54E-09 
9 2.77E-09 2.84E-09 1.94E-09 
10 5.83E-09 4.95E-09 3.07E-09 
11 9.64E-09 7.42E-09 4.34E-09 
12 9.38E-09 1.50E-08 1.44E-08 
13 1.28E-08 1.77E-08 1.49E-08 

IV. CONCLUSIONS  

In this study was recorded and analyzed EEG signals for 
13 subjects before, during amd after a session of magneto-
therapy. EEG signals was decomposed in four rhythms that 
cover 0 to 30 Hz domain. It was analyzed the total power of 
delta and alpha waves for each recording. For alpha waves 
has been observed that the mean of alpha power during 
magnetotherapy is lower that before and after. 

It is known that casual editing of the RR interval data is 
sufficient for the approximate assessment of total HRV by 
the geometric methods. Thus when using the statistical 
time-domain and/or frequency-domain methods, the manual 
editing of the RR data should be performed to a very high 
standard ensuring correct identification and classification of 
every QRS complex. Automatic 'filters' which exclude some 
intervals from the original RR sequence (e.g. those differing 
by more than 20% from the previous interval) should  
 

not replace manual editing as they are known to behave 
unsatisfactorily and to have undesirable effects leading 
potentially to errors. 
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Abstract— Modern health-care technology depends to a large
extent on software deployed in medical devices, which brings
several well-known benefits but also poses new hazards to pa-
tient safety. As a consequence, assessing safety and reliability in
software in medical devices turns out to be a critical issue. In
this paper we outline a method for safety assessment of medical
devices based on Defeasible Logic Programming (DeLP), which
provides an argumentative framework for reasoning with uncer-
tain and incomplete knowledge. We contend that argumentation
theory as defined in DeLP can be used to integrate and contrast
different evidences for assessing the approval and commercial-
ization of medical devices, aiming at increasing transparency to
all the stakeholders involved in their certification. The outlined
framework is validated by modeling the infamous Therac-25 ac-
cident.

Keywords— medical software, safety assurance, argumenta-
tion theory

I. INTRODUCTION

Modern health-care technology depends nowadays to a
large extent on software deployed in medical devices, which
brings several well-known benefits but also poses new haz-
ards to patient safety. Computer-related errors have played
a significant role in serious injury or even death involving
medical devices [1]. With more complex software employed
in such devices [2], there is no possibility to perform ex-
haustive testing or formal methods. As a consequence, as-
sessing safety and reliability in software in medical devices
turns out to be a critical issue. The manufacturers of med-
ical devices are expected not only to achieve an acceptable
assurance level, but also to convince regulatory bodies that
safeness has been achieved. In order to do this, identi-
fying relevant evidence is not enough, as there might be

conflicting or incomplete information involved. Conse-
quently, structured, domain-based, safety arguments are
needed to demonstrate that safety can be ensured.

In this paper we outline a method for safety assessment
of medical devices based on Defeasible Logic Programming
(DeLP), which provides an argumentative framework for rea-
soning with uncertain and incomplete knowledge. We con-
tend that argumentation theory as defined in DeLP can be
used to integrate and contrast different evidences for assess-
ing the approval and commercialization of medical devices,
aiming at increasing transparency to all the stakeholders in-
volved in their certification. Our approach in this paper will
aim at two particular issues: (i) how defeasible logic pro-
gramming can be used to describe safety requirements of
medical devices, and (ii) how argumentation theory can de-
tect and solve inconsistencies or safety related doubts.

Our hypothesis is that argumentation theory (in this paper
implemented via DeLP) can contribute to improve safety as-
surance in medical devices, providing a promising research
topic (see e.g. [3, 4]). Safety arguments1 should address at
least two issues: (i) to show that all health-related hazards
have been analyzed and how the assigned control measures
contribute to risk mitigation, and (ii) to prove compliance
with safety medical standards or guidelines.

It must be remarked that over the past few years there have
been several formal complaints and court trials concerning
the approval of medical devices [6], and several studies have
shown that the regulatory system is opaque, fragmented and
largely privatized [7]. We contend that argumentation the-
ory as defined in DeLP can be used to integrate and contrast

1 A safety case is defined in UK Defense Standard 00-56 as [5]: “A struc-
tured argument, supported by a body of evidence that provides a com-
pelling, comprehensible and valid case that a system is safe for a given
application in a given operating environment.” In our case, a safety case
should present strong arguments that a medical device is safe to operate
within a particular context [3].
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different evidences for assessing the approval and commer-
cialization of medical devices, aiming at increasing trans-
parency to all the stakeholders involved in their certification.

The rest of the paper is structured as follows: Section II
presents the fundamentals of argumentation and DeLP, along
with a simple motivational example. Section III explains
and models the Therac-25 overdose radiation accident using
DeLP. We illustrate how the arguments associated with this
particular accident can be automatically obtained from the
DeLP inference engine. Section IV reviews related work. Fi-
nally, in Section V we summarize the main contributions of
our proposal.

II. FUNDAMENTALS OF DEFEASIBLE LOGIC

PROGRAMMING

Defeasible Logic Programming (DeLP) [8] provides a lan-
guage for knowledge representation and reasoning that uses
defeasible argumentation [9, 10] to decide between contra-
dictory conclusions through a dialectical analysis. Codify-
ing knowledge by means of a DeLP program provides a
good trade-off between expressiveness and implementabil-
ity for dealing with incomplete and potentially contradictory
information. In a DeLP program P = (Π,Δ), a set Π of
strict rules P ◦ Q1, . . . ,Qn, and a set Δ of defeasible rules
P −∗ Q1, . . . ,Qn can be distinguished. Defeasible rules ac-
count for tentative knowledge, and provide the basis for defin-
ing arguments.2

Definition 1 (Argument) An argument ∈A ,H∃ is a minimal
non-contradictory set of ground defeasible clauses A of Δ
that allows to derive a ground literal H using rules from Π∪
A .

Since arguments may be in conflict (concept captured
in terms of a logical contradiction), an attack relationship
between arguments can be defined. A criterion is usually
defined to decide between two conflicting arguments. If the
attacking argument is strictly preferred over the attacked
one, then it is called a proper defeater. If no comparison is
possible, or both arguments are equi-preferred, the attacking
argument is called a blocking defeater. Generalized speci-
ficity [11] is typically used as a syntax-based criterion among
conflicting arguments. However, other alternative partial or-
ders can also be valid such (see [8, Sect. 3.2.2]). In this paper
we will abstract the comparison criterion and will suppose

2 For space reasons, we provide only some basic DeLP definitions in this
paper to make it self-contained. For a detailed explanation of DeLP, the
reader is referred to [8].

fthe existence of a relation ∀ for comparing two conflicting
arguments.

In order to determine whether a given argument A is ul-
timately undefeated (or warranted), a dialectical process is
recursively carried out, where defeaters for A , defeaters for
these defeaters, and so on, are taken into account forming a
dialectical tree. The argument A is the root of its dialecti-
cal tree T , its defeaters the first level of T , the defeaters
of these defeaters the second level, and so on. In a dialec-
tical tree nodes are labeled as either defeated (D) or unde-
feated (U). Leaves are always labeled as undefeated; a node
is labeled as undefeated iff all of its children are labeled as
defeated, otherwise a node is labeled as defeated. Given a
DeLP program P and a query H, the final answer to H w.r.t.
P takes such dialectical analysis into account. The answer
to a query can be: yes (when there exists a warranted argu-
ment ∈A ,H∃), no (when there exists a warranted argument
∈A ,∼H∃), undecided (neither ∈A ,H∃ nor ∈A ,∼H∃ are war-
ranted), or unknown (H does not belong to P).

In [12], Williams & Hunter define an Ontology Argumen-
tation Framework which combines ontologies and Defeasible
Logic Programming in order to reason on a medical scenario
regarding the treatment of cancer patients. Next we present a
simplified version of that scenario in order to illustrate how
DeLP can be used to generate arguments useful for clinical
practice.

Example 1 Consider the DeLP program P1 = (Π1,Δ1)
presented in Fig. 1. The set of strict rules Π1 says that there
are two treatments for cancer: based on Anastrazole and
a program of five years administration of Tamoxifen, Ms.
Jones has a disease named d1 which is both a ER positive
disease and can be identified as breast cancer. A person
who is a man or a woman is among people, early breast
cancer is a type of cancer and a treatment with Tamoxifen
can be performed either by a three year or a five year
program. The set Δ1 of defeasible rules is a very simplified
version of what was presented by [12]. The rules are ordered
according to the priorities r2 ∀ r1 ∀ r2 (meaning that an
argument based on r2 will be considered stronger that
one based on r1 and so forth). From P1 we can build the
following arguments: ∈{r1},has treatment(ms jones, t)∃,
∈{r2},∼ has treatment(ms jones, t)∃ and ∈{r3},∼
has treatment(ms jones,a)∃. Comparing arguments by
using a criterion based on rule priorities, we can see
that ∈{r1},has treatment(ms jones, t)∃ is defeated by
∈{r2},∼ has treatment(ms jones, t)∃, which in turn is
defeated by ∈{r3},∼ has treatment(ms jones,a)∃. The
dialectical trees from program P1 can be seen in Fig. 2
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DeLP program P1 = (Π1,Δ1):

Facts and strict rules Π1:
anastrazole(a). tamoxifen5Yr(t).
woman(ms jones). has disease(ms jones,d).
er positive disease(d). early breast cancer(d).
people(X) ◦ man(X). people(X) ◦ woman(X).
breast cancer(X) ◦ early breast cancer(X).
tamoxifen(X) ◦ tamoxifen3Yr(X).
tamoxifen(X) ◦ tamoxifen5Yr(X).

Defeasible rules Δ1 with priorities r2 ∀ r1 ∀ r3:
r1 : has treatment(X ,Z)−∗

woman(X),has disease(X ,Y),early breast cancer(Y),
er positive disease(Y), tamoxifen5Yr(Z).

r2 :∼has treatment(X ,Z)−∗
woman(X),has disease(X ,Y),
breast cancer(Y), tamoxifen(Z).

r3 :∼has treatment(X ,Z)−∗
woman(X),has disease(X ,Y),breast cancer(Y ),anastrazole(Z).

Fig. 1 DeLP program P1 on cancer treatment medical trials

∈{r1},has treatment(ms jones, t)∃D

∈{r2},∼has treatment(ms jones, t)∃U

∈{r3},∼has treatment(ms jones,a)∃U

∈{r1},has treatment(ms jones, t)∃D

∈{r2},∼has treatment(ms jones, t)∃U

Fig. 2 Dialectical trees from P1

III. ARGUING IN THE THERAC-25 ACCIDENT

We now present a case study modeling the infamous
Threrac-25 accelerator incident in which five people died of
radiation overdose due to a malfunction during their cancer
treatment sessions [13].

We discuss a DeLP program P for defining a safety ver-
ification system for such a system, we base our modeling in
the extensive documentation regarding the Therac-25. De-
spite knowing that it is a somehow old case (it dates from
1987), we chose to show how DeLP can be used to perform a
safety verification on a such a system as the Therac-25 accel-
erator problem can be considered a benchmark problem due
to the extensive analyses it went through.

The main system safety verification is determining if using
the accelerator is safe.

Definition 2 (Safety verification system) A safety verifica-
tion system V is a pair (P,S ) where P is a DeLP pro-
gram establishing logical criteria for assuring safety and S

is a set of literals containing sensor information of the envi-
ronment. The language LV of the safety verification system
is the set of all literals in P ∪S .

Definition 3 (Prospective safety decision) Let V =
(P ,S ) be a safety verification system. A prospective safety
decision is a literal in LV .

Definition 4 (Safety recommendation) Let V = (P,S )
be a safety verification system and D be a prospective safety
decision. A safety recommendation for D is either one of:

• Conform: If there is a warranting argument for D w.r.t.
the DeLP program P ∪S .

• Do not Conform: If there is a warranting argument for
∼D w.r.t. the DeLP program P ∪S .

• Unable to Decide: There is neither a warranted argument
for D nor ∼D w.r.t. the DeLP program P ∪S .

• Not Applicable: D does not belong to LV .

We will consider the modeling of a safety recommendation
system V = (P ,safe(therac 25)), where the literal safe(A)
refers to whenever it is safe to use the accelerator A.

The rest of the section discusses the program P along
with the dialectical analysis that can be derived from it w.r.t.
the query safe(therac 25) in order to reach a safety rec-
ommendation for V . We consider three accelerator models
built by the AECL company named Therac-6, Therac-20 and
Therac-25, represented by three facts: accelerator(therac 6),
accelerator(therac 20), and accelerator(therac 25).

There were no reported cases of radiation overdose mal-
function neither in Therac-6 nor in Therac-20 accelerator and
an accelerator A is normally considered safe if it has a radia-
tion overdose history with no reported cases. This is modeled
as DeLP defeasible rules and facts as shown in Fig. 3.

radiation overdose mis f unction reported cases(therac 6,0).
radiation overdose mis f unction reported cases(therac 20,0).
safe(A) −∗ accelerator(A),∼problems history(A).
∼problems history(A) −∗

radiation overdose mis f unction reported cases(A,0).

Fig. 3 Overdose history in Therac-25

At this point we can deduce an argument for the Therac-
6 accelerator supporting the tentative conclusion that it is
safe as no cases of radiation overdose have been reported
∈A1,safe(therac 6)∃ where

A1 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(safe(therac 6) −∗ accelerator(therac 6),
∼problems history(therac 6)),

(∼problems history(therac 6) −∗
radiation overdose mis f unction reported cases(

therac 6,0)).

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

.
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It is straightforward to see that the same is valid for the
Therac-20 accelerator.

The initial assumption with the case of the Therac-25 ac-
celerator was that an accelerator is usually considered safe
whenever its software is based on a library written for a
previous accelerator that is known to be problem-free, the
software in each accelerator was tested in each respective de-
vice, and the Therac-6, Therac-20, Therac-25 were produced
in chronological order, and it is also known that the soft-
ware running on Therac-25 accelerator was based on Therac-
6 and Therac-20 software packages (see Fig. 4). So, from
all this information we are now able to build an argument
∈A2,safe(therac 25)∃ where

A2 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(safe(therac 25) −∗ accelerator(therac 25),
so f tware inside(therac 25,therac 25 so f tware),
so f tware based on(therac 25 so f tware,

therac 6 package),
so f tware module(therac 6 package),

tested(therac 6 package,therac 6),
accelerator(therac 6),older model(therac 6,therac 25),
∼problems history(therac 6)),

(older model(therac 6,therac 25) −∗
next model(therac 20,therac 25),
older model(therac 6,therac 20)),

(older model(therac 6,therac 20) −∗
next model(therac 6,therac 20)),

(∼problems history(therac 6) −∗
radiation overdose mis f unction reported cases(

therac 6,0))

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

supporting the tentative conclusion that the Therac-25 accel-
erator is a safe device because its software was based on a
Therac-6 module, which in turn was a problem free accelera-
tor.

safe(A) −∗ accelerator(A),so f tware inside(A,P),
so f tware based on(P,M),
so f tware module(M),tested(M,OA),
accelerator(OA),
older model(OA,A),∼problems history(OA).

so f tware module(therac 6 package).
so f tware module(therac 20 package).
tested(therac 6 package,therac 6).
tested(therac 20 package,therac 20).
next model(therac 6,therac 20).
next model(therac 20,therac 25).
older model(X ,Y ) −∗ next model(X ,Y ).
older model(X ,Y ) −∗ next model(N,Y ),older model(X ,N).
so f tware inside(therac 25,therac 25 so f tware).
so f tware based on(therac 25 so f tware,therac 6 package).
so f tware based on(therac 25 so f tware,therac 20 package).

Fig. 4 Software modules in Therac-25

Another fact that came up during the Therac-25 incident
was that the system had been programmed and tested by the
same programmer and that it was not possible to determine

if that programmer had had formal training in computer sci-
ence. According to [13] the programmer could not be identi-
fied because at the time of the hearings in court he had left the
AECL company who built the accelerators. So we will refer
to him as John Doe (see Fig 5). In this regard, an argument
∈A3,∼safe(therac 25)∃ where

A3 =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∼safe(therac 25) −∗ accelerator(therac 25),
so f tware inside(therac 25,therac 25 so f tware),
developed by(therac 25 so f tware, john doe),
tested by(therac 25 so f tware, john doe),
programmer( john doe),
no background in f ormation on programmer( john doe).

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(defeating argument A2) against the safety of the Therac-25
accelerator can be built.

∼safe(A) −∗ accelerator(A),so f tware inside(A,S),
developed by(S,P),tested by(S,P),
programmer(P),
no background in f ormation on programmer(P).

developed by(therac 25 so f tware, john doe).
tested by(therac 25 so f tware, john doe).
programmer( john doe).
no background in f ormation on programmer( john doe).

Fig. 5 Rules describing that there was no background on the programmer

Other criteria suggested that an accelerator is safely tested
if its software module has gone through extensive unit, in-
tegration and simulator testing; otherwise, it cannot be con-
sidered safe. In the case of the Therac-25 software, it was
used about 2700 hours without incidents and audits deter-
mined that the software in the Therac-25 went through an
extensive integration testing but the unit testing was not that
appropiate. No extensive simulator testing was performed ei-
ther (see Fig. 6). In this case, it is easy to see that another
argument in favor of the safety of the system based on the
amount of hours of usage without incidents can be found but
another one against the safety can be built on the grounds that
it was proved that no extensive unit testing was performed on
the Therac-25 software.

Another criteria for accelerator safety pointed out by [13]
is that the Therac-20 accelerator included hardware safety in-
terlocks as an additional safety mechanism to stop the ma-
chine in case of a malfunction, thus making Therac-20 a safe
device. Those hardware safety interlocks were taken out in
Therac-25 for cost reasons, thus making it unsafe (see Fig. 7).

A software module is unsafe if it runs on an unsafe op-
erating system and an unsafe operating system is an operat-
ing system which is not safe. From [13], we know that the
Therac-25 main bug was based on having a program running
in a PDP-11 real time system that allowed concurrent access
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safe(A) −∗
accelerator(A),
so f tware inside(A,S),sa f e so f tware testing(S).

sa f e so f tware testing(S) −∗
used hours without problems(S,H),
H > 2000.

sa f e so f tware testing(S) −∗
so f tware module(S),
extensive unit testing(S),
extensive integration testing(S),
extensive simulator testing(S).

∼sa f e so f tware testing(S) −∗
∼extensive unit testing(S).

∼sa f e so f tware testing(S) −∗
∼extensive integration testing(S).

∼sa f e so f tware testing(S) −∗
∼extensive simulator testing(S).

so f tware module(therac 25 so f tware).
∼extensive unit testing(therac 25 so f tware).
extensive integration testing(therac 25 so f tware).
use hours without problems(therac 25 so f tware,2700).

Fig. 6 Rules describing failed testing

safe(A) −∗ accelerator(A),
includes hardware sa f ety interlocks(A),
radiation overdose mis f unction reported cases(A,0).

includes hardware sa f ety interlocks(therac 20).
∼safe(A) −∗ accelerator(A),

∼includes hardware sa f ety interlocks(A),
based on previous accelerator(A,PA),

accelerator(PA),
includes hardware sa f ety interlocks(PA).

based on previous accelerator(A,PA) −∗ older model(PA,A).
∼includes hardware sa f ety interlocks(therac 25).

Fig. 7 Rules for expressing lack of safety interlocks

to shared variables but it did not allow to test and set for vari-
ables as indivisible operations (see Fig. 8). From this point
of view, an argument for the non-safety of Therac-25 can be
derived.

Finally, if we add the information establishing that at least
one patient died, then we get only one tree formed by a sin-
gle argument based on the strict rule that establishes that an
accelerator is not safe if a patient died. So, an accelerator is
not definitely safe if a single overdose problem is reported. In
the case of Therac-25, five people died of radiation overdose
(see Fig. 9). On the light of this final evidence, the safety de-
cision would be that the accelerator is not safe as the safety
recommendation of P w.r.t. to safe(A) is Do not Conform.

IV. RELATED WORK

A software controller for radiological devices has been
simulated in [14], aiming at fine-tunning the radiological

∼safe(A) −∗ so f tware inside(A,M),unsa f e module(M).
unsa f e module(M) −∗ so f tware module(M),

runs on(M,S),
unsa f e operating system(S).

unsa f e operating system(S) −∗
∼sa f e operating system(S),
operating system(S).

∼sa f e operating system(S) −∗
real time operating system(S),
allows concurrent access to shared variables(S),
∼test and set f or variables as indivisible operations(S).

real time system operating system(pdp 11 os).
allows concurrent access to shared variables(pdp 11 os).
∼test and set f or variables as indivisible operations(pdp 11 os).

Fig. 8 Rules for expressing unsafe operating system

∼safe(A) ◦ accelerator(A),
problem detected(A,overdose,Place,Date).

problem detected(therac 25,overdose,marietta georgia, jun 1985).
problem detected(therac 25,overdose,yakima washington,dec 1985).
problem detected(therac 25,overdose,hamilton ontario, jan 1986).
problem detected(therac 25,overdose,tyler texas,mar 1986).
problem detected(therac 25,overdose,tyler texas,apr 1986).

Fig. 9 Rules and facts expressing overdose reported cases

equipment. Complementary, the results as those obtained
in [14] represent inputs of our argumentation machine. Thus,
the pieces of evidence collected from [14] feed the DeLP sys-
tem to reason about safeness of radiological devices.

A model driven approach improves the safety of Patient-
Controlled Analgesic infusion pumpsin [15]. The UPPAAL
formally verifies the safety properties of the controlling soft-
ware. By enacting argumentation theory, we aimed to fill the
gap between such low level safety specifications and high
level safety cases required by conformance decisioneers.

Similar to our work, the goal in [16] has been to increase
confidence in the medical-related software by enacting argu-
mentation theory. A safety pattern is proposed for generic in-
fusion pumps, modeled in the Goal Structuring Notation [17]
graphical argumentation language. By employing defeasible
logic, we additionally perform reasoning on the given model.

The rewrite logic has been used in [18] to verify safety
of life-critical medical devices such as pacemakers, ventila-
tor machines, or infusion pumps for pain medication. With
the goal to establish safe medical design patterns, the work
in [18] focuses on the programmers perspective. We argue
that, the defeasible logic better supports decisions of different
actors involved in the approval of medical device software.

One line to prove that medical-related software is safe em-
phases the need of traceability. The Med-trace method [19]
identifies the requirements for traceability through each phase
in the medical software life-cycle. Similar to our work, the
need to increase transparency of health-care software was ad-
dressed in [19]. Different from our work, the focus in [19]
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172 S.A. Gómez, A. Groza, and C.I. Chesñevar

is on the development life-cycle of software from the project
management perspective. We focus on organizing evidence
from different perspectives, by enacting a formal method
based on argumentation semantics of defeasible logic.

V. CONCLUSIONS

By using argumentation theory, we aimed at structur-
ing the available evidence to demonstrate compliance with
medical safety requirements and avoidance of hazards. Our
method is able to automatically identify inconsistencies in the
argumentation chain. Identifying inconsistencies or flaws in
the justification chain signals a possible breach in the func-
tionality of the medical device.

The benefits of using argumentation theory regard the im-
provement of comprehension of the safety argument among
all the key stakeholders (software developers, safety engi-
neers, medical certification bodies, physicians, operators of
the device).
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Abstract— Designing precise and efficient interfacing 

methods for visually impaired individuals has been a concern 
of various research groups for decades. Over time, multiple 
concepts have been designed and presented, each of them 
introducing different detection and warning methods. This 
paper presents an upgrade for the classic long cane used by the 
visually impaired. 

The design will provide the user with additional 
information about the surrounding environment, thus 
increasing the user’s awareness and safety level. The module 
will be able to detect obstacles 4 meters in front of the user at 
lover body level and 2 meters at upper body level with the help 
of ultrasonic sensors. Another feature of the device is to signal 
the user’s presence and intentions by powering up an array of 
LEDs in low light environments or when the cane is positioned 
parralel to the ground. 

Keywords— Obstacle, detection system, visually impaired, 
walking plane, head level obstacles 

I. INTRODUCTION  

Blindness is the phenomena of partial or total loss of 
sight due to neurological or physiological causes. In order to 
assess an individual’s degree of blindness, several mea-
surement scales have been developed [1]. 

Social integration and awareness concerning visually im-
paired individuals is of relative recent concern. To be more 
specific, the issue became of interest at the same time 
Braille alphabet was introduced to the public in the first half 
of the 19th Century. Since the introduction of the Braille 
alphabet, objects and techniques intended to integrate the 
visually impaired in day to day activities have been devel-
oped [1],[7], addressing two main approaches: daily use 
objects adapted for visually impaired individuals and ob-
stacle detection and orientation devices. Some of the devic-
es found in the second category also have the purpose of 
signaling the people around the person using them about the 
user’s condition. 

The purpose of this paper is to present a concept device 
for obstacle detection meant to be used by visually impaired 
individuals. The concept is based on the classic long cane 
used by the visually impaired and it features additional 
obstacle detection, user interaction and signaling functions. 

II. ANALYSIS OF EXISTING DEVICES  
AND IDENTIFYING NEEDS  

Daily use objects for the visually impaired are adapta-
tions of general use objects with Braille markings, which 

make them usable by blind people. Objects in this category 
stretch from currency and packaging to watches, entertain-
ment and electronic and communication devices. 

Most of the devices in obstacle detection and orientation 
category are based on the well known long cane used by the 
visually impaired, with additions in terms of obstacle sens-
ing and user positioning [3],[5],[7]. From the multitude of 
obstacle detection devices described in literature, the ones 
based on the classic cane are equipped with ultrasonic or 
infrared sensors for the purpose of obstacle detection, and 
tactile or acoustic user interfacing. Most of these devices are 
designed to detect obstacles up to waist level, placed mainly 
in the user’s horizontal walking plane [2],[4]. Such devices 
can enhance the user’s perception on the obstacles placed on 
the desired walking path by providing information on the 
obstacles’ existence with a wider range compared to the 
classical long cane. However, obstacles placed at waist 
height and above are imperceptible to such devices, there-
fore posing a possible threat to the user. 

In order to detect obstacles above waist level, several 
head-worn devices have been designed. Such devices detect 
obstacles by means of ultrasound sensors and interact in a 
tactile fashion with the user. However, these devices are 
only complementary to a handheld device for primary ob-
stacle detection. 

With the advance and higher availability of GPS tracking 
devices, some existing obstacle detection devices have also 
been equipped with such technology, giving them an addi-
tional orientation function.[5] 

A series of discussions have been conducted with a group 
of 18 visually impaired individuals who use the classic long 
cane. The interviewed persons consider the long cane as 
being very useful for obstacle detection at a lower level and 
for warning purposes. However, they have pointed out the 
lack of obstacle detection above ground level (parked cars, 
barriers etc.). This lack of detection accuracy can result in a 
possible damage of the cane and the user’s injury. 

When asked about the features considered to be useful in 
a modern detection device, the interviewed individuals 
manifested their interest in long distance detection of ob-
stacles placed on the walking surface, the possibility of 
detection range selection according to the user’s height and 
movement speed and the implementation of both acoustical 
and tactile interaction with the device. The suggested  
design also featured light weight, water tightness and shock 
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resistance for high reliability at prolonged use in various 
environments. 

III. THE PROPOSED SYSTEM 

Following the analysis of available devices and the dis-
cussions conducted with the visually impaired individuals, a 
design for the proposed system has been conceived. 

 

Fig. 1 The device’s proposed design 

The proposed design consists of a module hosting two  
ultrasonic sensors, a photoresistor, an accelerometer, a pie-
zoelectric speaker, an Arduino microcontroller and a Li-
thium-Polymer battery as the system’s main power source. 
The module is attachable to a classic long cane used by the 
visually impaired, providing an upgrade to an existing de-
vice. In addition, a led strip is attached along the cane in 
order to visually signal the user’s presence and intentions to 
other people (by-passers or drivers). The usage of the detec-
tion system in enclosed spaces can result in false detections 
by the ultrasonic sensors, therefore the cane will be used as 
secondary detection device, also providing redundancy in 
case the battery is depleted. 

The two ultrasonic sensors are used for obstacle detec-
tion. The lower sensor (Fig. 1 – 4) is meant to detect ob-
stacles which may come in contact with the user’s lower 
body, having a maximum detection range of four meters. 
When an obstacle is detected, the user is warned by means 
of an electromagnetic vibrator placed on the cane’s handle. 
The vibratory output has three levels of intensity, starting 
from the lowest level for obstacles detected at a longer dis-
tance and increasing as the distance between the obstacle 
and the detection system decreases. 

The other ultrasonic sensor (Fig. 1 – 3) is used for detect-
ing obstacles targeted at the user’s upper body, with a  
maximum detection range of two meters. In order to provide 
the user with accurate and usable information regarding the 
surrounding environment, when obstacles are detected by 
the upper sensor warnings are issued by means of a piezoe-
lectric speaker, therefore eliminating possible confusions 
between obstacles placed in lower or upper body sections. 

 

Fig. 2  The implemented prototype 

The obstacle detection system based on the two ultrason-
ic sensors both increases the detection range of the classic 
long cane (lower sensor) and provides detection of up to 
head level obstacles (upper sensor), which is not granted by 
the classic device. 

Another function of the proposed device is to signal the 
user’s intention of crossing the street. Usually, visually 
impaired individuals raise their canes up to a parallel posi-
tion with the ground when they want to cross the street, 
therefore making drivers aware of their intention. In order to 
increase the awareness of the traffic participants, the cane 
has been equipped with a white LED strip which gets po-
wered up when the accelerometer placed in the attachable 
module senses that the user has modified the inclination of 
the device up to a position parallel to the ground, therefore 
showing the intention of crossing the street. The LED strip 
is powered off when the cane is repositioned in normal 
usage position. In addition to this function, the accelerome-
ter constantly monitors the device’s movement. Weather no 
motion is detected for more than ten seconds, the obstacle 
detection system is powered off in order to preserve battery 
life, when the accelerometer senses motion, the obstacle 
detection system is automatically resumed. 

In order to signal the user’s presence to other individuals 
in dark environment, the system has been equipped with a 
photoresistor. When the illumination level detected with the 
photoresistor drops under the 200 lux value, the microcon-
troller powers on the LED strip placed along the cane, mak-
ing the device and its user more visible to other individuals, 
pedestrians and drivers alike. When the illumination level 
grows above the mentioned value, the LED strip is automat-
ically powered off by the microcontroller in order to in-
crease battery life. At each system start-up a battery check is 
conducted, giving the user information about the battery’s 
charge level by means of the piezoelectric speaker. 
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IV. THE EXPERIMENTAL DEVICE 

The system’s sensors’ output signals are acquired by the 
Arduino microcontroller which analyses and interprets the 
measurement data accordingly to the programming algo-
rithm written in its memory. After the input data has been 
processed according to the algorithm, the microcontroller 
generates output signals which command the system’s ac-
tive components. The device’s block diagram is shown in 
the following figure. 

Ultrasonic
sensors Photoresistor Accelerometer

Arduino
Microcontroller

Vibrator Piezoelectric
tweeter LED strip

Inputs (sensors)

Outputs (active elements)

Data acquisition, processing and control

 

Fig. 3 The proposed system’s block diagram 

In order to keep the dimensions of the final device to a 
minimum, a custom circuit board has been designed and 
implemented, having  the same size and connection pin 
display as the microcontroller development board, allowing 
the superposition of the two and connecting all the sensors 
and the active elements to the device’s processing unit. 

 

Fig. 4 The PCB design and its implementation 

After attaching the proposed device to a 150 centimeters 
cane, a series of measurements have been conducted in 
order to determine the system’s obstacle detection capabili-
ties and accuracy. Tests have been conducted in an  
environment in which various types of obstacles have been 
simulated. The choice for the simulated obstacles has been 
made considering daily real-life situations an individual 
might get confronted with while using the detection device 
both in indoor and outdoor environments. These objects 
have been placed in the horizontal walking plane as well as 
above the ground, simulating possible situations where the 

user could encounter obstacles which might harm the upper 
section of the body. The objects considered as obstacles 
placed in the walking plane are a rectangular box facing the 
user with a flat surface and an edge, a PVC pipe with a 15 
centimeters diameter placed at 10 centimeters above the 
ground and an office chair, while the ones considered for 
the upper section are a branch, an irregular object (wooden 
plank covered with wire mesh), a horizontal pipe with a 10 
centimeters diameter, a vertical porous flat surface and a flat 
wooden board positioned both vertically and inclined at a 
45° angle towards the detection device. The measurements 
have been conducted in the mentioned intervals, with the 
obstacles being placed at distances starting from the range’s 
lower limit and covering the whole interval in 20 centime-
ters steps. Due to the high volume of measurement data, 
only the information considered as the most relevant will be 
presented in the following tables. 

The absolute and relative errors presented in the tables 
are computed between the detection distance given by the 
ultrasonic sensors and the actual distance the object has 
been placed from the detection device. 

Table 1  Measurement results for obstacles placed in the horizontal  
walking plane 

Object Maximum detec-
tion distance 

[cm] 

Maximum abso-
lute error [cm] 

Maximum relative 
error [%] 

Rectangular 
box – flat 
surface 

400 23 
11.33 

Rectangular 
box – edge 

200 44 
18.03 

PVC pipe 220 18 10.11 

Office chair 280 18 6.98 

 
Out of the simulated obstacles, detection of the rectangu-

lar box with an edge facing the user has the poorest accura-
cy. This obstacle is detected at 200 centimeters from the 
user, which can be considered as a safe detection distance 
for an object placed in the horizontal walking plane, since 
the sensorial system is also backed-up by the long cane. 

Table 2  Measurement results for obstacles placed at head level 

Object Maximum 
detection 

distance [cm] 

Maximum 
absolute error 

[cm] 

Maximum 
relative error 

[%] 

Branches 200 22 12.09 

Irregular object 180 19 11.95 

Horizontal pipe 200 14 9.09 

Vertical porous surface 200 21 13.04 

Vertical wooden board 160 29 17.95 

Inclined wooden board 200 12 7.89 
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The lowest detection distance for obstacles placed at the 
user’s head level is observed in the case of the vertical 
wooden board, which is detected only at a distance of 160 
centimeters, which however can be considered as safe for 
the user at a normal walking speed. 

The same measurements have been conducted with the 
obstacles and the sensors placed at the same level with con-
siderably lower detection errors, due to the fact that the 
sensors used in the experimental system are designed to 
have maximum detection accuracy when positioned in the 
same plane as the obstacle. In spite of this slight inconve-
nient, the detection distances for obstacles placed both in 
the user’s walking plane as well as the ones placed at head 
level are considered to be satisfactory. 

V. CONCLUSIONS  

The paper introduces an experimental device consisting 
of an attachable module with a classic long cane used by 
visually impaired individuals for obstacle detection. The 
main purpose meant for the device was to enhance the ob-
stacle detection function of the classic long cane in the  
user’s walking plane, as well as introducing additional func-
tions such as detection for possible obstacles which may 
occur in the user’s upper body section. The obstacle detec-
tion is signaled by means of both acoustical and tactile  
stimuli generated by the system’s active elements. Further-
more, an optical warning system has been included in the 
experimental device. Its purpose is to signal the user’s pres-
ence, raising the awareness of other traffic participants (both 
pedestrians and drivers) about the user’s intentions. Other 
features of the presented device are the battery monitoring 
function and the automatic stand-by switching which has 
been devised for energy saving reasons. 

The main advantage of the presented concept consists in 
the fact that the experimental module is attachable to a clas-
sic long cane used by visually impaired individuals which 
requires minimum adjustments to an existing device. Fur-
thermore, all the detection functions and the auxiliary ones 
are integrated and performed by a single device, making the 
system easy to implement and to use. 

Given the fact that the presented device is a conceptual 
prototype resulted from preliminary discussions conducted 
with visually impaired individuals, it may lack the robust-
ness intended for usage on a daily basis. However, it is the 
authors’ intention to present the prototype in its present 
form to a group of visually impaired individuals for further 
assessment of the functionality and to implement features 
based on the group’s feedback in a device which would be  
 

suitable for daily use. Further studies are intended to deter-
mine improvements for the proposed device’s functions and 
to reduce the classic long cane users’ learning curve. 
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Abstract— Diabetic peripheral sensory neuropathy is a 
common complication of diabetes that can cause considerable 
morbidity and mortality in diabetic patients. It increases the 
risk for complications of diabetes such as amputations and foot 
ulcers, thus it is important to detect peripheral neuropathy 
early so that diabetic foot care education can be provided and 
protective measures can be used to avoid devastating compli-
cations with the diabetic foot. Our aim of this paper was to 
study the incidence and extent of peripheral sensory neuropa-
thy in diabetic patients with <5, 5–10 and >10 years duration 
of diabetes using two different modalities of testing: 5.07 
Semmes-Weinstein Monofilament Testing (SWMT) and Rap-
id-Current Perception Threshold (R-CPT) measurements 
using the Neurometer. Our study population consisted of 60 
patients treated for diabetes mellitus in the Unirea Medical 
Center. Thirty-five, 15 and 5 patients had duration of diabetes 
of 5, 5–10 and 10 years, respectively. All patients were tested 
for sensory neuropathy using SWMT and the Neurometer. 

Our results showed that a higher incidence of sensory neu-
ropathy was found in patients with a longer duration of di-
abetes, especially in those who have been diagnosed for >10 
years. Even for patients with <5 years duration of diabetes, the 
incidence of sensory neuropathy detected was considerable. 
The incidence of neuropathy detected continued to increase 
with length of duration of diabetes. Hence, we recommend 
screening of patients for neuropathy as soon as they are diag-
nosed with diabetes. Also CPT measurement with the Neuro-
meter has been shown to be clinically valuable in detecting 
peripheral nerve dysfunction. Applying 5Hz current detected 
the most patients with diabetic neuropathy compared to the 
other two frequencies, finding that confirm the well-known 
fact that diabetes mellitus is a small fiber disease. 

Keywords— diabetes, neuropathy, Neurometer 

I. INTRODUCTION  

Diabetic neuropathy is one of the most common neuropa-
thy especially in industrialized countries and it is associated 
with a wide range of clinical manifestations. The vast ma-
jority of patients with clinical diabetic neuropathy have a 
distal symmetrical form of the disorder that progresses fol-
lowing a fiber-length-dependent pattern, with sensory and 
autonomic manifestations predominating [1]. Due to the fact 
that diabetic neuropathy is one of the main risk factor for 
development of diabetic foot ulcers (being associated as a 

predictive factor for limb loss) and it’s also significantly 
associated with patient’s increased rate of morbidity and 
mortality, it’s important to detect peripheral neuropathy 
early so that diabetic foot care education can be provided 
and protective measures can be used to avoid devastating 
complications with the diabetic foot [2, 3, 4]. 

For diagnosing peripheral neuropathy there is no gold 
standard available. The San Antonio consensus panel has 
recommended that at least one measurement should be per-
formed in five different diagnostic categories. These are 
symptom scoring, physical examination scoring, quantita-
tive sensory testing (QST), cardiovascular autonomic func-
tion testing and electro-diagnostic studies (EDS) [5,6]. 

Novel investigative techniques, such as quantitative sen-
sory testing and subcutaneous pressure perception threshold 
measurement, have shown much promise, but applicability 
in the clinical setting remains limited. Among the quantita-
tive methods, measurement of the current perception  
threshold (CPT) using the Neurometer® (Neurotron Inc., 
Baltimore, Maryland, USA) has been shown to detect and 
quantify disorders of peripheral nerve function in several 
clinical situations [7, 8, 9]. 

II. OBJECTIVES 

To study the trend of incidence of sensory neuropathy de-
tected in diabetic patients with different durations of di-
abetes. 

To compare the incidence of neuropathy detected by two 
different modalities of assessment for sensory neuropathy: 
Semmes-Weinstein Monofilament Test (SWMT) and Rapid 
Current Perception Threshold (R-CPT) measurements using 
the Neurometer. 

III. MATERIAL AND METHODS 

The study involved 60 patients with type 2 diabetes 
treated at Unirea Medical Center. 38.3% were females and 
61.7% were males. Their ages ranged between 21 and 69 
years, with the average being 54.63 years. The patients were 
divided into three groups according to their duration of 
diabetes: <5 years (Group A), 5-10 years (Group B), >10 
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patients showed sensory neuropathy at 5Hz. For group B, 
sensory neuropathy was detected in 20% of patients at 
2000Hz, 30% of patients at 250Hz and 66.66% of pa-
tients at 5Hz. For group C, 20% of patients showed  
sensory neuropathy at 2000Hz, 30% of patients at 
250Hz, and 90% of patients at 5Hz (the difference  
between 2000Hz and 5Hz is statistical significant 
p=0.02)  (Table 1). 

Table 1 Incidence of sensory neuropathy (% of patients) 

  Neurometer (hallux site) 

Duration of diabetes 
(years) SWMT 2000Hz 250Hz 5Hz 

<5 11.4 17.14 22.85 25.71 

5-10 26.6 20 30 66.66 

>10 50 20 33.33 90 

All durations 21.7 21.6 30 46.6 

 

 

Fig. 5 Incidence of sensory neuropathy with different durations of diabetes 

Incidence of sensory neuropathy with different modali-
ties of assessment: 

- SWMT detected sensory neuropathy in 21.7% of all 
patients. R-CPT measurements at the big toe site 
showed a higher proportion of patients with sensory 
neuropathy for 250Hz and 5Hz (30% respectively 
46.6%) (Fig.6). We also obtain statistical significance 
between patients with neuropathy when 2000Hz and 
5Hz stimulus was applied (p=0.04). 

 

Fig. 6 Incidence of sensory neuropathy with different modalities of  
assessment 

We also performed analysis of lot depending on the  
stage of nerve damage (hyperesthesia or hypoesthesia).  
We noticed that the number of patients diagnosed with 

hyperesthesia is even higher as the duration of diabetes is 
higher (for group A: 2,85% at 2000Hz, 0% at 250Hz and 8,57 
at 5Hz; for group B: 6,66% at 2000Hz, 13,33% at 250Hz and 
40% at 5Hz; for group C: 10% at 2000Hz, 20% at 250Hz and 
50% at 5Hz) and found that the frequency of 5Hz have the 
highest incidence of patients with hyperesthesia. 

We observed the same trend for patients with hypoesthe-
sia, their number being correlated with duration of diabetes. 
In this situation also, the routine application of 5Hz fre-
quency identified most patients with hypoesthesia. 

Patients also completed a symptom questionnaire (neu-
ropathy symptoms score), a score of 3-4 points highlight 
mild symptoms, 5-6 points moderate impairment and more 
than 7 points means severe symptoms [14]. In patients with 
more than 10 years of diabetes duration were obtained sig-
nificantly higher scores, severity of symptoms is clearly 
correlated with duration of diabetes. Thus a score of less 
than 3 was achieved in 71.4% of patients in group A, 33.3% 
in group B and 20% in patients group C. A score between 7 
and 10 points were obtained 13.3% of group B patients and 
60% of patients in group C. 

V. DISCUSSIONS 

In our study there was a marked increase in the amount 
of sensory neuropathy detected in patients with >10 years 
duration of diabetes using the SWMT and R-CPT measure-
ments by the Neurometer. Our results also showed a statisti-
cally higher incidence of sensory neuropathy in patients 
with >10 years duration of diabetes when compared with 
those with <5 years duration of diabetes (SWMF: p=0.03, 
Neurometer 250Hz: p=0.038; 5Hz: p=0.02). These findings 
are consistent with existing evidence. Sosenko et al. (1999), 
in their study involving 3638 American Indians, found that 
marked foot insensitivity detected with the SWMT was 
uncommon within the first few years of diagnosis of di-
abetes, and that individuals who had diabetes between 5 and 
10 years were twice as likely to have had sensory neuropa-
thy than those who had diabetes for <5 years [15]. 

The incidence of sensory neuropathy detected by the 
Neurometer (250Hz: 30%, 5Hz: 46.6%) is significantly 
higher than that detected by the SWMT (21.7%), statistical 
significant only for 5Hz (p=0.01). Hence, we find that the 
Neurometer can be a useful additional tool for the detection 
of sensory neuropathy, in addition to SWMT. In a similar 
study done by Cheng et al. (1999) which involved 558 type 
2 diabetics, 59 were found to be positive on SWMT, 45 
positive on Vibration Perception Threshold and 189 positive 
on R-CPT measurements by the Neurometer [16]. They 
found that the Neurometer detected peripheral sensory neu-
ropathy in significantly more patients as compared to 
SWMT and Vibration Perception Threshold. 
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Even for patients with <5 years duration of diabetes 
(Group A), sensory neuropathy was present in 11.4% 
(SWMT) and 17.4% (big toe site 2000Hz) of the patients. 
This incidence is considerable. Neuropathy further in-
creased in Group B and Group C. 

VI. CONCLUSIONS 

Our results showed that a higher incidence of sensory 
neuropathy was found in patients with a longer duration of 
diabetes, especially in those who have been diagnosed for 
>5 years. We found a significant incidence of sensory neu-
ropathy in diabetics with less than 5 years duration of di-
abetes. Therefore, we recommend screening for sensory 
neuropathy in patients as soon as diabetes is diagnosed. 

Also CPT measurement with the Neurometer has been 
shown to be clinically valuable in detecting peripheral nerve 
dysfunction. Applying 5Hz current detected the most pa-
tients with diabetic neuropathy compared to the other two 
frequencies, finding that confirm the well- known fact that 
diabetes mellitus is a small fiber disease. Also, frequency of 
5Hz was found to be the most sensitive in detecting patients 
with hyper and hypoesthesia. This method has the advan-
tages of being able to assess large myelinated, medium-size 
myelinated and unmyelinated fibres, and to divide patients 
with diabetic neuropathy into those with normoaesthesia, 
hyperaesthesia and hypoaesthesia. 

However, it does have limitations in terms of its sensitiv-
ity and large variability. A combination of conventional 
methods with CPT should therefore be helpful in elucidat-
ing disordered peripheral nerve function in diabetic patients. 
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Abstract— Hearing impairment is one of the most common 

problems nowadays which affects the quality of life in terms of 
speech understanding and communication abilities. Therefore, 
untreated hearing loss may negatively impact social life. Mild 
to moderate hearing loss may be compensated by employing a 
hearing aid. The hearing aid performs sub-band division of the 
auditory signal, and then amplifies each sub-band in order to 
correct the patient’s audiogram. Designing the hearing aid 
sound processor for optimal audiogram correction requires the 
determination of the number of sub-bands, filter order and 
sub-band gains respectively. Considering the conflicting nature 
between solution quality and hardware resources, designing 
the sound processor is a matter of compromise. This article 
proposes an evolutionary approach to designing the sound 
processor, which treats the design as a multi-objective 
optimization (MOO) problem. Thus, the sub-band number, the 
sub-band filter order and the audiogram correction function 
are simultaneously optimized. The determination of the sub-
band gains, for a given configuration of sub-band number and 
filter order, is treated as a single-objective optimization (SOO) 
problem. Dedicated genetic algorithms (GA) are used to solve 
both MOO and SOO problems. The MOO was handled with 
the Pareto frontier method. The functionality of the proposed 
design algorithm is illustrated on two conclusive design 
examples for optimal audiogram correction.  

Keywords— hearing aid, sound processor, genetic 
algorithms, multi-objective optimization, Pareto frontier. 

I. INTRODUCTION  

Hearing impairment is one of the most common 
problems nowadays which affects the quality of life. More 
than 500 million people worldwide experience a certain 
degree of hearing loss [1].  

Hearing impairment affects speech understanding, and 
consequently communication abilities. Adults suffering 
from hearing loss may experience difficulties with respect 
to employment, education, and general well-being. As far as 
children are concerned, hearing loss can severely impact 
learning and development. Thus, untreated hearing loss may 
negatively impact the social life [2]. 

The three basic types of hearing loss are classified, 
depending on the underlying disease, into conductive 
hearing loss, sensorineural hearing loss, and mixed hearing 
loss [2]. For a correct assessment of the severity of hearing 

impairment, hearing loss is characterized in terms of degree 
of hearing loss and configuration of hearing loss.  

The degree of hearing loss provides a quantitative 
representation in dB of the auditory signal attenuation. 
Different ranges of the degree of hearing loss are listed in 
Table 1 [2]. Accordingly, hearing impairment accounts for 
more than 20 dB hearing loss.  

Table 1 Ranges of the degree of hearing loss [2] 

Degree of hearing loss Hearing attenuation in dB

Normal <15 

Slight 16 to 25 

Mild 26 to 40 

Moderate 41 to 55 

Moderately severe 56 to 70 

Severe 71 to 90 

Profound > 91 

 
The configuration of the hearing loss provides an 

assessment of the degree of hearing loss vs. frequency. A 
graphical representation of the configuration of hearing loss 
is the audiogram. The shape of the audiogram differs 
depending on the underlying disease. For example, 
conductive hearing loss accounts for a flat audiogram. 
Sensorineural hearing loss, mixed hearing loss and hearing 
loss caused by noise damage and aging account for a high-
frequency hearing loss. Another common type of audiogram 
describes the reverse sloping hearing loss [3, 4]. While 
conductive hearing loss can be treated with medical or 
surgical intervention, sensorineural hearing loss is 
permanent and must be compensated with some form of 
auditory prosthesis.   

A hearing aid is a battery powered electronic device used 
to restore hearing to patients with mild to moderate hearing 
loss. Hearing aids basically consist of a microphone, a 
sound processor and a miniature speaker, i.e. the receiver. 
The sound received by the microphone is amplified with 
certain frequency selectivity within the sound processor and 
applied by the speaker into the patient’s ear. 

A typical implementation of the speech processor is 
illustrated in figure 1 and resembles a multi-channel 
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processing strategy. An automatic gain control (AGC) 
compresses the microphone signal into a narrower dynamic 
range. A bank of bandpass filters (BPF) performs sub-band 
division of the incoming auditory signal, and then each sub-
band is amplified independently. Digital implementations of 
the sound processor are common nowadays due to 
numerous advantages, e.g. flexibility, high number of 
channel filters, high-order BPFs, programmability feature, 
etc. However, advances in programmable low-power analog 
electronics have enabled the analog implementation of the 
AGC [5, 6] and analog filters [7, 8], making analog signal 
processing an attractive alternative to the digital 
counterpart. 

 

Fig. 1 Block diagram of the multi-channel speech processor 

In this article we propose an evolutionary approach to 
automate the design of the sound processor for optimal 
audiogram correction. Designing the sound processor for 
audiogram correction requires two stages: designing the 
filter-bank for sub-band division and designing the sub-
band gains. The novelty of this article stands in the 
employment of genetic algorithms (GA) to solve the design 
problem.  

This article is organized as follows. Section 2 defines the 
sound processor design problem. Section 3 describes the 
evolutionary approach to the sound processor design 
problem. Finally, some conclusive simulation results are 
given in Section 4. 

II. THE SOUND PROCESSOR DESIGN PROBLEM 

The sound processor of a multi-channel hearing aid is 
defined by a vector 

[n, Hi | i=1…n]                         (1) 

where n is the number of sub-bands and Hi is the transfer 
function of sub-band i processing chain, with i ranging from 
1 to n. The transfer function Hi of the ith sub-band 
processing chain, consisting of a BPF and an amplifier, is 
defined by a vector: 

[g, fc, BW, o]                            (2) 

where g is the sub-band amplifier gain, fc is the sub-band 
central frequency, BW is the sub-band bandwidth and o is 
the filter order.  

The sub-band division of the audio bandwidth into n sub-
bands is illustrated in figure 2, 

 

Fig. 2 Division of the audio bandwidth into n sub-bands 

where fci, fLi and fHi, are the center, lower cutoff and upper 
cutoff frequencies respectively, and BWi is the bandwidth of 
band-pass filter i. A logarithmic sub-band distribution, 
expressed as 

(3) 

where q is a constant defined as 

(4) 

best reproduces the physiology of hearing [9] and is 
therefore used in the hearing aid sound processor. The 
central frequency of each BPF is computed using factor q as 

(5) 

which is then used to compute the BPF boundary 
frequencies [9] 

(6) 

At this point stands the question of the optimal BPF 
number for sub-band division. A high number of BPFs 
obviously provides a fine resolution for the approximation 
of the audiogram correction function. This benefit comes 
with the cost of increased power consumption. On the other 
hand, design for a small number of BPFs will reduce the 
power consumption, but will affect the resolution, and 
implicitly the quality of the audiogram correction. 
Similarly, high-order BPFs achieve good sub-band 
selectivity. High-order filters however require more active 
elements, which increases the power consumption. In digital 
implementations, high-order filters will also cause higher 
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signal latency. Therefore, the choice of the BPF number, 
filter order and filter shape is a matter of compromise.  

Once the filter-bank is designed, the next step is to 
determine the sub-band gains to compensate the auditory 
signal attenuation in each sub-band respectively.  

Therefore, designing the sound processor translates to the 
complete determination of vector (1).  

III. THE PROPOSED EVOLUTIONARY DESIGN APPROACH 

In the proposed sound processor design approach, the 
design problem is defined as a multi-objective optimization 
(MOO) problem and is solved with genetic algorithms.  

Genetic algorithms (GA) are an iterative search method 
which operate on a population of solution candidates in 
order to minimize an objective function. A flow diagram of 
the GA is illustrated in figure 3 and is explained as follows. 

 

Fig. 3 Block diagram of the Genetic Algorithm [10] 

An initial population is randomly created according to a 
predefined chromosome pattern. The population is then 
evaluated in order to compute the fitness of each individual 
and see whether the optimization criteria are met. Should 
the optimization criteria be met, the algorithm stops. 

Otherwise, the algorithm enters the evolutionary loop to 
create a new generation by applying genetic operators 
inspired from natural evolution: selection, recombination 
and mutation. Additionally, the GA implementation from 
figure 3 applies the survival operator which copies the 
fittest individuals from one generation to the next. The 
evolutionary loop is repeated until the optimization criteria 
are finally met. The fittest individual from the final 
generation is the result of the evolutionary process [10, 11]. 

The chromosome to represent a solution candidate is 
defined as a triplet 

[n,o,G]                              (7) 

where G is a vector of n gain values, corresponding to the n 
sub-bands respectively. Chromosome (7) is decoded as 
follows. The filter bank is designed with equations (4-6) 
starting from BPF number n and filter order o. Next, each 
sub-band is amplified with the corresponding gain value 
from vector G. 

The MOO problem aims to optimize three distinct, yet 
competing, objectives. The first objective is to optimize the 
audiogram correction function for an increased hearing 
experience. This is performed by minimizing an error 
function which measures the difference between the 
expected and the instantaneous audiogram correction 
function respectively. The audiogram correction error is 
defined as  

(8) 

where aaudiogram is the attenuation in the patient’s audiogram, 
Gcorrection is the sub-band amplifier gain and f is the 
frequency for which the error value is estimated. The error 
value is computed as the sum of the audiogram correction 
error values for every frequency in the audiogram.  

The next two objectives target the minimization of the 
BPF number – n, and the filter order – o. The MOO 
objective function is thus a vector of three elements, 
standing for the three distinct objectives respectively, each 
aiming towards minimization: 

[err, n, o]                            (9) 

To be noticed is that, while individual objectives n and o 
directly appear in the definition of the GA chromosome (7), 
objective err is computed only after evaluating the current 
solution candidate. The determination of an optimal vector 
G to minimizes error function err is treated as a single-
objective optimization (SOO) problem, and is solved in a 
dedicated GA run for each instantaneous value of n and o 
respectively.  

We have chosen the Pareto frontier method to solve the 
MOO problem, because it is proven to maintain population 
diversity along the evolutionary process [12]. In Pareto 
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optimization all distinct objectives are considered equally 
important, and the solution candidates are evaluated in 
terms of Pareto optimality, i.e. Pareto non-dominance.  

Consider two distinct solutions to the MOO problem a1 
and a2, and multi-objective function OF with k independent 
objectives OFi, i=1…k. Solution a1 dominates solution a2 if 
and only if a1 is not weaker than a2 in any of the k 
objectives, but it is better in at least one objective [11, 12]. 
Dominance is expressed as: 

 (10) 

A solution a* is Pareto optimal, or non-dominated, if and 
only if it is not dominated by any other solution a. Pareto 
optimality is expressed as follows: 

(11) 

Considering the conflicting nature of the individual 
objective, it is clear that any Pareto optimal solution is not 
unique. The set of Pareto optimal solutions constitutes the 
Pareto optimal set, i.e. the Pareto frontier. Thus, the solution 
to the MOO problem in terms of Pareto optimality is the 
Pareto frontier, rather than a single solution. The difficulty 
of using the Pareto frontier method to solve the MOO 
problem stands in the fact that user intervention is needed to 
choose the preferred solution from the Pareto optimal set.    

IV. SIMULATION RESULTS 

The proposed sound processor automatic design 
algorithm was implemented in Matlab using the Genetic 
algorithm and Direct Search Toolbox.  

The GA to solve MOO problem, in order to optimize the 
number of sub-channels, the filter order and the audiogram 
correction function was implemented as follows. The 
population size was initialized to 30. The GA was 
implemented with a 80% cross-over rate and 20% mutation 
rate. Reproduction was implemented with a tournament 
selection scheme, an intermediate cross-over and a 
constraint dependent mutation scheme. Mutation was 
implemented with a Gaussian probabilistic function. The 
stopping criteria accounts for a maximum GA runtime of 
400 generations, or a number of 100 stall generation with an 
objective function tolerance of 10-4.  

For practical reasons, the maximum number of sub-
channels was restricted to 16 and the maximum filter order 
was restricted to 12.  

The GA to solve SOO problem, in order to compute the 
sub-channel gains, was implemented as follows. The 
population size was initialized to 60. The GA was  
 

implemented with a survival of 3 individuals, 70% cross-over 
rate and 30% mutation rate. Fitness scaling was implemented 
with a rank-based scaling scheme. Reproduction was 
implemented with a stochastic uniform selection scheme and 
a scattered cross-over scheme. Mutation was implemented 
with a Gaussian probabilistic function. The stopping criteria 
accounts for a maximum GA runtime of 200 generations,  
or a number of 10 stall generation with a function tolerance of 
10-6.  

Two conclusive design examples are presented as 
follows to illustrate the functionality of the proposed design 
algorithm. 

The first design example presents the correction of an 
audiogram, resembling a rather flat configuration of a mild 
hearing loss, figure 4. 
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Fig. 4 Audiogram, resembling a flat configuration of a mild hearing loss 

The multi-objective GA run lasted for 30 generations. 
The Euclidian distance d between two individuals i and j, 
i j, expressed as 

(12) 

is used to investigate population diversity along the 
evolutionary process. The average distance between 
individuals is plotted in figure 5, demonstrating that 
population diversity is indeed maintained along the 
evolutionary process. 

 

Fig. 5 Average distance between individuals vs. generations 
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The individuals on the Pareto frontier are listed in  
table 2. The n vs. err objectives for the individuals on the 
Pareto frontier are plotted in figure 6. The o vs. err 
objectives for the individuals on the Pareto frontier are 
plotted in figure 7. 

Table 2  The Pareto frontier after the GA run 

Individual err  n o 

1 5.0912 1 2 

2 0.7035 4 4 

3 0.6921 4 6 

4 1.5475 2 2 

5 1.5453 2 2 

6 1.4759 3 2 

7 1.4414 3 4 

 

Fig. 6 Pareto frontier n vs. err 

 

Fig. 7 Pareto frontier o vs. err 

As expected, a high audiogram correction accuracy is 
achieved for a high number of BPFs in the filter bank. 
Similarly, a high audiogram accuracy is achieved for high 
sub-band selectivity, i.e. high filter order. 

We have chosen Individual 2 from the Pareto frontier 
because it is the best compromise between audiogram 
correction accuracy, number of sub-channels and filter 
order. For individual 2, the vector of sub-band gains 
resulting after the SOO GA run is 

G = [20 40 30 20]                 (13) 

The single-objective GA run lasted for 128 generations. 
The evolution of the objective function vs. generations is 
plotted in figure 8, with solid line for the best fitness and 
dotted line for the mean fitness, illustrating algorithm 
convergence.  

 

Fig. 8 Evolution of the fitness value vs. generations 

The filter-bank with the corresponding sub-band gains 
for optimal audiogram correction is illustrated in figure 9. 

 

Fig. 9 The audiogram correction characteristics 

The second design example presents the correction of an 
audiogram, resembling a high-frequency severe hearing 
loss, figure 10. 
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Fig. 10 Audiogram, resembling a severe high-frequency hearing loss 
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The individuals on the Pareto frontier are listed in table 
3. We have chosen Individual 5 from the Pareto frontier 
because it is the best compromise between audiogram 
correction accuracy, sub-channel number and filter order. 
For individual 5, the vector of sub-band gains resulting after 
the SOO GA run is 

G = [20 40 60 60 80 80]                 (14) 

Table 3  The Pareto frontier after the GA run 

Individual err  n o 

1 1.8220 12 2 

2 2.1810 9 2 

3 7.1900 1 2 

4 1.4240 3 12 

5 0.8480 6 8 

6 1.7130 3 6 

7 1.7330 4 8 

 
The single-objective GA run lasted for 132 generations. 

The filter-bank with the corresponding sub-band gains for 
optimal audiogram correction is illustrated in figure 11. 

 

Fig. 11 The audiogram correction characteristics 

V. CONCLUSIONS  

This article illustrated an evolutionary approach to solve 
the problem of designing a multi-channel sound processor 
for optimal audiogram correction with hearing aids. The 
design problem was formulated as a MOO problem and was 
solved with GAs. The Pareto frontier method was used to 
handle the multi-objective nature of the optimization 
problem. The functionality of the proposed design algorithm 
was illustrated on two specific examples of audiogram 
correction.  

The simulation results illustrate that the specifications for 
audiogram correction are fully satisfied. However, the 
recorded design times are rather long, stemming from the 
imbrication of two distinct GAs. As future work, we  
 

propose to shorten the design time by defining a variable 
length representation of the design problem and solve it in a 
single evolutionary process.  
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Abstract— Electromyography is a technique for evaluating 
the electrical activity of muscles. The EMG signal measure-
ment is useful for the detection and analysis of muscle tissue 
activity. If the EMG signal is acquired from the surface of the 
skin, the signal is called Surface EMG or SEMG. The SEMG 
signal is a small amplitude signal which is strongly affected by 
noise. SEMG signal processing increases the signal–to-noise 
ratio (SNR), optimizes the electrode-skin impedance, and 
cancels the crosstalk of adjacent units. The SNR depends on 
external electromagnetic disturbances, and also on the quality 
of the equipment involved in the acquisition of EMG signal, 
like electrodes, preamplifiers, analogue-to-digital convertors 
(ADC) and digital processing blocks. This paper presents the 
development and implementation of a SEMG signal acquisi-
tion block. This block amplifies, filtrates, converts and memo-
rizes in digital format for further processing the SEMG signal. 
The main IC is TI’s ADS1298 Low-Power, 8-Channel, 24-Bit 
analogue front-end for biopotential measurements. Our im-
plementation uses in front of the ADS1298 a set of instrumen-
tation amplifiers, AD620, in order to increase the SNR. The 
ADS1298 transfers the digital data to a microcontroller via a 
SPI interface. We intend to use the Xilinx XUPV5 platform to 
digitally process the signal, so this board is interfaced with the 
microcontroller via a parallel interface. 

Keywords— SEMG amplifier, ADS1298, instrumentation 
amplifier, microcontroller 

I. INTRODUCTION  

Electromyography is a technique for evaluating the 
electrical activity of muscles. [1]. 

Small electrical currents are generated by muscle fibres 
prior to the production of muscle force. These currents are 
generated by the exchange of ions across muscle fibre 
membranes, as part of the signalling process for the muscle 
fibres to contract [2]. The EMG signal can be measured by 
applying electrodes to the skin surface. 

The measurement of the SEMG signal is dependent on a 
series of factors: the timing and intensity of muscle contrac-
tion, the distance of the electrode from the active muscle 
area, the properties of the tissue, the skin – electrode charac-
teristics, the electrodes’ and amplifiers’ properties. [2]. The 
SEMG signal processing increases the signal-to-noise  
ratio (SNR), optimizes the electrode-skin impedance, and 
cancels the cross talk of adjacent units. The SNR depends 

on external electromagnetic disturbances, and also on the 
quality of the equipment involved in the acquisition of the 
EMG signal, like electrodes, preamplifiers, analogue-to-
digital convertors (ADC) and digital processing blocks. The 
goal in SEMG signal measurements is to maximize the 
signal-to-noise ratio SNR [2]. The most important noise 
parameter is the ambient noise generated by electromagnetic 
devices such as power lines, the AC power supply, espe-
cially switching power supply, and any kind of electrical 
equipment in the vicinity, including computers and cell 
phones. 

Using a bipolar electrodes arrangement, with a differen-
tial amplifier input stage, the transducer noise and common 
signal components can be suppressed [3]. The stability of 
the skin electrode’s impedance and the balance in imped-
ance between the electrodes sites increases the SNR. The 
electrode-skin interface generates a DC voltage potential, 
mainly caused by a large increase in impedance from the 
outermost layer of skin, included dead skin material and oil 
secretion [2]. The DC potential can be minimized using 
gelled electrodes, or electrode gel between electrodes and 
skin. Crosstalk can be avoided by choosing the appropriate 
size of the electrodes’ conductive area and the appropriate 
inter-electrode distance [2]. Decreasing the inter-electrode 
distance decreases the effective recording distance and 
shifts the EMG bandwidth to higher frequencies [4]. 

II. MATERIALS AND METHODS 

The block schematic of the hardware interface is shown 
in Fig. 1. The main blocks are: the preamplifier units, the 
front-end IC with 8 channel amplifiers, filters and 24 bit 
ADC, the microcontroller block and the Xilinx XUPV5 
platform.  

The preamplifier units were made with low noise, high 
CMRR, low power AD 620 instrumentation amplifiers. The 
gain of the preamplifier was set to 75. The schematic is 
shown in Fig. 2. This block was added after several tests 
with the electrodes connected directly to ADS1298 front-
end IC. In these tests the SNR was very poor, and we  
decided to introduce this preamplifier. In part III, Experi-
mental Results, we will show that the decision to add this 
preamplifier brought about improved outcomes. 
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Fig. 1 Block diagram of the surface SEMG processing equipment 

 

 

Fig. 2 SEMG signal preamplifier 

The electrical parameters of the preamplifier are: 

• Gain: 75 
• Frequency bandwidth: 0 – 70kHz 
• CMRR: 95 dB 
• Input impedance: 4.4 MΩ 
• Output impedance: 50 Ω 
• Slew-rate: 1.2V/us 
• Equivalent electrical noise at f=1kHz: 100uV/ Hz  

For SEMG electrodes we used low-cost, auto adhesive 
ECG electrodes. In this case the optimal values for R4 and 
R5 resistors (2.2 MΩ) were determined experimentally for 
minimum noise. The R1 resistor set the gain.  

The global frequency characteristics of the SEMG pre-
amplifier, plotted from simulation in ORCAD Pspice v.9.2 
environment, are shown in Fig. 3. The characteristic is for a 
band–pass amplifier with fLP=0.16Hz, fHP=76.5 kHz, and 
37dB gain. The C1 capacitor avoids the DC saturation of 
the ADS1298 due to the skin-electrode offset voltage. 
 

 

Fig. 3 SEMG preamplifier phase/frequency characteristics 

The front–end of this equipment was designed with a 
powerful IC ADS1298 made by Texas Instruments. The 
ADS1298 is a multichannel, simultaneous sampling, 24-bit, 
delta-sigma (ΔΣ) analog-to-digital converters (ADCs) with 
built-in programmable gain amplifiers (PGAs), internal 
reference, and an onboard oscillator [10]. The ADS1298 
incorporates all of the features that are commonly required 
in medical applications that involve biological signal meas-
urements, like ECG, EEG or EMG. The internal structure of 
this IC is very flexible and we use this features in order to 
develop a specific SEMG signal application.  

The ADS1298 is connected to the preamplifiers stages in 
a single–ended configuration. This configuration is not the 
best one for noise, but allows us to measure the signal with 
the oscilloscope. 

In the case of SEMG signals, the amplification of the 
preamplifier unit built in the IC can be set to a maximum 
12. This is not enough in SEMG measurement case. The 
ADS1298 functions are the following: 

• Amplify the SEMG signal to the max amplitude 
UPP=UREF=2.4V. 

• Simultaneous sampling and 24 bit conversions of 8 
channels. 

• Act as slave SPI circuit, and transmits the discrete 
SEMG signal to the microcontroller board. 

We use the ADS1298ECG-FE board from Texas  
Instruments. 

The microcontroller board, built with PIC16F887 IC, acts 
as master in SPI communication, configures the ADS1298 
via SPI, and converts the digital SEMG data in a parallel 
structure of 3 words of 8 bits for the Virtex-5 circuit. For 
the compatibility with the Xilinx XUPV5 board inputs, the 
PIC16F887 is powered with 3.3V. The schematic for con-
necting the microcontroller with ADS1298 and Xilinx 
XUPV5 board is shown in Fig. 4. 
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Fig. 4 Microcontroller connections with ADS1298 and Xilinx XUPV5 

The data flow diagram is shown in Fig. 5. The total time 
for 1 channel read at FOSC=20 MHz isTC1=10.4us. For 8 
channels the read cycle is: TC8=83.2us. 

 

Fig. 5 Microcontroller data flow diagram 

The hardware architecture is designed to permit watching 
the data flow between the component blocks. 

For data processing we used the Xilinx XUPV5 board. 
Virtex-5 FPGAs contain many hard-IP system level blocks, 
including the powerful 36-Kbit block RAM/FIFOs, second 
generation 25 x 18 DSP slices, Select IO™ technology with 
built-in digitally controlled impedance, ChipSync™ source-
synchronous interface blocks, system monitor functionality, 
enhanced clock management tiles with integrated DCM 
(Digital Clock Managers) and phase-locked-loop (PLL) 
clock generators, and advanced configuration options [9]. 
Figure 7 shows circuit internal architecture of Xilinx Virtex-
5 used in the trial. 
 
 

 

Fig. 6 Connecting Xilinx XUPV5 board to ADS1298 [12] 

 

Fig. 7 Xilinx XUPV5 hardware configuration 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

For reproducibility of the input signal, we use a special 
feature of the PicoScope 2205 MSO Oscilloscope. This 
feature permits to record a signal, to select a useful part of 
this signal as a pattern and generate this pattern at a chosen 
rate. The input signal is shown in Figure 8.  
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Fig. 8 Original SEMG signal 

In the red square is the part of the original SEMG signal 
that we will use as pattern for test signal. Figure 9 shows the 
parameters of the test signal. 

 

Fig. 9 Recorded SEMG signal by PicoScope 2205 MSO 

The SEMG signal used to generate the pattern was sam-
pled with three ECG electrodes, amplified and sampled with 
a 64.1 kHz frequency. For testing the equipment we used 
the block schematics depicted in Figure 10. 

 

Fig. 10 Block diagram of the experimental setup 

The SEMG signal used in the tests is a 20ms repetitive 
signal of the recorded pattern (Fig.10). The MISO line of 
the SPI signal between ADS1298 and PIC16F887 content 
the digital data of the SEMG signal, the data format for each 
channel data are two’s complement ands first, and is de-
picted in Figure 11. 

 

Fig. 11 The data signal on SPI interface between SDA1298 and 
PIC16F887 
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We used two logic analysers, first a PicoScope 2205 
MSO with PicoScope 6 software, and second a Sigma Logic 
Analyzer 1.11, in order to exhaustively test the equipment. 

 

Fig. 12 The data signal on parallel interface between PIC16F887 and J6 
connector on Xilinx board 

The SEMG recorded in the DDR2 memory on XUPV5 
board and converted from bins to voltage, as shown in  
Figure 13.  

For the conversion the following relationship was used: 

SEMG (V) =bins*LSB=bins*2.861e-7 (V); 

 

Fig. 13 The recorded signal (time voltage) 

 

IV. CONCLUSIONS  

In this paper we have developed an original SEMG sig-
nal acquisition system. The original part is the analogue-to-
digital processing block. The decision to add a preamplifier 
section in front of the front-end ADS1298 reduced the 
noise, and increased the CMRR for SEMG signals in the 
case of the use of regular ECG gel electrodes. The devel-
opment advantages of this method will be emphasised in 
future papers.  

We have used the PIC16F877 microcontroller as a proto-
col adapter between the ADS1298 and the Xilinx board. 
This decision has allowed us to better track the digital sig-
nal. In future versions of this equipment the ADS1298 will 
be directly interfaced via a SPI interface with the Xilinx 
board. 

Using the Xilinx board has allowed us to make on-line 
and off-line processing of the SEMG signals. The hardware 
algorithms for processing of the SEMG signal are very fast 
ones, making this equipment a valued platform for future 
research. 
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Abstract— Advanced modeling techniques and multipoint
temperature measurement devices are required in order to
create a complex intraperitoneal chemohyperthermia physical
model. This paper proposes two configurations appropriate for
the implementation of a multipoint temperature measurement
system. The design constrains were carefully defined consider-
ing the overall chemohyperthermia performance expectations
and the need to provide thermal data for building a consistent
3D thermal map of the intra-peritoneal volume.

Keywords— chemohyperthermia, peritoneal carcinomatosis,
wireless sensor, temperature measurement

I. INTRODUCTION

Peritoneal Carcinomatosis (PC) together with the hep-
atic metastases is related to the final stage of the cancer.
Most authors consider PC as a systemic disease, featuring a
remarkable resistance to standard treatments [1] [2], being
considered a surgically incurable pathological state, with di-
minished response to the systemic chemotherapy.

Sustained research efforts are devoted to the improvement
of the treatment of peritoneal carcinomatosis patients with
chemohyperthermia equipment [3]. Such equipment can be
developed based on a complex intra-peritoneal chemohyper-
thermia physical model and a functional model of the hyper-
thermic intra-peritoneal chemotherapy system (HIPEC).

HIPEC requires intra-peritoneal spread of cytostatic drugs,
at high temperatures (41− 43◦C), accomplished within 60-
120 minutes, during surgical interventions. HIPEC is supe-
rior to the intra-peritoneal administration of cytostatic drugs,
because the association of hyperthermia has a series of ad-
vantages: cytotoxic effect directly on the malignant cells
(even more as the tumor vascularization is better), favors the
penetration of cytostatic drugs in tumors and the increase of
cytotoxicity of certain chemotherapy substances (most im-
portant), by acting at DNA level. Although the cytostatic ef-
fect is proportional to the increase of the temperature, the hu-
man organism is the one to set the limits, as temperatures ex-
ceeding 45− 46◦C may induce local abdominal injuries and
systemic hyperthermia [4]. The currently accepted (closed
procedure) requires the usage of an equipment that can assist

in maintaining the intra-peritoneal temperature of the cyto-
static fluid in the range 42−43◦C, as well as in producing an
even distribution of the cytostatic fluid flow.

The problems of the commercially available equipment
are: � lack appropriate distributed temperature monitoring
for providing comprehensive information regarding the intra-
peritoneal temperature distribution; � uncontrolled flow dis-
tribution that favored the existence of multiple areas with a
temperature that is lower than the appropriate one, compro-
mises the synergic effect of the cytostatic drug; � lack of the
properly quantification of the volumes of the peritoneal cavity
before in order to identify optimal cytostatic liquid volume; �
lack of advanced control mechanisms implemented in order
to achieve homogenous temperature in the peritoneal cavity.
These limitations can be surpassed by the development of a
complex intra-peritoneal chemohyperthermia model able to
provide the basis for the development of high performance
HIPEC equipment. The key issues that have to be addressed
are: the design of a complex inflow distribution system with
multiple nozzles; a multipoint temperature measurement sys-
tem; smart control algorithms for localized flow and temper-
ature control; advanced perfusion system, based on multiple
delivery channels with individually adjustable flow and tem-
perature.

Most devices monitor the intra-peritoneal temperature in
several points (2 to 4), which is insufficiently to be sure that
the whole peritoneum is exposed to the optimal temperature.
In addition, up to the present, there are no criteria to consider
for standardization of the location of temperature sensors.

II. ARCHITECTURE OF THE MULTIPOINT

TEMPERATURE MEASUREMENT SYSTEM

Maintaining a homogenous temperature of the entire vol-
ume of cytostatic solution certainly requires permanent tem-
perature monitoring in multiple points, so one challenge is
the design of optimal placement of the sensors able to pro-
vide a consistent 3D thermal map of the intra-peritoneal vol-
ume during the whole procedure. The design of a HIPEC
multipoint temperature measurement system must address
the placement, the number, the mobility and transmission
method of the temperature sensors, in order to provide an
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architecture able to collect relevant and accurate temperature
data. A fully automated system allowing multipoint tempera-
ture measurement in HIPEC procedures with minimal expo-
sure of the personnel, would have to address: � a scalable
temperature measurement system (8 to 16 input channels)
� an accuracy of at least 0.2◦C and resolution better than
0.1◦C � appropriate size and geometry of the transducers for
reduced inertia and easy placement � hermetically sealed im-
plementation - all the devices have to withstand multiple ster-
ilization cycles � wireless communication and power source
(batteries) included in order to avoid cables and connectors �
energy efficient hardware/software codesign for assuring op-
eration for the whole duration of the procedure with batteries
having small size/capacity.

The above design constraints lead to several important
consequences. First of all, the transducers that offer small
dimensions and the required accuracy at low cost are the
platinum RTDs. This type of resistive transducers is usually
available in 1000Ω and 100Ω configuration, so low power
operation implies low currents that would produce quite low
voltage drops across the transducer. In the case of voltage
analog to digital converters (ADC), that are considered in
what follows, that would in turn determine an operation of
the ADC with voltage levels covering only a small frac-
tion of the input range. Any amplification of the signal
would make the system susceptible to further errors and sup-
plementary power consumption. The key elements of the
proposed architecture are: a low power microcontroller, a
wireless transceiver operating in the 2.4GHz industrial, sci-
entific and medical band, some ADC with serial bus interface
and 1000Ω platinum RTD transducers.

When selecting the AD converters, the main features con-
sidered were the resolution and the current consumption.
Both in the first configuration (Fig. 1) and the second config-
uration (Fig. 2), the use of a ratiometric setup has many ad-
vantages, but requires a precision series resistor Rre f , to serve
as a reference. The low current constrain requires this series
resistance to be at least ten times larger than of the transducer
(Rt = 1000Ω). As a consequence, less than one tenth of the
ADC input range will be used.

A reduction of the useful resolution of the converter with 3
or 4 bits imposes an analysis of the quantization error, since
the design has to offer the 0.2 accuracy and 0.1◦C resolu-
tion. The influence of the quantization error (maximum of
±1 LSB) on the measured temperature value is significant
when the resolution is less than 12 bits (Fig. 3). For this rea-
son, although microcontrollers with internal ADC are avail-
able, they can be used in our setups only if their resolution
is at least 12 + 3 bits (or 12+4 bits, depending on the ratio
between Rt and Rre f ).

Fig. 1 Setup for a multipoint temperature measurement using individual
ADC for each channel

The setups of Fig. 1 and 2 were prototyped using 1000Ω
RTDs, 10kΩ high precision wraparound thin film chip resis-
tors with tolerances of ±0.01% and 5ppm/◦C max. tempera-
ture coefficients, 3,6V LI-ION rechargeable batteries having
a nominal capacity of 2900mAh, and low cost 8-bit micro-
controllers and 2.4 GHz transceivers.

III. ESTIMATION OF THE POWER CONSUMPTION

A common approach to reduce the energy consumed by a
sensor is duty-cycling, which aims to achieve lower average
power consumption by setting the device into inactive state
whenever possible. The main consumers typically encoun-
tered in a wireless sensor are: the processing unit, the sensing
unit, and the communication unit. The duty cycle can be de-
fined as [5]:

δ =
Tact

Tact +Tinact
, 0 < δ < 1 (1)

where Tact is the period spend by the consumer in active state
and Tinact is the period in inactive state. The average current
consumption obtained by duty-cycling can be written as [5]:

Iδ =
IactTact + IinactTinact

T
= δ Iact +(1− δ )Iinact (2)

where T = Tact +Tinact . For a low average current consump-
tion δ should be considerably smaller than 1.
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Fig. 2 Setup with four I2C output ADCs for multipoint temperature
measurement

Table 1 presents the current consumption and the timing
of the active/inactive states for the main components used in
our setups. The average current consumption computed by
duty-cycling for each of these components is detailed in what
follows. A sampling period, Ts, of 2s is assumed.

The AD converters considered are low current consump-
tion circuits with differential input channels and two con-
version modes: one-shot conversion mode and continuous
conversion mode. Since low power consumption is a key re-
quirement for the considered setups, the devices are used in
one-shot conversion mode, where a single conversion is per-
formed after which the shutdown mode is automatically en-
tered. The active period, Tact , can be expressed as the sum
between the start-up time, the conversion time and the serial
communication time, thus the duty-cycle and the average cur-
rent consumption can be expressed as:

δsens =
Tsens,startup +Tsens,conv+Tsens,comm

Tsens,startup +Tsens,conv+Tsens,comm +Tsens,inact

Isens,δ = δsensIsens,act +(1− δsens)Isens,inact

For the setup in Fig. 2 (comprising four 16 bits ADCs,

Table 1 Current consumption

Module State Time Current

C8051F930 [6] Active 285ms / 90ms 3.5mA

Inactive T s−Tactive 0.85μA

CYRF6936 [7] Crystal Start-up 700μs 1mA

Synthesize 100μs 8mA

Active TX 458μs 26mA

Active RX 228μs 21.2mA

Inactive T s−1.5ms 0.8μA

MCP3551 [8] Active 73.1ms 120μA

Inactive T s−73.1ms 1μA

MCP3428 [9] Active 267.6ms 135μA

Inactive T s−267.6ms 0.3μA

RTD transducer

(Vre f = 2.048V )

Active Ts 1.5mA

each with four differential channels and I2C serial inter-
face), the timing for one converter is expressed as: � When
a power-up event occurs, approximately 300μs are required
before a conversion takes place: Tsens,startup = 300μs � The
conversion time for one channel is 66.7ms, thus Tsens,conv =
66.7ms/channel � For reading the conversion results, three
bytes are needed for each channel: the read command ini-
tiated by the master, followed by two bytes containing the
conversion results. Two more bytes are required for changing
the active conversion channel (write command followed by
the configuration byte). Setting the I2C frequency to 400kHz,
the communication time is Tsens,comm = 117.5μs/channel, re-
sulting that Tsens,active = 267.6ms, δsens = 0.1338, Isens,δ =
0.0183mA.

For the setup in Fig. 1 (comprising eight 22 bits ADCs,
each with one differential input channel and SPI serial inter-
face), the timing for one converter is: � Tsens,startup = 300μs
� Tsens,conv = 72.73ms � For reading the conversion results
(three bytes) at a frequency of 500kHz, Tsens,comm is 48μs,
resulting that Tsens,active = 73.1ms, δsens = 0.0365, Isens,δ =
0.0053mA.

The active period of the wireless communication unit takes
into account the crystal start-up time, the settling time of the
frequency synthesizer and the transmit/receive timings [7],
thus the duty-cycle and the average current consumption are:

δw =
Tw,oscstart +Tw,synth +Tw,RX +Tw,TX

Tw,oscstart +Tw,synth +Tw,RX +Tw,TX +Tw,inact
,

Iw,δ =
Iw,oscstart Tw,oscstart + Iw,RXTw,RX

Tw
+

Iw,T X Tw,T X + Iw,inactTw,inact

Tw
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resulting in the following values: δw = 0.0007, Iw =
0.0099mA.

The duty-cycle and the average current consumption for
the microcontroller is:

δμC =
TμC,act

TμC,act +TμC,inact

IμC,δ = δμCIμC,act +(1− δμC)IμC,inact

resulting the values δμC = 0.1425 and IμC = 0.4995mA for
TμC,act = 285ms and the values δμC = 0.0431 and IμC =
0.1516mA for TμC,act = 90ms.

Table 2 and 3 summarizes the duty-cycle and the average
current consumption computed for a sampling period of 2
seconds for the setups in Fig. 1 and Fig. 2, respectively. The
estimated consumptions for the two setups are presented in
Fig. 4 for Ts = 2s, Ts = 4s and Ts = 6s.

Table 2 Average current consumption by dutycycling for the setup in Fig.1

Module Duty-cycle Average-Current[mA]

C8051F930 0.0431 0.1516

CYRF6936 0.0007 0.0099

MCP3551 0.0365 0.0053

RTD transducer 1 1.5

Table 3 Average current consumption by dutycycling for the setup in Fig. 2

Module Duty-cycle Average-Current[mA]

C8051F930 0.1248 0.4376

CYRF6936 0.0007 0.0099

MCP3428 0.1338 0.0183

RTD transducer 1 1.5
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Fig. 4 Estimated consumptions

The active period of the microcontroller was set to be
greater than the ADC’s conversion time. Further improve-
ments can be made by setting the microcontroller in sleep
mode during the conversion period, in order to lower the cur-
rent consumption.

IV. CONCLUSION

Two configurations appropriate for the implementation of
a multipoint temperature measurement system are proposed
and analyzed from the point of view of energy efficiency.
The design constrains were carefully defined considering the
overall HIPEC performance expectations and the need to pro-
vide thermal data for building a consistent 3D thermal map of
the intra-peritoneal volume.

The better performance of the setup described in (Fig. 1)
is mainly due to the reduced current of the converter in active
mode and to the reduced time needed for transferring data
from the converter (Fig. 2). Even better figures could be ob-
tained with a higher clock frequency (1MHz or 2MHz).

CONFLICT OF INTEREST

The authors declare that they have no conflict of interest.

REFERENCES

1. Nissan A, Stojadinovic A, Garofalo A, Esquivel J, Piso P. Evidence-
based medicine in the treatment of peritoneal carcinomatosis: Past,
present, and future. Journal of surgical oncology. 2009;15:335–344.

2. Sugarbaker Paul H. Evolution of cytoreductive surgery and perioperative
intraperitoneal chemotherapy for peritoneal carcinomatosis: are there
treatment alternatives? American journal of surgery. 2011;201:157–9.

3. Roviello Franco, Caruso Stefano, Marrelli Daniele, et al. Treatment of
peritoneal carcinomatosis with cytoreductive surgery and hyperthermic
intraperitoneal chemotherapy: state of the art and future developments.
Surgical oncology. 2011;20:e38–54.
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Abstract— The aim of this paper is to present the modeling 

results obtained when a liquid flows through a tubular device 
which contains a solid soluble substance isolated from the fluid 
flux by a porous membrane. For monitoring the delivery 
process, a capacitor was built in the protective layer of the 
tubular structure, the variation of concentrations being re-
vealed by electrical relative permittivity change. The presented 
device can be easily adaptable to various fields of applications 
used in medicine, engineering, chemistry, biology, food 
processing and in water supply systems. 

Keywords— capacitive monitoring, porous membrane, sub-
stance delivery, transport phenomena 

I. INTRODUCTION  

In various fields of science, the controlled delivery of a 
substance is a concern of researchers. In medicine, the stu-
dies are focused on drug delivery capsules or implants, in 
engineering, on devices that can lubricate or clean moving 
parts, in chemistry on adding components in slow process 
reaction. 

This paper presents a solution for the modeling of a tubu-
lar device that contains a solid soluble substance which is 
delivered into a liquid. The substance is isolated from the 
fluid flux by a porous membrane. 

In order to monitor the delivery process of the substance 
into a fluid flux, a capacitor was built in the protective layer 
of the tubular structure. The variation of concentrations is 
revealed by electrical relative permittivity change. 

The modeling was performed using the COMSOL Multi-
physics® software. The modules used involve predefined 
equations describing the laminar flow, the transport of the 
solutions in variable saturated porous media and the elec-
trostatics laws. 

II. MODELLING CONDITION 

A. Device Configuration and Working Principles of the 
Analyzed Model 

The device that is subject to the present study has the 
structure presented in figure 1. 

The main components are: the porous membrane (1), the 
substance (2), the capacitor’s armatures (3), the protective 
layer (4). 

A 15 mm exterior diameter was chosen for the tubular 
device, together with a length of 25 mm. Those dimensions 
ware randomly chosen, any subsequently change can be 
easily processed by the used software to adapt the model for 
any given application. 

 

Fig. 1 The tubular device structure 

The porous membrane can be made from a large variety 
of materials with different porosity, the permeability of the 
membrane being one of the most important properties in  
the substance delivery process. The internal diameter of the 
porous membrane is 11 mm, the thickness being 0.1 mm. 

The tubular substance layer has an external diameter of 
13 mm, the thickness being 0.9 mm. In the analyzed case 
we had considered a solid, soluble and porous substance in 
order to solve the model, but a liquid solution may also be 
taken into account. Another variant is that the substance 
included in the capsule can be uniformly distributed in a 
solid matrix support which is insolvable in the liquid that 
flows through the device. 

The protective layer, 1 mm thick, has to keep the sub-
stance in the tubular structure so it has to be made from an 
impermeable material. This layer must avoid evaporation, 
dissolution, volatilization or any other chemical or physical 
process that can damage or modify substance properties. 

The capacitor used for concentration detection has two 
armatures with a thickness of 0.5mm. It is built in the pro-
tective layer being electrically insulated from the rest of the 
components. 

A liquid will flow inside the tubular structure and it will 
pass to the substance through the porous membrane. The 
substance will be dissolved and carried into the fluid flux 
outside the device. 
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During the delivery process, the electrical permittivity of 
the mixture created inside will vary, so the role of the capa-
citor is to measure the amount of the substance present in 
the tubular structure. 

B. Theoretical Approach and Simulation Conditions 

The modules of the COMSOL Multiphysics® software 
involve predefined equations describing the laminar flow, 
the transport of the solutions in variable saturated porous 
media and the electrostatics laws. 

The process we studied is considered to include absorp-
tion, diffusion and dispersion process. The following as-
sumptions have been made: there are no chemical reaction 
phenomena throughout the entire process; there are no vola-
tile components or gas absorption phenomena; there are no 
cavitation phenomena; the volume of the substance domain 
remains constant throughout the entire process; the tempera-
ture is constant and considered T=37ºC. 

In order to impose the simulation conditions, we have to 
choose the appropriate equations to avoid the overcharging 
of the model involved. For this reason, the three main phe-
nomena are treated simultaneously, but separately on each 
subdomain. 

Flow and transport of species are taken into account only 
in the substance, in the porous membrane and inside the 
cylindrical subdomain created within the porous membrane. 
Because the protective layer is impermeable, there is no 
reason to include it and the capacitor’s armatures in fluid 
transport computation. 

The capacitance evaluation is made involving all the 
components of the device, because the variation of the elec-
trical relative permittivity is a function of the changing of 
concentration. 

All the above problems are solved simultaneously. The 
software   imposes that the initial hypothesis and condi-
tions, the variables and solving restrictions are to be per-
formed at two levels: domain and boundary level. 

 

Fig. 2 Simple sketch of the computational domain 

The equations that are used for the present model are de-
rived from the general equation of transport of species in 
porous and nonporous media. 

Inside the cylindrical subdomain, created by the porous 
membrane, the transport phenomenon is achieved just by 

the free flow of the liquid. An equation based on [1] [2] [3] 
is used to solve the free flow phenomenon: 
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∂
∂

cucD
t

c
xFll              (1) 

where: 
-c - the concentration of the liquid which flows inside the 
tubular structure; 
-DFll - the fluid phase self-diffusion coefficient of the liquid; 
-ux - the velocity field on x axis of the liquid at the entrance. 

When the transport phenomena are analyzed in the por-
ous membrane and in the substance, the porosities of those 
media are involved, so the equation used in this case is 
similar for both situations [1] [2] [3] [4] [5]: 
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where: 
-em - the porosity of the medium; 
- bm - the bulk density of the medium’s material; 
-kLm - the Langmuir constant in the medium; 
-cpmax.m - the maximum amount adsorbed in solid particles of 
the medium; 
-cp.m - the amount of the liquid adsorbed in solid particles of 
the medium; 
- DDm - the dispersion in the porous material of the medium; 
- DFm - the fluid phase diffusion coefficient in the medium; 
-um - the flow velocity in the medium. 

The capacitance is computed for all the domains. We 
have considered two terminals, one placed to a positive 
potential and other to ground. When the discretization of the 
model take place, the device will be transformed in a “n” 
terminals system, where at least one must be grounded. The 
global capacitance is computed using the superposition 
method. The capacitance of the system is given by: 
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where: Vi is the electrical potential of the i element, Weis the 
energy and Ω is the integration volume, Cii and Cij are the 
own capacitance of the i element and the capacitance be-
tween the i and j element respectively. [6] 

The system’s capacitance variation is directly related to 
the relative electrical permittivity. This permittivity is con-
stant in the protective layer, but variable in respect to the 
liquid’s concentration in the substance and in the fluid tube 
computational domains. 
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Considering that inside the tubular structure, after the 
transport phenomena are taking place, the medium starts to 
be anisotropic, it is very difficult to approximate the precise 
value of the electrical relative permittivity with simple ana-
lytical equations. 

Usually, practical determinations are used for these ap-
proximations. Some bibliographical references [7] [8] [9] 
[10] suggests several solutions for the correlation between 
concentration and relative permittivity. The following rela-
tion has been chosen for the proposed model: 

)(2

3
)(.

rsrl
li

rsrl

rsrl

li
rlmeanr

c

cc

c
c

εεεε

εεεε
−⋅−⋅+

−⋅+=

      

(4) 

where: 

- cli - the initial concentration of the liquid at the entrance of 
the tubular structure; 
- rl - the relative permittivity of the liquid; 
- rs - the relative permittivity of the substance. 
 

At the domain level the conditions imposed for fluid flow 
and species transport are: 

- free flow – (t1 Figure 2) - for the laminar flow inside the 
cylindrical subdomain created inside the porous membrane; 
- mobile fluid/immobile solid – (t2 Figure2) - for the porous 
membrane and the substance subdomain. 

The additional boundary conditions are: 

- inflow and outflow – (t3 Figure2) - for the ends of the flow 
channel; 
- no flow/no flux – (t4 Figure2) - for the ends of the porous 
membrane tube, the substance tube and also for the border 
between substance and the protective layer. 

With these conditions we can predict how the liquid 
passes through the porous membrane and enters in the sub-
stance matrix, dissolving it. The membrane also acts as a 
safety layer, in case bulk parts of the substance should enter 
the fluid flux. 

For the electrostatic evaluation, the domain level condi-
tions are: 

- electric potential – (e1 Figure2) - for the capacitor’s vol-
tage terminal; 
- zero voltage – (e2 Figure2) - for the capacitor’s ground 
terminal; 
- charge conservation – (e3 Figure2) - for the rest of the 
domains. 

The boundary conditions are kept the same as the domain 
condition for the terminal borders, continuity for all the 
remaining interior borders and charge conservation for the 
exterior ones. 

C. The Tubular Device’s Mesh 

The configuration of the mesh was chosen in respect with 
the modeling conditions, considering that two modules are 
used for simulation: one for the species transport in porous 
media and one for electrostatic simulation. 

The structure was meshed differently for each component 
starting from one lateral surface. 

The domain’s edges have been divided differently in or-
der to obtain a finer mesh in the most important areas and a 
coarser one in less significant regions. 

  

a)   b) 

Fig. 3 The domains of the capsular structure (a), 3D view of the model’s 
mesh (b) 

Based on the edges distribution, a triangular mesh was 
applied to obtain the 2D mesh of the chosen area. 

For the 3D mesh, a sweeping method was applied, start-
ing from the source face along the domain to the opposite 
destination face. This kind of mesh was preferred because it 
is adapted to the fluid dynamics solving algorithms. 

III. MODELING RESULTS 

In order to simulate the behavior of the tubular structure. 
initial values necessary to compute the concentrations and 
respectively the electrical relative permittivity variation 
during the process have been imposed. 

The substance used has properties closely related to NaCl 
in solid form. The bulk density is s=1154[kg/m^3], the 
porosity es=0.5 and the relative permittivity rs=40. The 
initial concentration of the substance is cis=37000[mol/m^3]. 

The liquid that flows through the tubular structure has the 
properties of distilled water. The initial concentration of the 
liquid is cil= 55555[mol/m^3], the bulk density is 

s=1000[kg/m^3] and the relative permittivity is rl=80. The 
velocity field on the x axis of the liquid at the entrance of 
the tubes is ux=0.005 [m/s]; 

The porous membrane is made of ethylene-vinyl acetate 
in solid form, with a concentration of vinyl acetate of 28%. 
The bulk density of the considered material is 

bm=957[kg/m^3], the porosity: em=0.5 and the relative 
permittivity: rm=35;[11] 
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The protective layer is made of nylon. The porosity is 
et=0 (impermeable) and the relative permittivity is rt =40; 

The capacitor’s terminals are made of copper, with a 
relative permittivity of rc=1. 

Regarding the diffusion coefficients, the imposed fluid 
phase diffusion coefficient of the liquid in the porous mem-
brane is DFlm=6.88e-13[m^2/s]. The fluid phase diffusion 
coefficient of the solution in the porous membrane is 
DFsm=8.75e-13[m^2/s]. The fluid phase diffusion coefficient 
of the liquid in the substance is DFls=4e 13[m^2/s]. 

 

Fig. 4 3D view of the initial liquid concentration 

The period of time for the process was set to 30 days, 
with a 1h time step. The variation of liquid concentration in 
the tubular structure is presented in figures 4 and 5. In order 
to illustrate the gradual penetration of the liquid inside the 
substance layer, four different time values were chosen: 
initial, after first, second and third week. 

 

Fig. 5 3D view of the liquid’s concentration after the third week 

As seen in the previous figures, the liquid gradually en-
ters the substance layer, the modeling results predicting how 
the phenomena take place. For other desired geometries of 
the substance layer or some embedded porous tubes in a 
substance block, the computing algorithm may remain the 
same, the main idea of the modeling being to provide a 

uniform dissolution and implicitly leading to a more effec-
tive action of the device. 

For the purpose of emphasizing the variation of concen-
tration in time with respect to some imposed changes of 
material properties, a specific probe point was chosen. This 
point is placed in the median part of the tubular structure, in 
the middle of the substance tube, half way between the 
protective layer and the porous membrane. 

The most important parameters that can influence the be-
havior of the present device are the porosity of the compo-
nents and the diffusion coefficients of the liquid in different 
types of materials that can be used to build them. 

 

 

Fig. 6 The substance’s and the liquid’s concentration variation at different 
porosities of the substance 

For three different porosities of the substance, the values 
of concentration of the liquid and the substance in probe 
point are presented in figure 6: es1=0.1, es2=0.5 and es3=0.9. 
The results show the way that the porosity of the substance 
can influence the delivery process. Any adjustment of the 
porosity gives the possibility to modify the time dependent 
parameters of the process. 

Another important factor is the porosity of the mem-
brane. Three different values of the porosity of the mem-
brane: em1=0.3, em2=0.5 and em3=0.7, were chosen. 

Figure 7 illustrates the degree up to which this parameter 
can be used for controlling the rate the device acts. 

 

Fig. 7 The substance’s concentration variation at different porosities of the 
porous membrane 
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The diffusion coefficients of the liquid in different types 
of materials can also influence the behavior of the presented 
tubular device. 

The delivery time can be influenced by the variation of 
the fluid phase diffusion coefficient of the liquid in the 
porous membrane. Three values were used: DFlm1=6.88e-
11[m^2/s], DFlm2=6.88e-13[m^2/s] and DFlm3=6.88e-
15[m^2/s]. 

 

Fig. 8 The liquid’s concentration variation at different diffusion coeffi-
cients of the liquid in the porous membrane 

The liquid concentration variation at three different dif-
fusion coefficients of the liquid in substance is represented 
in figure 9, using DFls1=4e-11[m^2/s], DFls2=4e-12[m^2/s] 
and DFls3=4e-13[m^2/s]. In this context the choice of mate-
rials for the membrane also appears essential. 

 

Fig. 9 The liquid’s concentration variation at different diffusion coeffi-
cients of the liquid in substance 

In any of the previous given situations, the second step of 
the modeling has to determine the capacitance variation due 
to the change of the electrical relative permittivity of the 
mixture inside the analyzed device. 

The capacitor has two armatures, on one a voltage is im-
posed, the second armature being the ground terminal. 

Figure 10 presents the voltage and the normalized elec-
tric field: 

 

Fig. 10 The voltage and the electric field in the tubular structure 

As it was previously discussed, several properties of the 
components of the tubular structure or of the liquid which 
flows through it can influence the transport phenomena. 

Two significant situations were chosen to show where 
the computed capacitance varies when an initial parameter 
is changed. 

Figure 11 shows the variation of the capacitance for five 
different values of the porosity of the substance, 
em=0.1…0.9. 

The concentration of the liquid is bigger when the porosi-
ty increases at a certain time value. The capacitance is 
growing proportionally to the porosity of the tubes. 

 

Fig. 11 The capacitance variation at different porosities of the substance 

The electrical permittivity of the substance is also an im-
portant aspect which has to be considered when computing 
the capacitance variation. Figure 12 shows that the variation 
of the capacitance in time is significantly changed for dif-
ferent values of rs. If the electrical relative permittivity of 
the substance has the same value as the liquid, the capacit-
ance remains constant all the time, and the current method 
cannot be used. 
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Fig. 12 The capacitance variation at different electrical permittivity of the 
substance 

IV. CONCLUSIONS  

This paper has described the modeling of the behavior of 
a tubular device that contains a solid soluble substance 
when a fluid flows through it. The delivery of the substance 
in a fluid flux process is monitored with a capacitor built in 
the protective layer of the tubular structure. Different as-
pects of correlation between concentrations variation and 
electrical relative permittivity were analyzed.  

The present model is easily modifiable and adaptable for 
other desired geometries or various other situa-
tions/conditions, the computation algorithm remaining the 
same. 

The numerical values that was presented here, to show 
how the variation of components’ properties (e.g. diffusion 
coefficients, porosity, electrical permittivity, flow velocity), 
can radically change the delivery process (time of delivery, 
realized substance - mass or concentrations). 

The capacitive method for monitoring the delivery 
process is simple and accurate. Even if apparently the varia-
tions of capacitance obtained are relatively small (order of 
pF), those are measurable values, avoiding all interferences 
and there are already several common applications: finger-
print readers, certain touch-screen devices, capacitive hu-
midity sensors. 

The modeling was performed using the COMSOL Multi-
physics® software and was based on the capacitance defini-
tion equation and on the equation describing the transport of 
the species in variable saturated porous media respectively. 

 
 
 
 
 
 
 

The applicability of such structure can be found in vari-
ous fields of applications - medicine, engineering, chemi-
stry, biology, food processing and in water supply systems. 
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Potential Distribution and Nerve Fiber Responses in Transcutaneous
Lumbosacral Spinal Cord Stimulation
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Abstract— Transcutaneous electrical spinal cord stimulation
is a non-invasive method to stimulate afferent structures con-
nected to the human spinal cord. Here, computer simulations
are presented that aim at shedding light on why distant skin
electrodes selectively activate specific groups of afferent fibers
localized in the spinal canal and whether other neural structures
are concomitantly stimulated.

The simulation was conducted in two steps: i) A finite element
model of the human trunk was applied to calculate the electric
potential generated by electrodes placed over the paravertebral
skin and the abdomen. ii) The electric potential evaluated along
the trajectories of target neural structures was used as the in-
put for nerve fiber models and to calculate activating functions.
Due to the electrophysiological findings, the responses of large
diameter myelinated fibers in the posterior root (PR), anterior
root (AR) and posterior column (Pcol) of the lumbar spinal cord
were simulated.

The activating functions revealed sites of strong depolariza-
tion at the entrance of the PR fibers into the spinal cord and at
the entrances/exits of the PR and AR fibers into/from the spinal
canal. The nerve fiber model confirmed that action potentials
were initiated at these low threshold sites. No such ‘hot-spots’
were found for the Pcol fibers. Activation thresholds for the most
preferentially located fibers of each class were 14.1 V, 22.6 V and
45.4 V for the PRs, ARs and Pcols, respectively.

‘Hot-spots’ for extrecellular stimulation appear at axon
bends and at transitions through media with different con-
ductivities. PRs are the preferential targets, while direct co-
activation of Pcol fibers is improbable.

Keywords— Spinal cord stimulation, posterior root-muscle
reflexes, computer simulation, activating function

I. INTRODUCTION

Stimulation of nervous tissue of and close to the spinal
cord has neuromodulatory benefits in upper motor neuron
disorders, like reduction of spasticity [1, 2, 3] and modifi-
cation of gait [4, 5]. Further, evoked spinal reflexes can be
used in electrophysiological studies [6, 7, 8]. Magnetic or
electrical stimulation are methods to induce electrical fields
around the nerve structures of interest. Both can be applied
non-invasively at the skin over the spine. Paraspinal mag-
netic stimulation, following the principles of electromagnetic

induction, induces circular ionic current flows. The restric-
tion of a coils placement dorsal to the lumber spinal cord pre-
dominantly induces currents oriented parallel to the frontal
plane [9]. The common muscle responses are due to stimu-
lation of efferent fibers to the muscles, but afferents in the
spinal roots can be stimulated as well [10, 11, 12]. Tran-
scutaneous electrical stimulation produces a potential dif-
ference between the skin electrodes and current flows from
the anode to the cathode, passing the intermediate anatom-
ical structures. Thus, transcutaneous electrical stimulation
enables more freedom of steering the current flow than
magnetic stimulation and specifically allows for current flows
perpendicular to the frontal plan [9]. This is achieved by plac-
ing electrodes paraspinally and the centrally over the abdom-
inal surface or the iliac crest [7, 13, 14, 15], e.g. two round
5 cm diameter electrodes placed paraspinally at the level
between the T11–T12 spinous processes and two larger
rectangular electrodes centrally over the abdominal surface.
Electrophysiological investigations showed that with such
electrode setup, reflexes can be elicited in the lower limb mus-
cles [7]. These reflexes can be modified by vibration, by ap-
plying double stimuli paradigms [7], by performing volitional
motor tasks [7, 13, 8] and by the stimulation of peripheral
nerves [16]. They were shown to be similar to those elicited
by epidural spinal cord stimulation [6] and dubbed as poste-
rior root-muscle (PRM) reflexes, according to their initiation
and recording sites [7]. Therefore and also due to the latencies
of the recorded compound motor action potentials (CMAPs),
it could be deduced that Ia afferents are among the stimulated
structures. Yet, with differences in the stimulation setup, in-
cluding body posture, electrode positions, and polarity of the
stimulation, it is possible to co-activate efferent fibers. Yet,
it is not clear from the electrophysiological studies whether
other fiber types are co-activated. Computer simulations that
addressed these questions [17, 18, 19] are reviewed here in
detail. Furthermore, their results are extended by a compari-
son of two widely used mammalian nerve fiber models.

II. METHODS

To simulate the effect of electrical stimulation on neu-
ral tissue located deeply inside the body, it is customary to
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apply two simulation steps. First, the generated electrical po-
tential in the volume conductor, here the human torso, is sim-
ulated by numerically solving partial differential equations
using the finite element method [20, 19, 21]. This calculation
of the electrical potential Φ is based on a reduced form of
Maxwell’s equation and depends from the conductivity σ the
medium:

∇ · (σ∇Φ) = 0.

The second step involves using the solution of the
previous step, the generated potential of the electrical
stimulation, along the target nerve fibers, as the input to com-
partment models of neurons, especially axons, or for the ac-
tivating function [22] in order to assess the effectiveness of
the electrical field in activating these neurons [21]. In the first
step, the excitable neural structures are not part of the simu-
lation. The activation function [22] is given by

fn =
dΔx

4ρiLc
Ve,n−1− 2Ve,n +Ve,n+1

Δx2 ,

where d is the fiber diameter, Δx the node-to-node distance,
L the node length, ρi the axomplasmatic resistivity, c the ca-
pacity, Ve the extracellular potential and n the compartment
index. Positive values of fn indicate de- and negative values
hyperpolarization. Note that if L = Δx and Δx→ 0 then fn

becomes proportional to the second order, spatial derivative
of the extracellular potential along the fiber.

In the simulation of transcutaneous spinal cord stimula-
tion the target structures are located deeply inside the body,
surrounded by various anatomical structures that possibly in-
duce electrical inhomogeneities and anisotropies, which in
turn influence the generated electric potential at the regions
of interest. Thus, the simulations [17, 18] included a detailed,
yet, stereotypical, model of the gray and white matter of the
spinal cord, the cerebrospinal fluid, the vertebrae, paraspinal
muscles, body fat and skin as well as a rough representation
of the torso (see figure 1). The electrical parameters of the
distinct tissues were selected from the literature and mea-
surements (see [17, 18]). Neumann boundary conditions were
used for the external surface of the skin, the midsagittal sym-
metry plane, thus reducing the complexity of the model by
half, and the bottom and top surfaces of the model. For the
electrodes, Dirichlet boundary conditions were used, where
the paraspinal electrodes acted as the active and the abdomi-
nal electrodes as the reference electrode. The steady-state so-
lutions were calculated using COMSOL.

The solution of the finite element model was evaluated
along fibers in the posterior roots (PR), the anterior roots
(AR) and the posterior columns (Pcol). They present myeli-
nated nerve fibers with the largest diameters, outside as well
as inside the spinal cord. Since myelinated fibers are easier to

Fig. 1 Representation of the model geometry (a) and the paths of the sim-
ulated axons (marked by arrowheads). (b-c) Sketches of spinal canal cross
sections. (d) Cross section of the volume conductor model. (e) Midsagittal
section showing the relation between the spine, spinal cord, intervertebral
discs and the transcutaneous paravertebral electrode. Model fiber entry and
exit levels into the spinal cord are marked with arrows. (f) Sketch of posterior
(1) and anterior root fibers (2), joining together at the intervertebral foram-
ina (3), and of the posterior columns (4) in relation to the spinal geometry.
(g) Computer simulated current flow within a 2 mm layer at the midsagittal
plane. The electrodes are illustrated in red (adapted from [17, 18]).

excite electrically than unmyelinated ones and thicker fibers
have lower thresholds [23], these fiber classes are the prime
candidates for the simulation and only if all three classes
would be easily excitable, additional fiber classes would be
necessary to consider. Fibers in the PRs and ARs enter-
ing and exiting the spinal cord at different segmental lev-
els (see figure 1a,e,f) and Pcol fibers with different depth
and mediolateral positions in the white matter were simu-
lated using the activating function [22] and two nerve fiber
models, the McIntrye-Richardson-Grill (MRG) [24] and the
Chiu-Ritchie-Rogart-Stagg-Sweeney (CRRSS) [25, 26] mod-
els. Anodic and cathodic monophasic stimulation pulses with
1 ms width were applied. Activation thresholds and sites
were calculated for different fiber diameters, depending on

IFMBE Proceedings Vol. 44
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Fig. 2 Stimulation effect evaluated along exemplary target nerve structures. (a) Extracellular potential along the three fiber types studied. The posterior root
(PR) and the anterior root (AR) fibers enter and exit the spinal cord, respectively, at the level of the stimulating electrode. The posterior column fiber is located
medially and superficially in the posterior white matter. (b) Enlarged view of the box in (a). (c) Activating functions corresponding to (a). (d) Topview of the
fiber trajectories and the spinal cord. The excitation thresholds for these fibers calculated by the MRG model were 17.6 V, 51.7 V and 67.4 V for the PR, AR
and Pcol, respectively. (adapted from [18]).

the fiber classes (10.5 µm for Pcol, 14 µm for AR and 16 µm
for PR) [27, 28, 29, 18].

III. RESULTS

The electrical field produced by transcutaneous stimula-
tion with –1 V along selected target nerve structures is il-
lustrated in figure 2a and b and the simulated current flow
can be seen in figure 1g. The corresponding activating func-
tions are depicted in figure 2c and the geometrical relations
in figure 2d. Along the most preferentially located (medial
and superficial) Pcol fiber, there are few inhomogeneities of
the potential and also the activating function showed the low-
est deviations from 0. The fibers in the PR and AR on the
other hand had strong discontinuities in the potential along
the fiber, specifically at the locations where the fibers en-
tered/exited the spinal cord and canal. At these points, also
the activating functions showed strong deviations from 0. The
strongest depolarization—as suggested by a positive peak of
the activating function (cf. figure 2c)—of the PR fiber oc-
curred at its entrance into the spinal cord. At the exit of the
AR fiber from the spinal cord it was mainly hyperpolarized.
At the exits of both fibers from the spinal canal, they were
comparably excitable. Fittingly, the sites of action potential

initiation of the fiber in the PR was at the node of Ranvier
closest to its entrance into the spinal cord and the one of the
AR fiber closest to its exit from the spinal canal. The fiber in
the Pcol was activated at the node of Ranvier closest to the
stimulation electrode.

The activation thresholds of PR and AR fibers with differ-
ent positions entering and exiting the spinal cord are depicted
in table 1. The thresholds were lower for the PR than the AR
fibers. Cathodic stimulation was more efficient to stimulate
PR fibers. To stimulate AR fibers, anodic and cathodic stim-
ulation were both similarly effective, with a slight advantage
for the anodic case. Furthermore, the stimulation was more
effective for PR fibers caudal to the stimulation electrode. For
the AR fibers, the opposite was evident.

Cathodic and anodic excitation thresholds of PR and AR
fibers were computed using the MRG and CRRSS model.
The MRG model resulted in considerably lower thresholds
for any of the calculated target fibers and both stimulation
modes (table 1) as compared to the CRRSS model. The
thresholds were 23.2% ± 4.6% (mean ± SD) of the values
derived by the CRRSS model. The range varied from 15.9%
to 38.6%. The straight Pcol fiber that had a threshold of 67.4
V according to the MRG model, and an excitation threshold
of even 611 V when evaluated with the CRRSS model.

IFMBE Proceedings Vol. 44
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Table 1 Excitation threshold (in V) of root fibers

posterior root anterior root

cathodic anodic cathodic anodic

d1 MRG2 S3 MRG S MRG S MRG S

3.9 20.1 97 50.0 272 23.2 110 22.6 105

2.6 26.1 101 51.5 324 28.9 103 37.1 161

1.3 29.5 129 49.5 230 37.1 147 51.4 224

0 17.6 76 65.0 224 51.7 222 67.9 176

-1.3 21.5 99 87.1 307 72.2 333 68.5 356

-2.6 14.1 69 110.9 405 82.4 433 67.6 238

-3.9 14.4 65 114.1 482 33.9 174 70.9 401

1 d (in cm) denotes the vertical distance of the entry point of the root fibre
into the spinal cord from the centre of the stimulation electrode. The lowest
excitation thresholds are written in bold.

2 MRG: McIntyre-Richardson-Grill model,
3 S: Chiu-Ritchie-Rogart-Stagg-Sweeney (CRRSS) model.

Pcol fibers were easiest excitable at their most medial and
superficial location in the white matter (67.4 V). This is also
the location where the fiber was closest to the paraspinal
electrodes and the potential was highest. The influence of
an increase in fibre diameter for the medially and most su-
perficial located fibre was also investigated. With the diam-
eter increased to 16 µm, same as assumed for the posterior
root fibers, the excitation threshold of the posterior column
fibre decreased to 40.1 V. The activation threshold was also
decreased by introducing collaterals. A single collateral, at-
tached to the node of Ranvier that was the action potential
initiation site reduced the threshold to 59.6 V. Additional nine
collaterals attached to the neighboring nodes above and be-
low reduced the activating threshold to 45.4 V, which is still
approx. 3 times the threshold of the most excitable PR fiber.

Transcutaneous was compared to epidural stimulation (see
figure 3). With former stimulation the root fibers were always
activated at either one of the ‘hot-spot’ sites, i.e. their points
of entry/exit into/from the spinal cord and canal, while in the
case of epidural stimulation, action potentials were initiated
usually close to the cathode. Yet, if the cathode of the epidural
electrode was located rostral to the target fibers, the action
potential initiation sites were at the entrances of the PR fibers
into the spinal cord.

IV. DISCUSSION

The reviewed modeling studies elaborated the direct ef-
fects of transcutaneous spinal cord stimulation on sensory
structures and motor fibers within lumbar spinal roots as well
as fibers within the posterior white matter of the human lum-
bar spinal cord. The MRG model was applied to calculate
realistic, relatively low excitation thresholds. In fact, the

Fig. 3 Stimulation effect of transcutaneous and epidural electrodes located at
levels of and rostral to the posterior root fibers (left). The two low-threshold
sites can be seen in case of transcutaneous stimulation. Depending on the
distance of the electrode to these sites, either one is the site of action po-
tential initiation. In case of epidural stimulation, the electrode placed near
the fiber introduced strong, local deflections of the potential distribution and
the activating function at the level of the contacts of the electrode. Whereas,
the electrode located rostral to the fiber introduced an electric potential and
activating function along the fiber similar to those in case of transcutaneous
stimulation. Arrows indicate the site where the spikes were initiated at the
threshold intensity. Right: Sketch of anatomically determined low-threshold
sites (‘hot-spots’; adapted from [19]).

thresholds were about four times lower than the results com-
puted by the CRRSS model. Large diameter posterior root
afferent fibers had the lowest excitation threshold followed
by anterior root efferent fibers. Excitation thresholds of fibers
in the posterior columns were relatively high even when cal-
culated with the MRG model. For the most preferential po-
sition (superficial and medial) and features (large diameters
and presence of collaterals), their thresholds were still three
times higher than the thresholds of posterior root fibers.

‘Hot-spots’, sites with low activation thresholds, were
identified at the entry point of posterior rootlets into the spinal
cord, at the entry/exit point of the posterior and anterior roots
into/from the spinal canal and at the branching points of
the collaterals from the posterior column fibers. These ‘hot-
spots’ were given rise to by the electrical properties of the
surrounding tissues and the trajectory of the nerve fibers, thus
caused by the anatomy [17, 19]. Transitions of nerve fibers, as
seen from the cathodic electrode, between a highly conduct-
ing (here the cerebrospinal fluid) into a relatively lower con-
ducting medium (here the white matter) cause a large positive
peak of the second-order spatial derivative of the potential
along the nerve fiber [22]. Thus, the threshold is significantly
lowered. Depending on the electrode position relative to the
nerve fiber one of the ‘hot-spots’ has the lowest threshold
(cf. figure 3). The anterior root fibers only have one ‘hot-spot’
at their exit from the spinal canal, and thus more rostrally

IFMBE Proceedings Vol. 44
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located fibers have lower thresholds, since for those fibers,
the ‘hot-spot’ is closer to the stimulation electrodes. This is
also corroborated by preliminary experimental results, where
M-wave components in the recorded CMAPs were more of-
ten identified in quadriceps than in triceps surae [14, 30].

Stimulation of fibers in the posterior columns can be ex-
pected only at relatively high stimulation intensities, around
three times the threshold of posterior root fibers. This is
due to the relatively few inhomogeneities introduced into the
electrical field surrounding the posterior column fibers, which
would influence the excitability of the nerve fibers [22, 21].
By contrast, the electrical field produced by epidural stimula-
tion is focused on its own, producing large values in the acti-
vating function, even in straight fibers inside a medium with
homogenous electrical properties. Thus, direct stimulation of
fibers in the posterior column is more likely with epidural
than with transcutaneous stimulation [31, 32].

The thresholds calculated by the CRRSS model were re-
ported to be 2–3 times higher than the thresholds of the cor-
responding clinical effects [33, 34]. Independently, the MRG
model has been shown to reproduce threshold values of tran-
scutaneous electrical stimulation more realistically [35]. In-
deed, threshold values reported by Ladenbauer et al. [17]
were overestimated and could be reduced here by applying
the MRG model (see table 1) on average to about a fourth
of the CRRSS model. Applying the MRG model, thresholds
of posterior root afferents are now closer to the thresholds
of reflex responses to transcutaneous spinal cord stimulation
in lower limb muscles. These PRM reflexes were elicited si-
multaneously in the key muscles of thighs and lower legs at
a common threshold of 28.6 ± 6.3 V in a group of eight in-
dividuals with an intact nervous system [7]. The seemingly
underestimation (14 V threshold for posterior root activation
here) can be explained by differences between the threshold
of activating the lowest threshold Ia afferents and generat-
ing appropriate temporal and spatial synaptic summation for
eliciting a reflex. A synchronous volley of action potentials
is needed to activate a motoneuron. Also note that the rela-
tionship between the excitation thresholds calculated by the
CRRSS and the MRG model is not trivial and cannot be ap-
proximated with a common constant factor.

Only the steady-state solution was calculated with the fi-
nite element model, neglecting capacitive, which might cause
a depth dependent filtering of the applied electrical signal,
thus altering the pulse shapes acting on the nerve fibers. Since
the pulse shapes strongly influence the effectiveness of the
stimulation, specifically if the pulse duration is relatively long
[36], the thresholds and their relationships might be affected.
Furthermore, the stereotyped and simplified geometry is not
sufficient for the investigation of more complex phenomena,

like the influence of the body or (rostro-caudal) electrode po-
sitions on the activation thresholds. A more detailed model
including the sacrum and properties of the individual ver-
tebrae including their relative positions would be necessary.
These shortcomings will be addressed in future work.

V. CONCLUSION

The computer simulations demonstrated that the activa-
tion of specific neural structures by transcutaneous spinal
cord stimulation is predominantly due to the electrical prop-
erties of the anatomy that introduce inhomogeneities into the
electrical field, which otherwise would be rather diffuse. The
simulation results support that posterior root fibers have the
lowest thresholds followed by anterior root fibers. Thresholds
of posterior column fibers are still not effectively reduced
by the introduction of multiple collaterals, their direct acti-
vation is unlikely. The finding of the rather high thresholds of
posterior column fibers grants important information for the
potential of direct stimulation of other intraspinal neu-
ral structures. Posterior column fibers superficially located
within the white matter with large diameters and multiple col-
laterals can be assumed to be the intraspinal neural structures
with the lowest thresholds. Thus, excitation of other white
matter tracts would require even higher stimulus intensities
and direct electrical activation of grey matter structures can
be excluded with applicable stimulus intensities.
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Abstract— The neuronal structures ca be modeled in the 

form of a cable, which contains active Hodgkin-Huxley ele-
ments. The membrane response can be computed by solving 
the cable equation, describing the transmembrane potential, in 
the presence of an electric field. The electric field is induced in 
the tissue by magnetic stimulation technique. In the active 
model of the nervous fiber (Hodgkin-Huxley model), the prop-
erties of the membrane cell are uniform along the fiber. The 
paper considered possible non-homogeneities of the nerve’s 
electrical properties; and we assess their influence on the acti-
vation of the nerve fiber. 

Keywords— Magnetic stimulation, non-homogeneous 
Hodgkin-Huxley model, action potential 

I. INTRODUCTION  

Modeling the behavior of the nervous cell is very impor-
tant, especially in the study of the nervous fibers response to 
stimulation [1]. The stimulation of the nerve fiber can occur 
on the electric or magnetic ways and it determines an action 
potential in the excitable cells. So, a current, flowing along 
the membrane, determines the ions loaded with electrical 
charges to pass the cellular membrane. In this way, depola-
rization of a part of the cellular membrane occurs. When the 
current has an adequate intensity and orientation, an action 
potential appears.  

In the Hodgkin-Huxley model, the membrane behavior 
was modeled using an electric circuit with constant parame-
ters along the entire length of the nervous axon [1], [2]. This 
paper considers possible non-homogeneous points of the 
membrane, by taking into account the variation of fiber 
parameters along the length of the nerve. The response of 
the nervous fiber (the action potential) for this case will be 
compared with the transmembrane potential computed for 
invariable membrane parameters. Also, these possible non-
homogeneities of the nervous fiber parameters will lead to 
considerable changes of the activation threshold of the 
nervous cell and of the latency period. 

The paper starts by emphasizing theoretical background 
of fiber excitation by magnetic stimulation (computation of 
induced electric field, the description of the stimulating 
circuit and the behavior of the nerve fiber – active cable 
model). Then, the parameters variation of the cellular mem-
brane and their influences over the response of the nervous 
fiber (the action potential) will be studied. 

At the end of the paper, some important aspects and con-
clusions will be drawn. 

II. THEORETICAL CONSIDERATIONS 

A. Mechanism of Fibers Excitation by Magnetic Stimulation 

Fibers excitation by magnetic stimulation is a painless 
method for cortical stimulation or for the activation of deep 
lying peripheral nerves. The magnetic stimulation is based 
on Faraday’s law and is referred to induce an electric field 
in nervous tissue by an alternating current, flowing through 
a coil, placed near the fiber to be stimulated. According to 
the electromagnetic field theory, the electric field inside the 
tissue can be computed by means of the scalar electric po-
tential and the vector magnetic potential: 

V
A

E
E

gradV
t

A
E −

∂
∂−=                         (1) 

The first term of the electric field 
AE , is due directly to 

the electromagnetic induction phenomenon, while the 
second term 

VE , is due to charge accumulation on the tis-

sue-air boundary. The mathematical model for computa-
tions of AE , for coils of non- or traditional shapes is fully 
described in [3]. 

A common application of magnetic stimulation is to ex-
cite peripheral nerves [4]. We assume that we stimulate the 
forearm, which can be modeled as a cylindrical volume 
conductor. The VE component of the electric field depends 
on the geometry of the tissue-air interface, considered a 
cylindrical surface, and it is computed using the algorithm 
from [3].  

For the operating frequency of magnetic stimulation, 
the electrical and magnetic properties of the medium are 
assumed to be σ=1S/m and μ=μ0. 

B. Stimulating Circuit 

The coil current I(t) is predicted by a series RLC model 
of the current stimulator. The circuit works in transient 
state. Considering the medical application [5], the over-
damped case is used for single pulse magnetic stimulation, 
the underdamped oscillatory regime is more suitable for 
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repetitive stimulation, while the third transient regime, the 
critically damped, is not used, because is difficult to achieve 
it experimentally. 

Considering the overdamped state, the condition to be 

fulfilled is: 
LCL

R 1

2

2

>





 . If the inequality is reversed, the 

circuit works in an underdamped transient state. The oscilla-
tion frequency is: LCf ⋅= π2/1 .  

The current waveforms for both these regimes are 
predicted in [3]. 

The coil’s inductance is evaluated by taking the line 
integral of the vector potential around the coil for unit cur-

rent: dlAL ⋅= (This formula permits the computation of 

inductances of the special coils) [6].  
The coil is part of a magnetic stimulator that also com-

prises a capacitance, C=200μF. The resistance from the 
circuit is evaluated using the analytical formula: 

2
wr

rN2
R

π

πρCu=                         (2) 

where ρCu - copper resistivity; r – radius of the coil;  
N – number of turns; rw - radius of the wire conductor. 

If the total resistance (including the coil and wires resis-
tances) is considered to be 1.75Ω, for a larger value of the 
total resistance (R=3Ω), the above inequality is reversed 
and the transient regime is overdamped.  

C. Hodgkin-Huxley Model 

Neuronal structures can be modeled in the form of a ca-
ble and the membrane response can be computed by solving 
the equations describing the transmembrane potential across 
the membrane of the cable in the presence of induced elec-
tric fields [1]. The relation between the transmembrane 
potential along an infinitely long nerve fiber (placed along 
the z axis) in the presence of induced electric fields is given 
by the passive cable model [1], [2]: 
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where Vm is the transmembrane voltage, Ez the axial com-
ponent of the induced electric field, λ the space constant of 
the cable and τ the time constant. 

The term on the right of equation (3) represents the acti-
vation function of the neuronal structures, equal to the spa-
tial derivative of the electric field induced along the nerve 
fiber.  

While the passive cable model provides the way of the 
interaction between the induced electric field and the  
nerve, it does not completely describe the dynamics of 

nerve stimulation. In order to study the stimulation and 
propagation of action potentials, we must consider an active 
membrane model. We use the Hodgkin-Huxley model to 
represent the nerve membrane (Figure 1). To implement this 
model, we modify the initial passive cable model. The 
extracellular potential produced by the fiber’s own activity 
is negligible. This assumption is valid because the extracel-
lular potential produced by an action potential propagating 
along a single nerve axon lying in a large extracellular vo-
lume conductor is less than 1 mV [1]. 

 

Fig. 1 Hodgkin-Huxley model of the active cellular membrane [1] 

The resistance per unit length of the fiber ri can be ex-
pressed in terms of the fiber radius a and the resistivity of 
the axoplasm Ri, as: ri= Ri/  a2 . The membrane current per 
unit length im is related to the membrane current density Jm 
by the expression: im=2 a Jm; similarly the membrane capa-
citance per unit length cm is related to the capacitance per 
unit area Cm by: cm=2 aCm. Finally we replace the mem-
brane resistance per unit length rm by an active model of 
time and voltage dependent sodium, potassium and leakage 
channels. With these changes, the cable equation becomes 
[1]: 
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where gNa, gK and gS are the peak sodium, potassium and 
leakage membrane conductances per unit area, and ENa, EK 

and ES are the sodium, potassium and leakage Nerst poten-
tials. The gating variables m, n, h are dimensionless func-
tions of time and voltage which vary between zero and one: 
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where α and β are voltage dependent rate constants, deter-
mined from the voltage clamp measurements [7]. 

We assumed that the resting potential is -65mV, Vm is 
measured in mV, α and β in ms-1. Equations describing the 
Hodgkin-Huxley model of the cellular membrane ((4) - (7), 
including the equations describing α and β from the voltage 
clamp measurements [7]) constitute a system of four, nonli-
near, coupled partial differential equations.  

The values of model parameters used in our computa-
tions are given in Table 1 [1]:  

Table 1  

ENa Sodium Nerst potential 50 mV 

EK Potassium Nerst potential -77 mV 

ES Leakage Nerst potential -54.387 mV 

gNa Sodium conductance 120 mΩ/ cm2 

gK Potassium conductance 36 mΩ/ cm2 

gS Leakage conductance 0.3 mΩ/ cm2 

Cm Membrane capacitance 1 μF/ cm2 

Ri Resistivity of axoplasm 0.0354 kΩּcm 

a Fiber radius 0.0238 cm 

III. RESULTS AND DISCUSSIONS 

Figure 2 shows the geometry of the problem: the coil 
from the excitation circuit, used to magnetic stimulation of 
the nervous fiber, is placed parallel with the tissue, but with 
25mm displacement with respect to the cylinder axis. 

 

 

Fig. 2  Geometry of the problem 

In order to obtain the response of the fiber to stimulation 
(the action potential) as a function of distance and time, first 

we modulate the electric field gradient in time (
z

)t,z(zE

∂

∂ ). 

The electric field gradient represents the activation function 
[8] and is calculated along the cylinder (the forearm) – Oz 
axis, on a line with y=0mm and z= 25–6.25 = 18.75mm,  
 

 

that is on a depth of 6.25mm inside the tissue, below the 
edge of the coil. For simulation purposes, the initial voltage  
on the circuit’s capacitor is set to U0=30V (the minimum 
value for the initial voltage on the circuit’s capacitor, re-
quired to produce fiber activation) and Figure 3 shows the 
induced electric field gradient as a function of time and 
distance along the fiber. 

 

Fig. 3 The activation function evaluated along the length of the nerve fiber  

Then, we implemented the algorithm of the problem us-
ing Matlab, and the transmembrane potential Vm(z,t) and the 
three gating parameters m(z,t), n(z,t) and h(z,t) are computed 
using the method of finite differences, implemented with an 
iterative algorithm [9] (we compute the value of each para-
meter knowing its value for the previous time step - 0.1ms). 
The space discretization uses a step of 5mm.  

It is assumed that the membrane is initially at rest: 
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The transmembrane voltage is taken to be its resting val-
ue and the initially m, n and h each are evaluated at the 
resting potential -65mV. 

The boundary conditions of the problem, applied 
for Lz ±= , far from the region where the stimulus strength 
is large, are that the axial gradients in the transmembrane 
potential and the three gating parameters vanish. 
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The proposed model is used to determine the behavior of 
the nervous fiber to magnetic stimulation, the action poten-
tial (Figure 4). 

 
 
 

6,25mm 

10mm 

Magnetic coil 
(30 turns, 
25 mm radius),

L=0.165 mH 

Nerve 
Tissue 
(Arm radius: 25mm) 
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a) 

 

b) 

Fig. 4 The response of the nerve fiber to magnetic stimulation for U0=30V 
a) 2D representation; b) A three-dimensional plot. (The vertical axis is the 
action potential, and the horizontal axes represents the distance along the 

fiber x and the time after capacitor is discharged, t.)  

The action potential rises rapidly to the value of about 
50V, after a latency period of 1.2ms. The three – dimen-
sional plot (Figure 4(a)) shows the depolarized portion of 
the nerve has been stimulated, while the hyperpolarized 
portion is not. 

In most of the publications the electrical properties of the 
membrane are considered uniform along the fiber, even in the 
original model, elaborated by Hodgkin and Huxley [1], [2], 
[10]. This assumption may not always be true, considering 
the fact that the human tissue is, always, a very non-
homogenous area. Nerve fiber models with parameter varia-
bility within the fiber were investigated in [11], [12] resulting 
in a change of the excitation threshold up to 20% compared 
to the standard model, when varying only a parameter.  

Unlike the existing publications, we assume that the elec-
tric parameters of the membrane vary within a range of 10% 
from the generally assumed value and they have a sinusoidal 
variation along the nerve fiber. The electrical parameters we 
changed are: gNa – Sodium conductance; gK – Potassium 
conductance and Cm – Membrane capacitance. We assumed 
that: 
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       (10) 

The variation of the electrical parameters of the mem-
brane does not influence the excitation threshold of the nerv-
ous fiber, the activation occurs for the same initial voltage 
on the circuit’s capacitor (U0=30V) as in the model with 
constant parameters.  

Next, our work consisted in assessing the influence of 
every parameter’s variation on the transmembrane potential. 

Changing the sodium conductance, will lead to the 
transmembrane potential decrease of about 20% from its 
initial value (with constant parameters) – Figure 5 (a). In-
stead, changing the potassium conductance, one can see that 
very little increase of V compared to Vinitial, from 38mV to 
45mV – Figura 5 (b).  

When the membrane capacitance varies with 10% 
compared to Hodgkin-Huxley model, there is an increasing 
of the action potential from 38mV to 40mV – Figura 5 (c). 

 

a)          b) 

 
c) 

Fig. 5 Variation of the action potential at the variation of the electrical 
parameters of the cellular membrane along the nervous fiber. a) gNa – 

varies; b) gK – varies; c) Cm – varies.  

Figure 5 shows that the modification of only one 
parameter from the nervous cell model, leads to significant 
changes of the action potential, by up to 20% for sodium 
conductance, but the excitability threshold or the latency 
period in stimulation do not change. 
 When is it apply a stimulus with a higher intensity 
(the initial voltage on the capacitor is set to U0 = 200 [V]), 
one can see a change in the pulse shape of the action 
potential (Figure 6).  
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Further, we vary every electric parameter of the 
membrane cell for U0=200V (Figure 7). 

Figure 7 shows that the most significant change is rec-
orded for the variation of gNa, where the value of the action 
potential for the model with variable parameters decreases 
compared with the model for constant parameters, while in 
the case of gK variation, the action potential increases com-
pared with the model with constant parameters. When the 
membrane capacitance is changed, one can see that for a 
slightly larger intensity of the stimulus, there is no notice of 
any remarkable changes. 

 

Fig. 6 Variation of the action potential in time, when the initial voltage on 
the circuit’s capacitor is increased U0=200V 

  
a)         b) 

 
c) 

Fig. 7 Variation of the action potential at the variation of the electrical 
parameters of the cellular membrane along the nervous fiber for U0=200V. 

a) gNa – varies; b) gK – varies; c) Cm – varies.  

When all parameters vary simultaneously, the value of 
the action potential is always higher than the one for con-
stant parameters (Figure 8). 

The variation of the electrical parameters of the mem-
brane with 10%, does not influence the excitation threshold 
of the nervous fiber, instead, if we vary the electrical para-
meters with more than 10% (20%) the initial voltage on the 
capacitor and the latency period (the moment when the sti-
mulation appears) is changing. For the case when the para-
meters vary with 10% the initial voltage on the capacitor’s 
circuit that we considered is U0=35V, and when the parame-
ters vary with 20% the initial voltage to achieve fiber activa-
tion is 50V. Figure 9 also illustrated the latency period; this 
is about 2ms for the model with constant parameters and 
2.5ms, when the parameters change.  
 

 

Fig. 8 The action potential at the simultaneous variation of the three para-
meters of the membrane cell – comparison with the action potential deter-

mined from the model with constant parameters of the membrane cell  

 

Fig. 9 Variation of the action potential and the three gating parameters in 
time, at the variation of the electrical parameters of the membrane cell, 

with 10% and 20% respectively, from their initial values.  

IV. CONCLUSIONS  

In our paper we have computed the response of the nerve 
fiber to magnetic stimulation, especially taking into consid-
eration possible non-homogeneities of the nervous fiber.  
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Three aspects are considered together in one model: the 
current pulse shape, the spatial and temporal distribution of 
the induced electric field and the interaction of the electric 
field with the nerve. 

The analysis of the neuronal responses during magnetic 
stimulation requires the solving of the cable equation 
associated with the active model for every nervous fiber.  

The active Hodgkin-Huxley model was solved, using the 
Method of Finite Differences, the action potential was 
determined, and was highlighted the moment when the 
stimulation occurs. 

In this paper we investigated the influence of the mem-
brane electric parameter variability upon the response of the 
nerve fiber to stimulation.  

The variation of the sodium conductance with 10% from 
the initial value, determines an increasing of the action 
potential with up to 20% compared with the value 
calculated for constant parameters, without any significant 
changes of the excitation threshold.  
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Abstract— The paper aims to emphasize the possibilities of-
fered by Virtual Instrumentation (LabVIEW) in the field of 
biomedical engineering. Thus, it proposes a low cost and flexi-
ble wireless transmission (between two equipments) and ECG 
signals processing architecture. Since during acquisition the 
signal may be corrupted by noise, in the first stage of the ap-
plication the signal is filtered by implementing a designed 
mean averaged filter, followed by a Butterworth filter. The 
second stage of the application is represented by the infrared 
transmission of the signal between two infrared “in range” 
compatible devices. Finally, for an accurate R-peak detection, 
the Pan-Tomkins algorithm was implemented. 

Keywords— LabVIEW programming, infrared transmis-
sion, ECG filtering, R-peak detection, Pan-Tompkins  
algorithm 

I. INTRODUCTION  

In the last two decades, the use of wireless communica-
tion technologies through the new concept of telemedicine 
and remote monitoring has demonstrated the potential to 
improve the quality and the efficiency of patients’ health 
care process [1], [2]. 

One positive aspect concerning the use of wireless tech-
niques is the elimination of cables; the decrease of the  
number of connections and cables decreases the risk of 
accidental disjunction of the equipments [3]. Moreover, 
using the virtual instrumentation concept (LabVIEW), the 
system becomes more flexible, offering better maintenance; 
also, the transfer is performed in real time, which is the key 
issue when dealing with biomedical signals [4]. 

II. METHODS AND RESULTS 

The application was developed according with the block-
diagram presented in figure 1. The biomedical signal trans-
ferred and processed by this LabVIEW application is a 
“ante finem” real ECG signal, obtained through a holter 
recording from a patient (male, 80 years old, sinusal 
rhythm) that died because of a sudden heart failure [5]; 

during the acquisition process, the signal was contaminated 
by Gaussian white noise. 

 

 

Fig. 1 The block-diagram of the application 

 

Fig. 2 ECG signal, after acquisition, contaminated by white noise  

This setup was chosen for experimenting a two stage ap-
plication: first, a preprocessing is performed on PC 1 (that 
will later be replaced by an embedded board with limited 
processing capabilities); than, the more complex algorithms 
are performed on PC 2. 

Thus, as presented in figure 1, first of all the ECG is  
filtered, in order to provide a “clean” signal to the medical 
staff, from which the useful information can be extracted. 
Then, it is transmitted by using a wireless technology (infra-
red) from the module 1 of the equipment (PC 1) to the  
module 2 (PC 2).  
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A. Signal Processing – Removing the Artifact 

First of all, the transmitted signal (contaminated by 
Gaussian white noise) has to be filtered, in order to obtain a 
clean signal. The white noise is an infinite band noise [6], 
[7], [8], [9]; thus, the proposed filtering solution consists in 
a mean average filter, followed by a Butterworth filter 
(Band pass configuration). The mean averaged filter is a 7 
taps low-pass FIR filter, characterized by a linear phase (the 
cutoff frequency is fl=85 Hz). Mathematically, it is de-
scribed by the following equation: 
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Its transfer function is given by: 
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The Butterworth filter, already defined in the LabVIEW 
libraries [10], is a 6th order band pass configuration IIR 
filter, with the cutoff frequencies at fl=6 Hz and fh=270 Hz. 
It provides sharper edges than the FIR filters, less computa-
tional effort for prescribed characteristics and an abrupt roll-
off. The results of the filtering are presented in figure 3. 

 

 
a) 

 
b) 

Fig. 3: a) Mean average filtering of the ECG signal; 
b) „Clean” signal, after Butterworth filtering 

Once filtered, the ECG signal is ready for the infrared 
transfer to another device/part of the equipment, where - in 
order to extract useful information - further signal 
processing operations will be performed. 

B. Infrared Transfer of the ECG Signal 

Wireless transfer of biomedical signals was performed 
also in the last years; but the infrared technology available 
at that moment was the so called Slow speed Infrared, pro-
viding slow speed, up to 115kbit/s [11], [12]. 

The latest versions of the infrared technology provide 
high speed data transfer (MIr – Medium speed Infrared with 
transfer rate up to 1,15 Mbps and FIr – Fast speed Infrared 
with transfer rate up to 4 Mbps) [13]. Therefore, we thought 
it useful to implement the FIr standard in LabVIEW and use 
it for biomedical signal transmission.  

In order to transmit the ECG signal, the Client-Server 
application (developed in LabVIEW) [10] requires the fol-
lowing hardware: two computers (on both running Lab-
VIEW) and two FIr-USB adaptors. 

The Server detects the „in range” compatible device, 
identifying its name and ID. Then, the ECG is converted in 
string format, in order to be written to the infrared port. 

The Client identifies the server by its ID and then rece-
ives the sent data. Finally, in order to be displayed, the ECG 
signal is reconverted from the string format (the format used 
by the infrared transmission) to numeric. The result of the 
transmission is presented in figure 4. 

 

 

Fig. 4 ECG transmission using FIr technology 

C. Signal Processing – Pan-Tompkins Algorithm 

The most important element when calculating the pulse 
of the patient is the R-peak detection. For ideal, simulated 
signals [14], this is not a difficult task, as it can be reached 
by simply defining a threshold reference: any part of the 
signal exceeding the established threshold is labeled as R 
peak; thus, the pulse can be calculated easily (figure 5).  

But in clinical situations, due to different reasons (tech-
nical and biological interferences), there are signals present-
ing a strong ascending or descending drift of the baseline. 

When dealing with such signals, R-peak detection by set-
ting a threshold limit is not working properly, as it can 
„miss” R-peaks, or it can false detect P or T wave as  
R-peaks (as presented in figure 6). 
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Fig. 5 Treshold R peak detection for a simulated signal 
 

 

Fig. 6 False R detection – missing real R-peaks and  misdetection of  P or 
T wave as R-peaks 

Although in the last years, there are studies recommend-
ing R-peak detection (or high amplitude varying parts of a 
medical signal) by the mean of wavelet analysis, the method 
used in our study implemented the Pan-Tompkins algo-
rithm, that implies three different steps, as follows [8], [15]:  
• Linear transformations that highlights the important 

information: filtering (two cascaded filters, low-pass and 
high-pass for removing different artifacts) and differen-
tiation (to emphasize the QRS steep slopes in the signal, 
eliminating the components for P and T wave); 

• Non-linear transformation: squaring (in order to amplify 
the high frequencies contained by the QRS);  

• Moving average integrator.  

 
Fig. 7 Steps included in Pan-Tompkins algorithm [15] 

 
Finally, the algorithm implies also a decisional stage, es-

tablishing adaptive threshold values (upper and lower), 
computed based on running estimates on signal/noise peak 
[15]. At the beginning, the signal and noise peaks are fil-
tered using IIR low-pass filters; then, the output of IIR low-
pass filters are weighted to get the superior threshold. The 
lower threshold is set half of the upper threshold [15]. 

The Pan-Tompkins algorithm was implemented in Lab-
VIEW [10] and the results of each step are presented below: 
 

a) Filtering 
The two cascaded filters (low-pass and high-pass) are IIR 

filters, that will pass frequencies between 5-15 Hz, band which 
will highlight the energy of the QRS complexes [15], [16]. 

The low-pass filter is successfully used to reject the pow-
er supply interferences. Mathematically, is described by the 
following equation [8]:  

( ) ( ) ( ) ( ) ( )[ ]1262212
32

1 −+−−+−−−= nxnxnxnyny)n(y
  

(3) 

The high-pass filter is implemented as an “all-pas” filter 
minus a first order “low pass” filter. The result is presented 
in figure 8. 
 

 

Fig. 8 Filtering of the ECG signal 
 

b) Differentiation 
This operation is mathematically described by [8]:  

[ ])n(x)n(x)n(x)n(x)n(y 42312
8
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(4) 

The result of differentiation is presented in figure 9. 
 

 
Fig. 9 Differentiation of the ECG signal 

 

c) Squaring 

The samples of the waveform obtained after differentia-

tion are squared, point by point, according to [8]: 

[ ]2)n(x)n(y =                    (5) 

This transformation aims to convert the signal to positive 
values, before integration; thus, it highlights only the high 
frequency components, obtained after the differentiation 
stage. The result of squaring is presented in figure 10. 
 

 
Fig. 10 Squaring the ECG signal 

 

d) Moving Average Integrator 
The slope of the QRS complex cannot be used as a singu-

lar method for detecting the R peak (there are abnormal 
QRS complexes, characterized by high amplitude and time-
duration, but also by a not very steep slope); then, after the 
squaring operation, there are more peaks within the same 
QRS complex. For overcoming these situations, at this stage 
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the signal is smoothened with a moving averaging integrator 
filter [8], [15]. 

The width of the window must be small enough to cover 
only one event (QRS complex, without overlapping the 
following T wave) and wide enough to cover an abnormal 
QRS complex. 

This operation is mathematically described by [8]: 

[ ]))(...))2(())1((
1

)( nxNnxNnx
N

ny +−−+−−=
  

(6) 

where N is the number of samples within the width of the 
window, N=32. The result of the moving average integrator 
is presented in figure 11. 

 

 

Fig. 11 Signal obtained after applying the moving average integrator 
 

The events corresponding to R-peaks can then be 
represented, counted and used for calculating the pulse of 
the patient. 
 

 

Fig. 12 Events corresponding to R-peaks 

III.  CONCLUSIONS  

The paper presents the importance of LabVIEW in de-
signing equipments used in biomedical signal transfer and 
signal processing. Thus, Virtual Instrumentation allows to 
develop flexible architectures, that can transfer and process 
data in real time – a key problem when dealing with hu-
mans’ medical signals. 

The Infrared transfer was reconsidered because of the 
high speed offered by its latest version, the FIr (so most of 
medical signals can be transmitted in real time). Moreover, 
being a wireless transmission, it decreases the number of 
cables in the already crowded space of hospital environment. 
Although it has these advantages, the infrared technique  
has a limited range and is influenced by light conditions 
(natural or artificial); for this reason is recommended for a 
short range transfer (between different modules of one 
equipment). For longer range transmission, Bluetooth or RF 
transmission would perform better. 

The versatility of LabVIEW is emphasized also when 
processing the medical signals: the filters are easy to recon-
figure, depending on the type of noise and the signal used. 
Then, the complex Pan-Tompkins algorithm is implemented 
rapidly, providing very good results in detecting R-peak, for 
any type of ECG signal. Also, the simulation possibilities 
offered by Virtual Instrumentation would help to understand 
the best way to reject noises or how to react in critical situa-
tions, before experimenting them “in vivo”. 

Further work will focus on detecting the limits of infra-
red transmission, the range in constant light and how the 
transmission range is influenced by varying the light inten-
sity; also, more signal processing operations will be imple-
mented in LabVIEW. 
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Abstract— The paper defines the following temperature 
propagation parameters in biological media:  

a) Time constants (T1) and (T2), for example in seconds 
[s]. 

b) Space constants (S1) and (S2), for example in [mm]. 
The objective is the approximation of these structure parame-
ters from measurements of expert type. For the data we ob-
tained we elaborated and used a dedicated program 
CTISP01(02). This program is based on numerical solving of 
two transcendental equations, in relation to both the propaga-
tion time (t) and space (s); it assures a large diversity of results 
for (T1, T2 , S1, S2 ), with controlled approximation errors. 
As propagation media we considered representative samples 
made of  skin, fat, muscle, bone, tooth and steel.    

Keywords— Heating source, thermal propagation in biolog-
ical media, analogical modeling, partial differential equations, 
numerical simulation 

I. INTRODUCTION  

The source (J) is considered that generates the thermal 
energy u(t), oriented to the biological medium (Z) [1], with 
uniform and compact structure, from Fig. 1.  

 

Fig. 1 The heating source and the biological medium 

The notations (s0) and (sf) are used for initial, respective-
ly final lengths of this zone (Z), and (t0), respectively (tf) 
correspond to the initial, respectively the final moments of 

the transitory heating regime. The temperature 00

~

y (t, s) is 

considered that is axially propagated [2], at the middle of 

this zone (Z), from 00 0

~

y (t, s )  at the input, until to 

00 f

~

y (t, s )  at the output. The parallelepiped form of this 

zone, can be replaced with other forms too, of lengths (sf  – 
s0) and with other sections, for example circular, elliptical. 
The lateral surfaces of these zones are considered thermally 
isolated. Being a propagation phenomenon through absorp-

tion [3], the 00

~

y (t, s)  temperature progressively decreases 

with the increasing of depth getting through (s), as it is 
formally exemplified in Fig. 2, for the temperature in steady 

state regime 00 f

~

y (t , s) . 

 
Fig. 2 The evolution in time and space of the thermal propagation  

phenomenon 
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The temperature 00

~

y (t, s)  increases in relation to time 

(t), so that the 00 0

~

y (t, s )  temperature increases much more 

at the input (s0) than at the output (sf), where the tempera-

ture increase 00 f

~

y (t, s )  presents a more damped evolution. 

II. ANALOGICAL MODELING 

The increasing or the decreasing evolutions of the tem-
perature, can be usually expressed, through exponential 
functions in relation with time (t), respectively with the 
propagation depth (s) [4,5,6,7,8], so that the final solution 
will be approximated through: 

0 f00 00 00

y 0T 00 S f

~ ~ ~
(t, s) (t, s ) (t , s) u(t)y y y

(t, s ) (t , s) u(tK F ) F            

= ⋅ ⋅ =

⋅ ⋅= ⋅
,        (1) 

where 
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t t

T T1
0

1 2

0T
2
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T T
(t, s ) 1 e e

T T T T
F

− −

= − ⋅ − ⋅
− −

,      (2) 

1 2

s s

S S1 2
fS

1 2 2 1

0

S S
(t , s) e e

S S S
F

S

− −

= ⋅ ⋅
− −

+ .          (3) 

The signals 00 0

~

y (t, s )  and 00 f

~

y (t , s)  are real signals, 

measured (or approximated through measurements), and 

00T (t, sF ) , respectively f0S (tF , s)  correspond to some rated 

signals, with values between the limits (0) and (1). The step 
of thermal energy applied at the input is notated with u(t), 

and ( yK ) is a proportionality coefficient.  

The structure parameters [9] are the time constants (T1) 
and (T2), for example in seconds [s], and the space constants 
for the depth propagation are notated with (S1) and (S2), for 
example in [mm]. 

Stretching the terminology, it can be considered that the 

increasing evolution 00T (t, sF )  from (2) represents the time 

characteristic (or dynamical, from the input s0), and the 

decreasing evolution f0S (tF , s)  from (3) represents the 

space characteristic (or statical, at the final moments tf). 
From (2) and (3) can be remarked that the two slopes 

f

0T

t t

dF
[ ] 0

dt
(t)

→
→  and 

f

0S

s s

dF
[ ] 0

ds
(s)

→
→ . 

III. NUMERICAL SIMULATION  

For the numerical simulation [10], the following two 
dedicated programs are used: 

3.1. For the approximation of the structure parameters (T1, 
T2, S1, S2) and of the inflection points (ti, si), it is operated 
with the dedicated program CTISP01(02). For the start of 
the calculations the following values are declared in the 
program: sf  [the length of the sample, in (mm)], tf [the final 
time, necessary to assure the steady state regime, in (s)], and 

00 f 0

~ ~

y y (t , s )α =  and 00 f f

~ ~

y y (t , s )β =  from Fig. 2 which 

represent the over-temperatures (in relation to the ambient 
medium), in the steady state regime at the input (s0), respec-
tively at the output (sf), both in (0C). 

With these four data, respectively (sf, tf, 
~

yα  and 
~

yβ ), 

the program calculates: (T1, T2, S1, S2), as well as the inflex-

ion points (ti, si), with the values 00 i 0

~

y (t , s ) , respectively 

00 f i

~

y (t , s ) , associated to these inflexions. The program 

permits also the graphical representations of these curves 

00 0

~

y (t, s )  and 00 f

~

y (t , s) , in order to verify the correctness 

of the results 00 f 0

~ ~

y y (t , s )α =  and 00 f f

~ ~

y y (t , s )β = . 

3.2. In order to represent the families of the curves 

00 j

~

y (t, s ) , which represent the temperature propagation in 

the depth of the sample, [or successively in some different 
samples (biological media), existing contact surfaces be-
tween them] [1], the dedicated program ZPROP01(02) is 
used. The numerical integration is operated in relation to 
time (t), from (t0) to (tf), for (s) considered constant, where 
(Δs) is the advance step [10] (from s = s0, progressively 
until to s = sf) which is chosen small enough in order to 
assure a sufficiently compact “mesh”.  

IV. EXPERIMENTAL EXAMPLES 

For each from the six biological media [1] (or zones Z), 
respectively skin, fat, muscle, bone, tooth and steel, it is 
accomplished a sample of appropriate dimensions. On it the 
thermal energy source u(t) is applied as it is schematically 
shown in Fig. 3. The over-temperatures (in relation to the 

ambient temperature) 00 f 0

~ ~

y y (t , s )α =  and 

00 f f

~ ~

y y (t , s )β = , associated to the two edges (s0), respec-

tively (sf) are measured in steady state regime (t = tf). These 

data, respectively  (
~

yα , 
~

yβ , f 0s s−  and f 0t t− ) represent 

the initial conditions, necessary to the dedicated program 



Approximation Method of the Temperature Propagation Parameters in Biological Media 221
 

 
IFMBE Proceedings Vol. 44 

 
  

 

CTISP01(02), in order to obtain the specifications from the 
paragraph 3.1. 

  
Fig. 3 The heating source applied to the biological medium 

In Table 1, the ideal behaviours [11] of the heat insulat-
ing and of the thermo-conductive zones are qualitatively 
anticipated, with the obvious remark that between the sums 
(T1+T2) and (S1+S2) there are reverse relations.  

Table 1 The ideal behaviours of the heat insulating, respectively thermo-
conductive zones 

Regime\Data 
~ ~
y y/β α

 T1 + T2 S1 + S2 

Heat insulating →0 big Small 

Thermo-conductive →1 small big 

  

 
The measurements results (experimentally obtained), asso-

ciated to Fig. 3, respectively ( f 0s s− ), ( f 0t t− ), 
~

yα  and 

~

yβ  are presented in Tables 2 and 3. 

Table 2 The measurements results 

Zone/ 
Data 

f 0
s s−   

[mm] 

f 0
t t−

 [s] 

~
y α

  

[0C ] 

~

yβ  

[0C ] 

yα
 

yβ
 

A 
Skin 

1 5 50 40 0.9892996 0.7914341

B 
Fat 

2 6 50 30 0.9892929 0.5935757 

C 
Muscles 

3 4 50 35 0.9892918 0.6925 

D 
Tooth 

4 8 50 30 0.9892918 0.4946459

E 
Metal 

5 3 50 45 0.9892929 0.8903635

  

 

Table 3 The measurements results 

Zone/ 
Data y

K
 1

T
 2

T
 1

S
 2

S
 

i

Ti

t

F

i

Si

s

F
 

A 
Skin 

50.54 0.587 0.881 0.984 1.477 
0.711

0.259

 

1.197

0.740
 

 

B 
Fat 

50.54 0.705 1.057 1.175 1.763 
0.857

0.259
 

1.429

0.740

C 
Muscles 

50.54 0.470 0.705 2.215 3.323 
0.571

0.259

 

2.695

0.740
 

 

D 
Tooth 

50.54 0.940 1.410 2.404 3.607 
1.143

0.259

2.925

0.740

E 
Metal 

50.54 0.352 0.528 6.118 9.178 
0.428

0.259

7.443

0.740

       

 
The data from Tables 2 and 3 are correlated with the no-

tations from Fig. 2, for propagation depths ( f 0s s− ) in 

[mm], respectively propagation duration ( f 0t t− ) in [s]. 

On the entire duration ( f 0t t− )the same experimental 

step 00 f 0

~ ~
0y y (t , s ) 50 Cα = =  was applied for the over-

temperature considered at the input (s0), and was followed 

the evolution 00 f

~

y (t, s )  at the edge (sf), until when this gets 

steady, resulting 00 f f

~ ~

y y (t , s )β = , with different values for 

the five samples (A, B, C, D, E).  
The initial conditions of the program CTISP01(02) con-

tain: the final values (tf) and (sf), the over-temperatures          

(
~

yα ) and (
~

yβ ), 2

T
1

T
T

λ = , 2

S
1

S
S

λ = , the following iterative 

advance steps  [10] 
4

1 fT 10 t−Δ = ⋅ and 
4

1 fS 10 s−Δ = ⋅ .  

The differences are calculated  

1 10T

~ ~
y yDIF(T ) F (T ) 1.01α α= − ⋅ ⋅ ,           (4)  

1 1 1 10T

~ ~
y yDIF(T T ) F (T T ) 1.01α α+ Δ = − + Δ ⋅ ⋅ ,       (5)  
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1 10S

~ ~
y yDIF(S ) F (S )β α= − ⋅ ,              (6) 

1 1 1 10S

~ ~
y yDIF(S S ) F (S S )β α+ Δ = − + Δ ⋅ ,          (7) 

until 

1 1 1DIF(T ) DIF(T + T ) 0⋅ Δ < ,            (8)  

and 

1 1 1DIF(S ) DIF(S + S ) 0⋅ Δ < ,                (9)  

conditions for which results (T1) and 2 1T
T T= λ ⋅  , respec-

tively (S1)  and 2 1S
S S= λ ⋅ .  

Because the iterative advance steps ( 1TΔ ) and ( 1SΔ ) are 

very small, the numerical solving errors of those two tran-
scendental equations become negligible.   

In Fig. 4 the significance of the notations can be  

easy followed, as example: 
~

0y 50 C α = ; 
~

0y 40 Cβ = ; 

0T f
y F (t ) 0.989 α = = ; 

0S f
y F (s ) 0.80 β = = , and the pro-

portionality coefficient in steady state regime from (1) re-

sulted yK 50.54= . 

 
Fig. 4. The thermal propagation phenomenon, at the two edges of the 

biological medium  

V. CONCLUSIONS 

a)   The approximation of the temperature propagation 
parameters in biological media, is based on the evolution 
in time, through (T1) and (T2), respectively on an evolu-

tion in space, through (S1)  and  (S2), that enters in the 

structure of the solution 00

~

y (t, s)
 
from relation (1). 

b)   Through the determination, in steady state regime, of 

a minimum number of data, respectively (tf ), (sf), (
~

yα ) 

and (
~

yβ ) (data resulted through the experiment sche-

matically presented in Fig. 3), the dedicated program 
CTISP01(02) could have been initialized, for the nu-
merical solving of the two transcendental equations, fi-
nally obtaining (T1), (T2), respectively (S1), (S2), as it 
was presented in Tables 2 and 3.  

c)   Using these structure parameters, respectively the 
time constants (T1,T2) and space constants (S1,S2), can 
be approached unitary and systemized stages of analy-
sis and synthesis of the propagation phenomena using 
the numerical integration of some categories of partial 
differential equations, linear or non-linear.   
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Abstract— For the analogical modeling and the numerical 
simulation of a simple PID control diagram, containing a bio-
logical distributed parameter process, the method of Partial 
Derivatives Matrix of the State Vector (Mpdx) is used, asso-
ciated with approximating solutions. Through the present 
example, the unitary and systemized character of this method 
is highlighted, considered known from [1]. A numerical simu-
lation program was elaborated for the entire PID control 
scheme, the results permitting a more complete phenomeno-
logical interpretation of the results and of the obtained per-
formances. 

Keywords— Ordinary differential equations, Partial diffe-
rential equations, State vector, Initial conditions, Approximat-
ing solutions, Taylor series, PID control 

I. INTRODUCTION  

The control diagram [1] from Fig. 1 is considered and the 
elements (ODE1), (ODE2) and (ODE3) are modeled 
through ordinary differential equations, and the (PDE) ele-
ment is modeled through a partial differential equation of II 
order, with two independent variables (t) and (s).  

 

Fig. 1 The control structure 

The signals from the control structure, can have either a 
single index, corresponding to the differentiation order with 
respect to time (t), or two indexes, the first corresponding to 
the differentiation order with respect to time (t), and the 
second corresponding to the differentiation order with re-

spect to the spatial parameter (s). For example 
n

n n

d c
c

dt
= , 

and 
n+m

nm n m

y
y

t s

∂=
∂ ⋅∂

, where n=0,1,2,..., respectively 

m=0,1,2,....  
The element (ODE1) is a PID controller modelled through  

1 R 2 PR 1 IR 0 DR 2c T c K a K a K a+ ⋅ = ⋅ + ⋅ + ⋅ ,        (1) 

where ( PRK ), ( IRK ) and ( DRK ) are weighting coeffi-

cients of the proportional, integrative respectively derivative 
effects, with respect to time, and ( RT ) represents the time 

constant of the controller. With  

0 0 0a w m= −                      (2)   

is notated the control error, where ( 0w ) and ( 0m ) corre-

spond to the reference signal, respectively feedback (meas-
urement).  

The element (ODE2) is the actuator that adapts the control 
signal ( 0c ), resulting the actuating signal ( 0u ). This ele-

ment is modelled through 

0 V 1 V 0u T u K c+ ⋅ = ⋅ ,                  (3) 

where ( VK ) and ( VT ) correspond to the proportionality 

coefficient in steady state regime, respectively to the time 
constant. An external disturbance signal ( 0EXTu ) can oper-

ate on the actuating signal ( 0u ), resulting 

0S 0 0EXTu u u= − .                     (4)  

The (PDE) element is considered the technological (biolog-
ical) process [2] that is going to be controlled, modeled 
through a partial differential equation [3,4,5] of second 
order with respect to the (t) and (s) variables, respectively 

00 00 10 10 01 01 20 20 11 11

02 02 0.00 0S 1.00 1S 2.00 2S

a y a y a y a y a y

a y K ( u u u )y

⋅ + ⋅ + ⋅ + ⋅ + ⋅ +
+ ⋅ = ⋅ ϕ ⋅ + ϕ ⋅ + ϕ ⋅

, (5) 

 where: ..y (t,s) , 0.00 (t,s)ϕ , 1.00 (t,s)ϕ , 2.00 (t,s)ϕ , 

K 1=y , 0S
1S

u
u

t

∂
=

∂
, and 

2
0S

2S 2

u
u

t

∂
=

∂
. The (a...)  
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coefficients are considered constant, but can present  
the next significances too: 00a 1= , 10 1 2a T T= + , 

20 1 2a T T= ⋅ , 01 1 2a S S= + , 02 1 2a S S= ⋅  and 

11 1 2 1 2a (T T ) (S S )= + ⋅ + . The notations ( 1T ) and ( 2T ) are 

the time constants, respectively ( 1S ) and ( 2S ) are space 

constants (for example length or depth) and represent an 
analogy with the second order transfer functions, from the 
classical theory of the linear control systems. The element 
(ODE3) is the feedback (measurement) transducer, that 
transforms the controlled signal 00y (t,s) , in the feedback 

signal 0m (t) , of the same nature and comparable with the 

reference signal 0w (t) . This element is   modelled 

through 

0 M 1 M 00m T m K y+ ⋅ = ⋅ ,                 (6)   

where ( MK ) and ( MT ) correspond to the proportionality 

coefficient in steady state regime (amplification-damping), 
respectively to the time constant. 

II.  THE ELABORATION OF THE MATRIX OF PARTIAL 
DERIVATIVES OF THE STATE VECTOR (MPDX) 

To establish the (Mpdx) of the entire control system 
from Fig. 1, it is proceeded at the next preliminary grouping 
of the component signals, in order to result, all, successive-
ly, from the known initial conditions, respectively: 

0                                                      

1 M 00 0
M

2 M 10 1
M

   m

1
m (K y m )  

T                                  

1
m (K y m ) 

T

= ⋅ ⋅ −

= ⋅ ⋅ −

      (7) 

0                                                                                                         

1 PR 0 0 DR 1 1 0
R

2 PR 1 1 IR 0 0
R

     c       

1
c [K (w m ) K (w m ) c ]      

T

1
c [K (w m ) K (w m )          

T

= ⋅ ⋅ − + ⋅ − −

= ⋅ ⋅ − + ⋅ − +

DR 2 2 1

  

    

        K (w m ) c ]+ ⋅ − −

    (8)

0                                                                     

1 V 0 0
V

2 V 1 1
V

     u

1
u (K c u )                

T           

1
u (K c u )          

T

= ⋅ ⋅ −

= ⋅ ⋅ −

    (9)

0S 0 0EXT

1S 1 1EXT                                                      

2S 2 2EXT

u u u

   u u u

u u u

= +
= +
= +

      (10) 

00

10

20 y 0.00 0S 1.00 1S 2.00 2S
20

00 00 10 10 01 01 11 11 02 02

y

y

1
y [K ( u u u )

a

(a y a y a y a y a y )]

= ⋅ ⋅ ϕ ⋅ + ϕ ⋅ + ϕ ⋅ −

− ⋅ + ⋅ + ⋅ + ⋅ + ⋅

. (11) 

 
The groups of signals from above correspond to: (7) for 

ODE3, (8) for ODE1, (9) for ODE2, (10) for the adder of 
the disturbances and (11) for PDE.  

For the structure parameters the next values are chosen: 

MT 0.055= ; MK 1= ; RT 0.05= ; VT 0.06= ; VK 1= , 

with the remark that if the control loop is considered open, 
respectively (PDE) isolated, then MK 0= and VK 0= . 

The controller tuning (ODE1) from (8) becomes an open 
problem, because the process considered for the control, is 
modeled through PDE (5), respectively (11). However, it 
was operated with the next approximations, for the weight-
ing coefficients, of the proportional, integrative, respective-

ly derivative effects: 1 2
PR

EX

T T
K

2 T KΣ

+
=

⋅ ⋅
, 

IR
EX

1
K

2 T KΣ
=

⋅ ⋅
 and 1 2

DR
EX

T T
K

2 T KΣ

⋅
=

⋅ ⋅
, where 

Σ M R VT =T +T +T . The choice of the ( EXK ) is made itera-

tive, for each case until the indicial response of the stabili-
zation control from the examples from chapter IV are  
enclosed in an overshoot of (3-6)%.For the time constants: 

1 fT 0.1 t= ⋅ , 2 fT 0.15 t= ⋅ and the space (length) constants 

are considered 1 fS 0.1 s= ⋅  and 2 fS 0.15 s= ⋅ , where the 

final time ft 2=  and fs 4= .     

    Respecting the signals flow, from (ODE3) to (ODE1), 
then to (ODE2) and finally, after the disturbances adder, to 
(PDE), all the signals presented above result from the ele-
ments previously passed through. It is possible, hence, to 
determine that the state vector (x) is made up of eight ele-
ments ( 0m , 1m , 0c , 1c , 0u , 1u , 00y . 10y ) as shown in (12). 

In order to assure the start of calculations, the initial condi-
tions (IC) need to be known at 0t t= , for 0 IC(t ) =x x .                  

    Through the repeated differentiation of (x) with respect 
to time, ( Tx ) is obtained, bounded in (12) up to the order 

six, with the remark that for each stage of differentiation 
with respect to (t), the number of elements is bounded to 
four. Because the signals (m..., c...., and u....) are functions 
only depending on time, all the lines of the ( Sx ) and ( TSx ) 

matrices corresponding to these signals become null, and 
the associated lines to the partial derivatives for the signals        
( 00y , 10y , 20y  ,..., 60y ) will be null. Finally, the (Mpdx) 
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dimensions for the control system from Fig. 1, result from: 
x(8×1), Tx (20×1), Sx (8×6) and TSx (20×6), so that 

Mpdx(28×7). 

 (12) 

To assure the start of the calculations, 20 initial condi-
tions are imposed to be known, from that a number of eight    
belong to the state vector x= ICx , respectively ( 0m , 1m , 0c ,

1c , 0u , 1u , 00y , 10y ) IC  and a number of 12 belong to those 

two non-null lines from the structure of the S S,IC=x x , 

respectively ( 01y , 02y ,..., 06y ) IC  and ( 11y , 12y ,..., 16y ). 

These initial conditions (in general, null values) are consi-
dered at the sequence (k-1). Reductively, the stages (7), (8), 
(9), (10) and (11) represent the analogical modeling for the 
determination of (Mpdx) from (12) forward necessary, for 
the numerical simulation of the control scheme from Fig. 1.  

III. THE NUMERICAL SIMULATION THROUGH   
(MPDX) ASSOCIATED WITH APPROXIMATING 

SOLUTIONS AND TAYLOR SERIES 

Reconsidering the (Mpdx) from (12), the next three  
major stages are necessary, that assure the calculations 

advance, from the sequence (k-1) associated to the moment 

k 1t (k 1) t− = − ⋅ Δ , to the sequence (k), associated to the 

moment kt k t= ⋅ Δ , where the advance or integration step  

tΔ  is considered small enough [1]. 
Stage 1:    

        (13) 
( k 1−x ) is known, inclusively at the start of the program 

for the initial conditions (IC), from which are calculated      
( S,k 1−x ), (arrow 1), then ( T,k 1−x ) (arrow 2) and finally        

( TS,k 1−x ) (arrows 3 and 4). 

Stage 2: 

         (14) 
From ( T,k 1−x ) and ( TS,k 1−x ), ( kx ) and ( S,kx  ) are ap-

proximated through Taylor series (arrows 5).  
Stage 3:  

           (15) 
From the elements disposed on the over lines of the         

( kx  ) and ( S,kx ), result the elements at the sequence (k) 

for ( T,kx ) and ( TS,kx ) (arrows 6). Reductively, for each 

advance, from the sequence (k-1) to the sequence (k), the 
stages (13), (14) and (15) are successively passed through, 
hence resulting the numerical simulation through (Mpdx) 
from (12), of the control diagram from Fig. 1. The advance 
of the state vector (x) and of the ( Sx ) matrix, from the se-

quence (k-1) to the sequence (k), is based on the Taylor 
series, formally exposed through 

T

k k 1 T,k 1
T 1

t

T!

ω

− −
=

Δ+ ⋅x = x x ,              (16) 

respectively  

T

S,k S,k 1 TS,k 1
T 1

t

T!

ω

− −
=

Δ+ ⋅x = x x ,           (17) 
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where (ω) represents the maximum order of the partial de-
rivatives with respect to time (t), that is commonly enclosed 
between the limits 4 8≤ ω ≤ . 

IV. EXAMPLES RUN ON THE COMPUTER 

All the simulations are made using some dedicated pro-
grams implemented by the authors in MATLAB [5] envi-
ronment. The next two examples of numerical simulation 
through (Mpdx) with approximating solutions are pre-
sented, run on the computer and associated to the control 
diagram from Fig. 1: 
4.1) The 00y (t,s)   response at the step signal of the (PDE) 

element considered isolated, for the input signal 

0EXT 0EXTAu u 1000= = . It is also considered: ft 2= ; 

fs 4= ; 1 fT 0.1 t= ⋅ ; 2 fT 0.15 t= ⋅ ; 1 fS 0.1 s= ⋅ ; 

2 fS 0.15 s= ⋅ ; yK 1= ; MK 0= ; VK 0= ; 3t 10−Δ = .    

4.2) The 00y (t,s)  response for the complete control 

scheme, in stabilization regime, for: 0EXTAu 0= ; 

0EXTBu 0= ; 1T 0.2= ; 2T 0.3= ; ft 2= ; 1S 0.4= ; 

2S 0.6= ; fs 4= ; 3t 10−Δ = ; yK 1= ; MK 1= ; VK 1= . 

The next stabilization regimes were considered: 
4.2.1) At the depth of s = 1, successively for the reference 
signals: 0w 150= ; 0w 200= ; 0w 300= . 

4.2.2) At the depth of s = 2, successively for the reference 
signals: 0w 60= ; 0w 90= ; 0w 120= .         

4.2.3) At the depth of s = 3, successively for the reference 
signals: 0w 5= ; 0w 10= ; 0w 15= . 

In all the above variants, the approximating solution for 
PDE isolated from Fig. 1, is considered of the following 
form 

00 y 0T 0S 0y (t,s) K F (t) F (s) u (t)= ⋅ ⋅ ⋅ ,         (18) 

where ( yK ) is a proportionality coefficient, that can be 

unitary or non-unitary, and: 

1 2

t t

T T1 2
0T

1 2 2 1

T T
F (t) 1 e e

T T T T

− −
= − ⋅ − ⋅

− −
       (19) 

respectively 

1 2

s s

S S1 2
0S

1 2 2 1

S S
F (s) e e

S S S S

− −
= ⋅ + ⋅

− −
.        (20) 

The functions from (19), (20) are formally exemplified in 
Figs. (2) and (3), where for the final values ( ft ) and ( fs ) 

result 0T fF (t ) 1→ , respectively 0S fF (s ) 0→ . The ap-

proximating solution 00y (t,s)  from (18) is also exemplified 

formally, in Fig. 4, for the depths ( 0s ), ( 1s ), ( 2s ), ( fs ), 

with the remark that 0T 00 0F (t) y (t,s )≅ and

0S 00 fF (s) y (t ,s)≅ , also 00 0y (t ,s) 0= , respectively 

00 fy (t,s ) 0→ .  
 

  

     Fig. 2 The F0T(t) function            Fig.  3 The F0S(s) function 

 

Fig.  4 The approximating solution y00(t,s) 

The choice of the approximating solutions is an open 
problem. These can be determined through different proce-
dures of expert type, and their diversity, respectively their 
complexity can be sometimes very high [6]. Even for this 
simple example, the determination of the time constants       
( 1T ) and ( 2T ), respectively of the space constant ( 1S ) and   

( 2S ), can become laborious enough.         

Example 4.1: 00y (t,s) , for (PDE) isolated with the step 

input signal: 0 0EXTu u 1000= = . In Fig. 5, the results of 

the numerical simulation with respect to time (t) are pre-
sented, for five depth (s) samples. It can be remarked the 
increasing exponential evolution for 00y (t,s)  with respect 

to time and the decreasing exponential evolution for the 
solution 00y (t,s)  with respect to the depth (s).    
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Examples 4.2 correspond for three stabilization regimes, 
grouped at the depths s 1= ; s 2=  and s 3= . 

 
Fig.  5 The open loop process step signal response  

In Figs. 6-11, the signals 00y (t,s)  and the corresponding 

signals 0c (t)  are presented, localized at the depths s 1= ; 

s 2=  and s 3= for three variants of the reference signal 
(w), respectively w 150;200;300= at the depth s 1= , then 
w 60;90;120=  at the depth s 2=  and finally 
w 5;10;15= at the depth s 3= .At all these control regimes 
with stabilization, an overshoot was assured for 00y (t,s)  of 

(3~6%). In Fig. 12 can be noticed that the three signals 
considered to the stabilization, 00y (t,1) , 00y (t, 2)  and 

00y (t,3)  corresponding to the depths s 1= ; s 2=  respec-

tively s 3= . 

 
Fig.  6 The controlled signal y00(t,s) for the case s=1 

In Table 1 it can be noticed that at the progressive in-
creasing of the depth (s), the weighting coefficients of the 
proportional, integrative and derivative effect increase         
( PRK ), ( IRK ) respectively ( DRK ), hence increasing the 

control effort, main highlighted through the control signal    
( 0kc ). 

 

Fig.  7 The control signal c0(t) for the case s=1 

 

Fig.  8 The controlled signal y00(t,s) for the case s=2 

 

Fig.  9 The control signal c0(t) for the case s=2 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

100

200

300

400

500

600

700

800

900

1000

TIME

Y
o

o
(t

,s
)

 

 

s=0

s=1

s=2

s=4

s=3

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

50

100

150

200

250

300

350

TIME

Y
o
o
k

 

 

WA=150

WA=200

WA=300

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

500

1000

1500

TIME

C
o
k

 

 

WA=150

WA=200

WA=300

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

20

40

60

80

100

120

140

TIME

Y
o
o
k

 

 

WA=120

WA=90

WA=60

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

200

400

600

800

1000

1200

1400

1600

1800

TIME

C
o

k

 

 

WA=120

WA=90

WA=60



228 V. Mureşan et al.
 

 
IFMBE Proceedings Vol. 44 

 
  

 

Comparing the corresponding results at the depths s 1= ; 
s 2=  respectively s 3= , from Fig 5. and Figs. 6-11, can be 
noticed that y(t,s) presents more rapid increasing evolutions 
in Figs. 6,8,10 comparing to Fig. 5, due to the stabilization 
control associated with big value of the control signal          
( 0kc ), that forces the more rapid dynamics of the stabiliza-

tion regime. 

 

Fig.  10 The controlled signal y00(t,s) for the case s=3 

 

Fig.  11 The control signal c0(t) for the case s=3 

 

Fig.  12 The detailed control structure 

Table 1 The controller’s parameters 

s w=wA KPR KIR KDR 

1 150; 200; 300 5.05 10.1 0.606 

2 60; 90; 120 15.15 30.3 1.82 

3 5; 10; 15 76 151.5 9.09 

 

V. CONCLUSIONS 

The (Mpdx) method with approximating solutions, con-
sidered to be known from [1], was oriented, in this paper, in 
an example of the inclusion of a process, modeled through 
an equation with partial derivatives of second order, with 
two independent variables, [a temporal variable (t) and a 
spatial variable (s)], in a classical diagram of control, in 
stabilization regime. The presented example leads to a uni-
tary and systemized study, based on this method.     

The approximating solution is necessary to assure the 
start of the calculations and eventually to verify the results 
correctness. In this circumstance, it was operated with a 
performance indicator defined through the “cumulated rela-
tive error in percentage” (CREP 00Ky  ), that for all exam-

ples from the paper, didn’t exceed 210 %− . To simplify the 
presentation, the independent variables were enclosed from 

0t 0= ; 0s 0= , up to ft 2=  and fs 4= , and the measure-

ment units were avoided. The (Mpdx) method with approx-
imating solutions has been used in many engineering  
applications and the general approach presented in this 
paper can be singularized, being valid for the case of the 
biological processes control, having many applications in 
medicine.  
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Abstract— Filtering time series is an important task in 
many domains as biomedical signal processing. The Heart 
Rate Variability (HRV) is the analysis of the RR time series 
obtained as intervals between heart beats. Usually the RR time 
series obtained are non-stationary and are present ectopic 
beats, which prevents extraction of useful information, there-
fore must often be filtered in order to emphasize different 
characteristics or properties. This paper presents a method to 
filter R-R time series, using wavelet shrinkage techniquein 
order to have a new and more adapted visualization of the 
HRV’s graphical interpretation as Lorenz plot. 

Keywords— heart rate variability, non-linear filtering,  
Lorenz plot, wavelet shrinkage 

I. INTRODUCTION  

Heart rate variability (HRV) is a recognized parameter of 
the autonomous nervous system activity. In a long term 
electrocardiographic (ECG) record, each heartbeat(QRS 
complex) is detected, and the so-called normal-to-normal 
(NN) intervals (that is all intervals between adjacent QRS 
complexes resulting from sinus node de-polarizations), or 
the instantaneous heart rate is determined[3]. Heart rate 
variability analysis has been shown to provide an effective 
evaluation of cardiac disease such as different stages in the 
atrial fibrillation [1]. There are several methods to analyze 
HRV, in time domain, frequency domain and other geome-
trical and graphical tools. Fourier transform, the most com-
monly used method to analyze variability in a frequency 
domain, does not offer an easy assessment of its dynamics 
because of limitations inherent in its stationary hypothe-
sis[5]. The wavelet transform allows analysis of non-
stationary signals, offering a time localization of different 
frequency components[7]. 

The so-called "Lorenz plots" (or Poincaré plots) are scat-
terplots that show the R-R interval as a function of the  
previous R-R interval.These plots might be used for visuali-
zation of the variability of the heart rate and the results can 
be obtained fasterand they might be superior to convention-
al measures of HRV. Proper filtering of these plots helps 
extract important (and maybe interesting) information from 
the data and filtering as a preprocessing task can lead to a 
more accurate parameter extraction.  

II. THEHEART RATE VARIABILITY 

A. Interpretation 

Heart rate is usually estimated as the number of R-wave 
events (heartbeats) per unit time on the electrocardiogram 
(figure 1) or as the average of the R-R interval reciprocals 
within a specified time window. Several approaches are 
used to characterize heart rate variability: statistical meas-
ures [5], spectral analysis of heart rate or R-R interval time 
series [1], deterministic dynamical systems assessments of 
heart rate signal properties [8,], and approximate entropy 
measures of R-R interval regularity [4].Non-linear pheno-
mena are certainly involved in the genesis of HRV. They 
are determined by complex interactions of hemodynam-
ic,electrophysiological and humeral variables, as well as 
byautonomic and central nervous regulations. It has been 
told that analysis of HRV based onthe methods of non-
linear dynamics might elicit valuable information for the 
physiologicalinterpretation of HRV and for the assessment 
of the risk of sudden death.The parameters whichhave been 
used to measure non-linear properties of HRV include 1/f 
scaling of Fourier spectra, H scaling exponent, and Coarse 
Graining Spectral Analysis (CGSA) [8]. 

 

Fig. 1 Heart rate variability 
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B. Measuring Methods 

Variations in heart rate may be evaluated by a number of 
methods. Perhaps the simplest to perform are the time do-
main measures. With these methods either the heart rate at 
any point in time or the intervals between successive normal 
complexes are determined. The series of NN intervals can 
also be converted into a geometric pattern, such as the sam-
ple density distribution of NN interval durations, sample 
density distribution of differences between adjacent NN 
intervals, Lorenz plot of NN or RR intervals, etc., and a 
simple formula is used which judges the variability based 
on the geometric and/or graphic properties of the resulting 
pattern.Simple time–domain variables that can be calculated 
include the mean NN interval, the mean heart rate, the dif-
ference between the longest and shortest NN interval, the 
difference between night and day heart rate, etc. 

The simplest variable to calculate is the standard devia-
tion of the NN interval (SDNN), i.e. thesquare root of vari-
ance. Since variance is mathematically equal to total power 
of spectral analysis,SDNN reflects all the cyclic compo-
nents responsible for variability in the period of recording. 
Inmany studies, SDNN is calculated over a 24-h period and 
thus encompasses both short-term highfrequency variations, 
as well as the lowest frequency components seen in a 24-h 
period. As theperiod of monitoring decreases, SDNN esti-
mates shorter and shorter cycle lengths. It should alsobe 
noted that the total variance of HRV increases with the 
length of analysed recording [7].  

In frequency domain, power spectral density (PSD) 
analysis provides the basic information of how power dis-
tributes as a function of frequency. Independent of the 
method employed, only anestimate of the true PSD of the 
signals can be obtained by proper mathematical algo-
rithms.Methods for the calculation of PSD may be generally 
classified as non-parametric andparametric.In most in-
stances, both methods provide comparable results. The 
advantages of the non-parametric methods are the simplicity 
of the algorithm employed (Fast Fourier Transform— FFT 
— in most of the cases) and the high processing speed, 
whilst the advantages of parametric methods are smoother 
spectral components which can be distinguishedinde-
pendently of preselected frequency bands, easy post-
processing of the spectrum with anautomatic calculation of 
low and high frequency power components and easy identi-
fication of thecentral frequency of each component, and an 
accurate estimation of PSD even on a smallnumber of sam-
ples on which the signal is supposed to be stationary. The-
seanalyticaltechniquesare complementaryin that they are 
different mathematicalanalysesof the same phenome-
non.Thereforecertain time and frequencydomainvari-
ablescorrelates stronglywitheach other[11]. 

III. THE DISCRETE WAVELET TRANSFORM 

A. Definition 

The wavelet transform analysis is an alternative tool for 
analysis of non-stationary signals whose spectral characte-
ristics change over time. The design and implementation 
includes a specially adapted decomposition-reconstruction 
filter bank for the frequency bands of interest.The wavelet 
transform (WT) of signal x(t) is defined as combination of a 
set of basis functions, obtained by means of dilation a and 
translation b of a mother wavelet [1].  
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The Discrete Wavelet Transform (DWT) is defined as a 
discretized dilations and translations of the mother function, 
(or analyzing wavelet). The main idea is the same as it is in 
the CWT. A time-scale representation of a digital signal is 
obtained using digital filtering techniques. Recall that the 
CWT is a correlation between a wavelet at different scales 
and the signal with the scale (or the frequency) being used 
as a measure of similarity. The continuous wavelet trans-
form was computed by changing the scale of the analysis 
window, shifting the window in time, multiplying by the 
signal, and integrating over all times. In the discrete case, 
filters of different cut-off frequencies are used to analyze 
the signal at different scales. The signal is passed through a 
series of high pass filters to analyze the high frequencies, 
and it is passed through a series of low pass filters to ana-
lyze the low frequencies. In its most common form, the 
DWT employs a dyadic grid (integer power of two scaling 
in aandb) and orthonormal wavelet basis functions and 
exhibits zero redundancy. 
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The variables s and l are integers that scale and dilate the 
mother function  to generate wavelets (analyzing func-
tions). The scale index s indicates the wavelet's width, and 
the location index l gives its position. The mother wavelets 
are rescaled, or "dilated" by powers of two, and translated 
by integers, in this case we have a dyadic decomposition 
structure. The Discrete Wavelet Transform decomposition 
of the signal into different frequency bands (according to 
Mallat’s algorithm [2]) can be obtained by successive high-
pass and low-pass filtering (digital FIR filter structures) of 
the time domain followed by downsamplig to eliminate the 
redundancy, as shown in Fig. 2. 
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Fig. 2 The DWT based decomposition 

IV. THE PROPOSED METHOD 

The proposed procedure is presented on Fig. 3. The HRV 
signal is decomposed (as time series) through Discrete 
Wavelet Transform algorithm, the detail coefficients are 
filtered and the signal is reconstructed from these modified 
components. The main idea is to remove non-characteristic 
intervals which aren’t specific for analysis, using DWT 
decomposition based nonlinear filtering. That means detail 
coefficient shrinkage (all components which are smaller 
than a previewed threshold will be erased) and a reconstruc-
tion with the new components [3]. Only the detail coeffi-
cients [Di] are thresholded, the average components [Ai] 
(output from the low pass filters) are conserved. Usually the 
noise is attributed to the high frequency components of the 
signal which correspond to small detail sizes when perform-
ing wavelet analysis.  

 

Fig. 3 The proposed procedure 

Therefore the idea is to remove high frequency (small de-
tail) components such that underlying signal structures are 
preserved and will emerge from the denoising process. 
After filtering, the new Lorenz plots could be more signifi-
cantly presented in order to compute the demanded parame-
tersusing the usual threshold value [5].  

V. RESULTS 

The study was performed on signal 14046 from MIT-
BIH Long Term ECG Data Base (obtained from 
http://www.physionet.org).The DWT based filtering and 
reconstruction procedures were performed in Matlab envi-
ronment using specific toolboxes. The nonlinear filtering is 
performed through hard thresholding (this sets any coeffi-
cient less than or equal to the threshold to zero), the used 
wavelet function is db4 type.One of the most important task 
is choosing the right threshold. In this study the chosen 
value was the universal threshold level (VisuShrink) pro-
posed by Donoho and Johnstone(1994) equal to , 
where σ is the noise variance and M is the number of sam-
ples in the signal. The Lorentz plot of the analyzed signal is 
shown in Fig. 4.  

 

Fig. 4 The Lorenz plot of the original signal 

The first order DWT decomposition based filtered HRV 
signal and the detail coefficients based one are presented on 
Fig. 5. The first it seems to be a normal heartbeat’s corres-
pondent Lorenz plot. The details coefficients based Lorenz 
plot contains the fast changes and also the noise based rela-
tions, but can be important if fast variations are searched. 
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Abstract— IEEE 802.15.4/ZigBee wireless sensor networks 
(WSNs) have proved their value as an alternative to cabled 
systems for patient monitoring.  The low power and small size 
ZigBee devices are able to form self-configuring networks 
which are expendable such that they can cover an entire 
hospital area. The current paper presents a low cost video 
system for patients or elderly persons, also finding applications 
in security surveillance. The low data rate protocols provided 
by IEEE 802.15.4 are met by several challenges, due to its 
protocols having been designed to primarily operate in low 
traffic load scenarios. Yet, a large volume of data may be 
generated by some video cameras or vital signs sensors. The 
system is based on a BeagleBoard –XM platform connected to 
a video camera (or to other sensors) and a Zigbee module so as 
to send images or data to the collector station. In the current 
implementation only the images are acquired and sent to the 
collector when a movement is detected. 

Keywords— wireless sensor networks, Zigbee, BeagleBoard, 
video surveillance, open source 

I. INTRODUCTION  

In order to serve more specialized goals such as network-
ing battery-powered sensing devices in healthcare, low-
power wireless network technologies were introduced. This 
technology allows short-distance communication, which 
justifies the Wireless Personal Area Network (WPAN) 
name for this technology, which has received increasing 
interest in the last few years, such that enhanced mobility 
and comfort are made possible for patients while being 
monitored. The three common types of wireless network 
technologies employed are Bluetooth, ZigBee and Wi-Fi. 
Some of the main features for these technologies can be 
found in table 1 [1] [2] [8]. 

Zigbee is a Personal Area Network (PAN) technology 
based on the IEEE 802.15.4 standard. Zigbee devices are 
able to form a mesh network between nodes, unlike Blu-
etooth or wireless USB devices, meshing being a type of 
daisy chaining from one device to another. This allows the 
short range of an individual node to be expanded and mul-
tiplied, this leading to much larger area coverage. 

Our approach aims at designing a system which is capa-
ble of monitoring by using video techniques patients/elderly 
persons or safety-monitored areas using a wireless Zigbee 
network. Its main advantage consists of being a low-cost 

survey system solution used to monitor a larger area using a 
certain number of cameras. 

Table 1 Main features of Bluetooth, ZigBee and Wi-Fi 

Technology Bluetooth  Zig-Bee  Wi-Fi   
IEEE 
Specifications 

802.15.1  802.15.4  802.11g  

Frequency  
Band  

2.4 GHz  
868/915 

MHz  
2.4 

GHz 
2.4GHz  

Supported  
data rate  

1 Mb/s  250 Kb/s  54 Mb/s  

Range (Indoor)  2-10 m  10-30m  38m  
Support Com- 
munication  

data/voice  data  
mainly    
for data  

Typical transmit 
power in mW  

10  0.01-3.2  32-100  

Size of stack  250kbits  4-32kbits  n/a  
Basic cell  Piconet  Star  BSS  
Max number 
 of cell nodes  

8/piconet  < 65535  
32/access 

point  
Complexity Very complex Simple Complex  
Power 
consumption 

Low Very low Medium 

II. SURVEILLANCE SYSTEM OVERVIEW 

The video surveillance system consists of the acquisition 
part and the centralizing data part, fig.1. In the acquisition 
part the images are obtained using the video camera con-
nected to the BeagleBoard XM platform via USB.  
An XBee-Pro module is also connected to the platform 
through an USB-serial adapter. Images are transmitted using  
XBee-Pro radio modules that implement the Zigbee com-
munication protocol. Radio communication is done to the 
frequency of 2.4 GHz and the modules use a 10 dBm trans-
mission power (equivalent to 10mW). In the data centraliza-
tion part we employ a laptop/PC where the images arrive 
from several acquisition systems. The computer is also 
connected to an XBee-Pro module to participate in radio 
communication, to receive the image frames. 

A. Hardware 

BeagleBoard XM is a single board computer built for the 
Open Source community.  
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Dual-core DM3730 based Embedded System  
• DM3730(Texas Instruments) found in new generation 

smart-phones is a dual-core (ARM+DSP) Digital Media 
Processor, which is compatible with OMAP™3 
architecture and  has the following prominent features 
[4]: 

•  The  processor core is ARM Cortex A8 - 1 GHz 
• TMS320C64x DSP (800 MHz able of processing HD 

video stream at 720p and 30 fps) 
• Imagination Technologies PowerVR SGX 2D/3D graph-

ics processor that supports two independent displays 
• 512 MB RAM LPDDR 
• 4 GB capacity micro SD card supplied with the Beagle-

Board-XM. 

 

Fig. 1 Overall scheme of the system 

The USB-powered Beagle-Board XM (beagleboard.org) 
shown in Fig. 2 is a DM3730 based development board and 
comprises of all needed components in order to access the 
peripherals such as mouse, keyboard, monitor, speakers, 
microphone, memory cards/sticks, internet, USB, WLAN 
adaptor etc. [5]. Attaching peripherals can be done by using 
any of the following ports and connections: 
• DVI-D (HDMI connector chosen for size - maximum 

resolution is 1400x1050) 
• S-Video 
• USB OTG (mini-AB) 
• 4 USB ports 
• Ethernet Port 
• Card slot for Micro SD / MMC 
• Stereo input and output 

• RS-232 port 
• JTAG connector 
• Expansion port (for adding new functionalities).  

A user-friendly Linux distribution “Angstrom“for the 
BeagleBoard XM is available on a mini SD card [3]. The 
Angstrom is a distribution with a highly portable and recon-
figurable core, built using the OpenEmbedded build system 
with special attention to embedded devices [3].  

 

 

Fig. 2 The Beagle Board–XM architecture [5] 

XBee-Pro PRO RF Module (Radio frequency) was de-
signed to meet the specifications of IEEE 802.15.4 and to 
support the needs of a low-cost and low power wireless 
network. The module requires less power and provides 
reliable data transfer between devices. The module operates 
in the ISM band (Industrial, Scientific and Medical) of 2.4 
GHz. Some of the key features of the module are presented 
hereinafter. 

While communicating, data integrity is preserved under 
the following conditions: transmission distance in an en-
closed space (indoor) or in urban areas is less than 60 m and 
transmission distance is no more than 750 m in open field. 
Transmission power is at most 10 mW (10 dBm) but can be 
changed by software and receiver sensitivity is -100 dBm. 
RF data rate is a fixed 250 kbps. The data rate on the serial 
interface of the software can be selected and can be from 
1200 bps to 250 kbps. One can also select non-standard data 
rates. The power consumption is relatively low compared 
with other wireless modules: the peak current consumption 
at transmission is of 150 mA (3.3 V); the current during 
reception or idle state is 55 mA (3.3 V) and power-down 
current consumption of less than 10 μA. 

The module supports the following network topologies: 
point-to-point, point-to-multipoint and peer-to-peer. 12 
channels using direct sequence can be used and the channel 
number can selectable by software. Addressing modules is 
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done either by using the PAN identifier, the channel number 
or the source and destination addresses. 

The XBee-Pro Module interfaces with a host device 
through a digital-level asynchronous serial port. Using this 
serial port, the module can communicate with any device 
equipped with UART (universal asynchronous receiver / 
transmitter [6]. 

XBee-Pro USB Explorer (Sparkfun) is an adapter board 
from USB to serial line for the XBee-Pro modules. XBee-
Pro module must be connected to XBee-Pro Explorer and 
then by a mini USB cable to the host. It will get direct 
access to serial communication terminals and programming 
pins of the XBee-Pro unit [7].  

 

B. Software 

The X-CTU software is an application based on Win-
dows (not compatible with the Linux Operating system) 
provided for free by MaxStream Digi. This program was 
designed to interact with the firmware files found on Digi 
RF products and to provide an easy to use graphical inter-
face. This software can be used to configure and test Digi 
radio modules. This application has the following features: 
• Support for all Digi-MaxStream RF products; 
• Integrated terminal interface – for configuring the mod-

ules manually; 
• Easy to use loopback test range; 
• Display indictor for the Receive Signal Strength (RSSI); 
• Remote firmware upgrade for RF modules; 
• Save and retrieve frequently used module configurations  
• Automatically detect the type of RF module; 
• Restore the factory settings; 
• Easily modify each radio parameter from the graphical 

interface; 
• Integration with LabVIEW and other software produc-

tion test through command line interface. 
The software is easy to use and allows customers to test 

the radio modems in the actual environment with just a 
computer and a few extra items included with the radio 
modems. X-CTU is used for configuring baud-rate, ad-
dresses and transmission power level, but can also be used 
for restoring the firmware on the XBee-Pro modules.  

Other terminal programs such as HyperTerminal and 
Minicom can be used for configuring the modules. 

OpenCV (Open-Source Computer Vision Library) is a 
library developed in C++ mostly designed for use with real-
time image processing and artificial vision. The library was 
developed by Intel. It can be used for free under the open 
source BSD license. If the library finds Intel's Integrated 
Performance Primitives on the system, it uses these proprie-
tary optimized routines to accelerate the software. 

Improved and new algorithms are now developed for 
OpenCV in the C++ interface. It should be mentioned that 
the functions in this library are optimized to work with Intel 
architecture and will therefore have poor results on the 
BeagleBoard which uses ARM v7 architecture.   

The library can be used for capturing images from the 
video camera but they have very poor performance. That is 
why images are retrieved from the video camera driver 
using the GStreamer framework. OpenCV will be used 
strictly for image processing. 

III. EXPERIMENTS AND RESULTS 

The low data rate protocols provided by IEEE 802.15.4 
are met by several challenges, due to its protocols having 
been designed to primarily operate in low traffic load scena-
rios. Yet, a large volume of data may be generated by some 
video cameras or vital signs sensors. 

In order to protect the system from overload, it could be 
considered to have a priority sensor and video system. For 
instance, when motion is detected in a patient it should gain 
priority to images in the waiting room. Images are captured 
periodically and are compared to detect tracking changes. 
The decision whether motion has been detected or not is 
taken based on the differences between consecutive images. 
If motion is detected, frames will be sent more often. 

 

 

Fig. 3 The acquisition system based on BeagleBoard–XM  

XBee-Pro module configuration may be done by employ-
ing AT commands or more simply by the X-CTU applica-
tion. The steps followed by the system in order to transmit 
an image start with video camera initialization.  

For retrieving an image from the video camera the follow-
ing command is used, which saves the image in JPEG  
format. 

gst-launch v4l2src ! ffmpegcolorspace ! video/x-
raw-yuv ! jpegenc ! filesink location=test.jpg 
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Gst-launch is a tool that builds and runs streams. It is based 
on integrating different plug-ins for reading and writing in 
certain file formats and also for converting between differ-
ent formats. In this case a JPEG encoder is used for convert-
ing from video format to JPEG format. Image processing is 
necessary for performing motion detection. The motion 
detection algorithm uses OpenCV functions. 

Frames captured from the video camera are in color 
mode but for faster processing they are converted to grays-
cale. The figure below contains four images used in motion 
detection. 

 

Fig. 4 The motion detection algorithm is illustrated on these figures 

The first image is the current frame taken from camera 
and converted into grayscale mode; the second picture is the 
previous frame captured from the camera and stored in 
grayscale mode. The third image is the difference image 
obtained by subtracting the gray levels of two images pixel 
by pixel and the fourth image is a binary image obtained by 
applying a threshold to the difference image. If important 
differences are noticed in consecutive frames then motion is 
detected. Two images have to differ more than 2% from the 
total number of pixels for the frame to be considered in 
motion. This threshold may be selected by the user. 

Duration for an image acquisition consists of three steps:  
• image capture and processing time (delay in transmission)  
• image transmission time via radio link  
• duration of the reception processing (delay at reception). 

The delays introduced in the transmission chain from 
source to the collector depend on the image resolution and 
the baud rate. In table 2 may be observed these delays for a 
640x480 video cam resolution (an average of 40kB for the 
file size).  

Table 2 Image acquisition delay (for 640x480 image resolution) 

Data rate (bps) Transmission Delay (s) Total Delay (s) 
1200 273.33 275.73 
2400 136.67 139.07 
4800 68.33 70.73 
9600 34.17 36.57 
19200 17.08 19.48 
38400 8.54 10.94 
57600 5.69 8.09 

IV. CONCLUSIONS  

In our work we proposed and evaluated the use of the 
ZigBee technology for the implementation of low-cost vid-
eo surveillance systems, which can be useful for the moni-
toring of patients or elderly persons or for security purposes. 
The delay introduced by the system processing chain and 
the limited data rate transmission achieve reasonable values 
to account for the usefulness of the system.  Some im-
provements may be introduced by using moving sensors, 
different network topologies, video and image formats. For 
more complex systems some physiological sensors (ECG, 
blood pressure or glucose, respiration, body temperature) 
may be connected to the acquisition subsystem (Beagle-
Board XM) to be transmitted via the ZigBee network. 
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Abstract— Voice disorders have experienced significant 
growth in recent years mainly due to unhealthy social habits 
and voice abuse, and therefore, there is an increased interest in 
their early diagnosis. Acoustic analysis can be helpful in diag-
nosing these diseases, being a noninvasive tool and providing 
an objective diagnosis. In this paper we suggest the use of 
TESPAR analysis for detection of voice with disorders. Our 
experiments shows that TESPAR A-matrix can be used to 
discriminate between normal and pathological voices. 

Keywords— voice disorders, voice assessment, acoustic 
analysis, time domain analysis, TESPAR analysis 

I. INTRODUCTION  

It is widely recognized that voice diseases do not neces-
sarily cause changes in voice quality as perceived by anoth-
er listener. A lot of studies have focused on identifying 
acoustic measures that highly correlate with pathological 
voice qualities (also referred to as voice alterations or voice 
disorders). Acoustic analysis seeks objective assessment, in 
a noninvasive way, for the degree of voice alterations. 

Pathologies that affect vocal folds usually modify their 
morphology and, consequently, abnormal vibration patterns 
and increased turbulent airflow at the level of the glottis 
may appear [1]. Acoustic analysis is usually performed by 
the extraction of acoustic parameters from voice signal 
using digital signal processing techniques. These parameters 
are then analyzed to determine particular characteristics of 
the voice. 

One approach in acoustic analysis allows to estimate of 
long-term acoustic parameters such as: the pitch, jitter, 
shimmer, Amplitude Perturbation Quotient (APQ), Har-
monics to Noise Ratio (HNR), Pitch Perturbation Quotient 
(PPQ), Voice Turbulence Index (VTI), Normalized Noise 
energy (NNE), Frequency Amplitude Tremor (FATR), Soft 
Phonation Index (SPI), Glottal to Noise Excitation (GNE) 
[2]. However, their reliable estimation is based on an accu-
rate measurement of the fundamental frequency which is 
not a trivial task in the case of certain vocal pathologies. 
Another approach is short-time analysis of the speech which 
use a non-parametric approach able of modelling the effects 
of pathologies on both the excitation (vocal folds) and the 
system (vocal tract). Short-term Mel frequency cepstral 
coefficients (MFCCs) features together with other features 
(fundamental frequency, energy, noise features), can be 

reliably employed for assessment of normal and pathologi-
cal voices [3]. 

Correlation of the various suggested features and repre-
sentations with voice pathology is evaluated using tech-
niques like linear multiple regression analysis [3], or  
likelihood scores using Gaussian Mixture Models and Hid-
den Markov Models [4]. Also neural networks and Support 
Vector Machine classifiers have been suggested [4]. 

In this work, we suggest the use of TESPAR matrices for 
detection of voice with disorders. 

II. TESPAR METHOD BACKGROUND 

TESPAR (Time Encoded Signal Processing and Recog-
nition) is a technique which classifies time domain signals 
according to certain shape parameters. The method is based 
on the approximations to the locations of the real and com-
plex zeroes, derived from the analysis of a band limited 
signal. The real zeroes correspond to the zero crossings of 
the signal while the complex zeroes are associated with 
local maxima, minima, points of inflexion etc. The real 
zeroes of a function and some complex zeroes can be de-
tected by visual inspection (Fig. 1), but the detection of all 
complex zeroes is a complex task. The overcome this draw-
back, the following procedure may be used: 
• the waveform is segmented between successive real 

zeroes, resulting a number of epochs with a certain 
lengths; 

•  this duration information is combined with simple 
approximations of the shape between these two loca-
tions. 

In this way an important subset of complex zeroes may be 
identified by examining the features of the wave shape 
between its successive real zeroes. 

In the simplest implementation of the TESPAR method 
[5], two descriptors are associated with every segment or 
epoch of the waveform: 
• the duration (D) between successive real zeroes; 
• the shape (S) between two successive real zeroes (as 

number of minima). 
Most signals can be expressed as a series of discrete nu-

merical descriptors based on TESPAR symbol alphabets. 
The standard TESPAR alphabet consists of 28 symbols, as 
shown in Table 1, and this has proven sufficient to represent 
most signal waveforms to an acceptable approximation [5].  
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Fig. 1 TESPAR waveform analysis 

Table 1. TESPAR alphabet  

D 
S 

0 1 2 3 4 5 
1 1 1 1 1 1 1 
2 2 2 2 2 2 2 
3 3 3 3 3 3 3 
4 4 4 4 4 4 4 
5 5 5 5 5 5 5 
6 6 6 6 6 6 6 
7 6 6 6 6 6 6 
8 7 8 8 8 8 8 
9 7 8 8 8 8 8 
10 7 8 8 8 8 8 
11 9 10 10 10 10 10 
12 9 10 10 10 10 10 
13 9 10 10 10 10 10 
14 11 12 13 13 13 13 
15 11 12 13 13 13 13 
16 11 12 13 13 13 13 
17 11 12 13 13 13 13 
18 11 12 13 13 13 13 
19 14 15 16 17 17 17 

……………………………………… 
34 23 24 25 26 27 28 
35 23 24 25 26 27 28 
36 23 24 25 26 27 28 
37 23 24 25 26 27 28 

 

The standard alphabet can be used to convert the se-
quence of epochs into an equivalent TESPAR symbol 
stream. The TESPAR coding process is presented in Fig.2, 
using an alphabet to map the duration/shape (D/S) attributes 
of each epoch to a single descriptor or symbol. 

Another approach involves using an additionally descrip-
tor A, for each epoch, usually epoch maximum amplitude. 
In this case, the coding is based on a comparison of two 
successive epochs (for each descriptor D, S, A), as shown in 
Fig. 3. Now we have 27 symbols, but the number of a sym-
bol has nothing to do with the duration or complexity of an 
epoch. This alphabet is called TESPAR DZ alphabet [6]. 

 

Fig. 2 TESPAR coding process 

 

Fig. 3 TESPAR DZ symbols assignation 

The TESPAR symbols string may be converted into a va-
riety of fixed-dimension matrices [6]. The S-matrix is pre-
sented as a histogram of TESPAR symbols. Given a stream 
s(i) of codes Ti, the elements of S can be expressed as: 

NnT
N

S
M

i
in ≤≤= 

=

1,
1

0

  (1) 

where:  =
=

otherwise

nisif
T i ,0

)(1  

 
The contribution of each symbol can be weighted by the 
value of the A descriptor. 
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Another option is the A-matrix, which is a two dimen-
sional N x N matrix that contains the number of times each 
pair of symbols appears, with a possible lag of L symbols:  

 

NnmT
N

A
M

Lli
imn ≤≤= 

+=

,1,
1   (2) 

where:  =−=
=

otherwise

nLisandmisif
Ti ,0

)()(1  

The contribution of each pair of symbols can be weighted 
with a value that implies values of A descriptor from each 
associated epoch. 

III. EXPERIMENTS AND RESULTS 

For this study, a dedicated application was designed that 
allows: 
• TESPAR analysis of a speech signal or a derivative (for 

example, the Teager energy), with the possibility to 
vizualize the epochs. 

• Generating symbol stream (coding) specifying the 
alphabet used (standard or DZ), the type of additional 
epoch descriptor (maximum amplitude, average 
energy). 

• Generate and vizualize TESPAR matrices, S and A (for 
different values of the lag parameter L), with the 
possibility of applying a weight to each symbol or pair 
of symbols. 

As a case study, we used utterances from subjects with 
normal voice and the utterances from subjects with voices 
affected by various pathologies (Unilateral vocal fold para-
lysis, Bilateral vocal fold paralysis, Presbylaryngis, Adduc-
tor spasmodic dysphonia, Abductor spasmodic dysphonia, 
Muscle tension disorder, Dysphonia plica ventricularis, 
Paradoxical vocal fold dysfunction) [7]. For all utterances, 
we used16-bit  mono audio recordings, at 22,050 KHz 
sampling frequency. 

We performed several experiments using our application 
directly on the speech signal or on Teager energy from the 
voice signal, using as additional descriptor maximum ampli-
tude or square energy for each epoch. 

At this stage, we used visual comparison of matrices S 
and A. We found that the A-matrix is much better suited to 
differentiate between the normal and the pathological voice. 
The best results were obtained using the voice signal itself, 
with square energy as additional descriptor, and L=1 for 
lag. Figures Fig.4-7 shows TESPAR A-matrices for a nor-
mal voice while figures Fig.8-11 shows same matrices for a 
pathological voice. 

As can be seen, in the case of a normal voice, when using 
the standard alphabet, the A-matrix values have a wider 
distribution, in the central area (Fig. 4, Fig. 5) while for   
 

 

Fig. 4 TESPAR A matrix, normal voice, standard alphabet, no weight 

 

Fig. 5 TESPAR A matrix, normal voice, standard alphabet, weighted 

 

Fig. 6 TESPAR DZ A matrix, normal voice, no weight 

 

Fig. 7 TESPAR DZ A matrix, normal voice, weighted 
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Fig. 8 TESPAR A matrix, pathological voice, standard alphabet, no weight 

 

Fig. 9 TESPAR A matrix, pathological voice, standard alphabet, weighted 

 

Fig. 10 TESPAR DZ A matrix, pathological voice, no weight 

 

Fig. 11 TESPAR DZ  A matrix, pathological voice, weighted 

the TESPAR DZ alphabet values of matrix A have a 
restricted distribution in the periphery (Fig. 6, Fig. 7). 

In the case of a disordered voice, when using the 
standard alphabet, the values of the matrix A have a more 
restricted distribution in the first corner (Fig. 8, Fig. 9) 
while for TESPAR DZ alphabet, the A-matrix values have a 
restricted distribution, only two corners (Fig. 10, Fig. 11). In 
all cases, the use of weighting lead to greater differences 
between the two types of voices. 

IV. CONCLUSIONS  

In this work, we suggest the use of TESPAR A-matrices 
to discriminate between normal and pathological voices. 
First results show that the A-matrices can be successfully 
used for this purpose. Weighting the contribution of each 
symbol provide better results. More experiments on a data-
base with pathological voices are needed, using a classifier 
for evaluating the results. 
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Abstract— SEMG (Surface Electromyogram) is a common 

noninvasive method of measuring the electrical activity in 
muscle tissue. The SEMG signal is used in various 
applications, from clinical research to application prostheses 
and human-computer interfaces. The SEMG signal is a small 
amplitude signal and strongly affected by noise. The aim of 
this study is to design and implement a hardware method of 
signal extraction in the time domain, without affecting useful 
SEMG amplitude and phase characteristics, so with minimal 
distortion. This approach allows isolating a segment in the 
time domain of the SEMG signal, based on the statistical 
histogram method. The selection criterion relies on choosing a 
signal area with a maximum number of samples that exceed 
the threshold in the required histogram. The imposed 
threshold depends on the signal-to-noise ratio of the acquired 
SEMG signal. We have designed and built equipment for 
SEMG signal amplification, conversion, and processing. A 
SEMG signal selection algorithm has been hardware 
implemented using a Xilinx XUPV5 development board with 
Virtex-5 FPGA. Experimental results suggest that this 
algorithm is simple, fast, and easy to implement as a hardware 
solution. The algorithm reduces the number of SEMG signal 
samples processed and thus the computation time.  

Keywords— SEMG, Histogram, Hardware signal 
processing, Mean value 

I. INTRODUCTION  

Skeletal muscles generate EMG signals. Muscular 
contraction is initiated by pressing the depolarization in a 
nerve engine with the origin in the brain or the spinal cord 
[1]. These signals are detected by placing electrodes on the 
surface of the skin onto the muscle tissues [3], in a 
procedure known as Surface Electromyogram (SEMG). 
SEMG signal is important in various fields, from clinical 
research to application prosthesis, robotics, and human-
computer interfaces [7]. The detection, processing, and 
analysis of EMG signal have become a major research area 
in the biomedical field. The aim of our study is to design 
and implement a hardware method of signal extraction in 
the time domain, without affecting useful SEMG amplitude 
and phase characteristics, so with minimal distortion [4], 
[5], [6], [8]. The SEMG signal is strongly affected by noise 
[2], [7].Sources of noise are the electrical inherent noise in 
electronics equipment, ambient noise, motion artifact, ECG 
signal, and the inherent instability of SEMG signal by its 

random nature [3]. The acquisition of the SEMG signal can 
be performed using FPGA circuits [9]. The SEMG signal 
selection method minimizes the influence of noise on the 
SEMG signal using the histogram method. We have 
designed and built equipment for EMG signal amplification, 
conversion, and processing. A SEMG signal selection 
algorithm has been implemented using a Xilinx XUPV5 
development board [9], [10], [11]. 

II. MATERIALS AND METHODS 

A. The EMG Measurement System 

Figure 1 shows the block diagram of the SEMG signal 
processing system. The analog signal captured by electrodes 
is amplified, filtered, and converted to digital format. Digi-
tal signal processing is carried out in a Virtex-5 FPGA de-
velopment board and the results are sent to the computer 
and displayed on the monitor. 

 
 

 
Fig. 1 Block diagram of one channel SEMG system acquisition and 

processing 

The SEMG amplifier structure is shown in Figure 2. The 
overall amplification factor is 1500, the bandwidth is li-
mited in the range of 5Hz - 5.6 kHz and CMMR factor = 95 
dB. A notch filter (hum filter) eliminates the disturbing 
signal with frequency of 50 Hz. The output stage provides a 
1.65V gap in DC voltage. The microcontroller is powered 
by 3.3V, and the maximal SEMG signal amplitude at the 
microcontroller input is 3.3 Vpp. 

The SEMG amplifier output signal is converted from 
analog to digital signal by the PIC16F887 microcontroller. 
Sample value n, is given by (1): 

SEMG
signal 

One channel 
electrode 

EMG amplifier 
and filter 

Xilinx XUPV5 
development 

board 

A/D conversion 
microcontroller 

board 

PC 
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   (1) 
 
The A/D converter has a resolution of 10 bits and the 

sampling frequency is 64.1 kHz. The microcontroller 
transmits digital data to the FPGAVirtex-5 circuit, J6 con-
nector on Xilinx XUPV5 development board. 

 
 

 

Fig. 2 Block diagram of SEMG amplifier 

Figure 3 depicts a schematic diagram for the interconnec-
tion between the PIC16F887 microcontroller and the Xilinx 
XUPV5 development board [11]. 

 
 

 
 

Fig. 3 Connection between Xilinx XUPV5development board and 
PIC16F887 

 

The ADC_DONE signal acts as the data transmission-
timing signal between the microcontroller and the Virtex-5 
circuit. D is the data signal and is collected when the signal 
ADC_DONE=1.  

A diagram of the signals recorded with the ASIX Sigma 
logic analyzer is presented in Figure 4. 

 
Fig. 4 Data signal timing between Xilinx XUPV5development board 

and PIC16F887 

Sampled EMG signal is stored in DDR2 SDRAM 
memory of Xilinx XUPV5 development board [9].  

The histogram algorithm is designed and implemented in 
C language programming. The Xilinx Embedded 
Development Kit (EDK) tool is used to generate and 
implement the MicroBlaze soft-core processor on the 
Virtex-5 FPGA, Xilinx XUPV5 [9].The algorithm was 
designed as separate blocks.  

The software for microcontroller was written in MPLAB 
IDE with the C language compiler. 

B. The EMG Signal Histogram Extracting Method 

Extraction of useful EMG signal involves the following 
eight steps:  

1) Baseline settings: 
 Dim_hist: the histogram size (number of samples in 
the histogram) 
 Thr_hist: the threshold for the minimum value of the 
histogram; 
 Min_hist: the minimum value of the histogram 

 These values are determined experimentally by the 
recorded SEMG signal quality. 

 
2) Calibration: measuring the noise parameters of the 

signal in the absence of a SEMG signal with electrodes 
positioned on the skin:  

 the maximum value of the noise signal Umaxn 
 the minimum value of the noise signal Uminn 
 the average value of the noise signal Umedn 

 
3) Acquired SEMG signal (Uin) and samples are stored in 

DDR2 memory. Figure 5 presents a representation of a 
DDR2 memory map. The number of samples is 
NRSAMPLES. 
 

4) Calculate the maximum value of input noise Max_n_hist 
relative to the mean signal noise Umedn on the signal 
line; this value will be used as a parameter in creating 
the histogram: 
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if (Umaxn-Umedn)>(Umedn-Uminn)  
  Max_n_hist=Umaxn-Umedn; 
else Max_n_hist=Umedn-Uminn; 

 
5) Calculate the module of the difference (2) of input 

SEMG signal Uin relative to the mean signal noise Umedn 
and store its value in DDR2 memory: 

modul_dif_n=|Uin – Umedn|  (2) 

6) Signal samples |Uin-Umedn| are grouped of Dim_hist 
samples. The histogram value Hist of the signal mod-
ul_dif_nis determined by the formula: 

 if(Uin-Umedn)>(Max_n_hist+Thr_hist) 
  Hist=Hist+1;   
 else Hist=Hist; 

 The histogram values Histare stored in DDR2 memory. 
The number of histograms is (3):  

  (3) 

 The noise level imposed is Max_n_hist+Thr_hist. 
 
 

 
Fig. 5 Xilinx XUPV5 DDR2 data memory 

7) Determine the maximum of the histograms Max_hist 
and histogram index Kmax. Max_hist represents the 
value histogram with the highest number of samples 
that exceed the noise level imposed. Kmax is the num-
ber of histogram with the largest value Max_hist. 

 
8) Determine the boundaries of the DDR2 memory in 

which the useful SEMG signal is stored. 
 The lower limit of DDR2 memory is done by the first 

histogram, at the left of Kmax that meet the condition 
(4).  

 The upper limit of DDR2 memory is done by the first 
histogram, at the right of Kmax that meet the condition 
(4). 

 
Hist<Min_hist   (4) 

 
 Figure 6 presents the method for the selection of these 

values. The imposed limits of variation of the index K 
histogram data relationship (5) are: 

 
(Nr_hist)/4 <K< (Nr_hist)*3/4  (5) 

 
 

 
 

Fig. 6 Determination of Kmin_inf and Kmin_sup index 
 
 

 Figure 7 shows the calculation of the memory limits of 
the stored SEMG signal considered useful. 

 
 

 
 

Fig. 7 Calculation of the DDR2 memory limits of the useful EMG signal. 
 

 
 
 

III. EXPERIMENTAL RESULTS  

The SEMG signal was collected with a set of three elec-
trodes. It was amplified, sampled, and processed on a 
XILINX XUPV5 development board. Calculation results 
are recorded in the data file. We applied the algorithm de-
scribed above, using the following particular settings:  

1) In the calibration phase, the noise parameters of  
the signal line were measured: Umax, Umin, and Umedn. The 
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program processed a number of samples NRSAMPLES = 
49062. The results are presented in Table 1: 

Table 1 Noise signal parameters on signal line 

 Umax Umin Umedn 
n-(sample value) 547 494 518 

 1.711 1.545 1.62 

 
2) The equipment acquired a number of samples 
NRSAMPLES = 197973 (duration 3s). The size of a histo-
gram is Dim_hist = 1000,Thr_hist = 10 and Min_hist = 5. 
The results of applying the method on SEMG signal detec-
tion are summarized in Table 2. Duration of the digital 
signal processing is under 1s. 
 

Table 2 Experimental values 

NRSAMPLE of 
SEMG signal 

NR_hist Kmax Kmin_inf Kmin_sup 

197973 197 135 129 167 

 
The memory area used for recorded SEMG signal is be-

tween the limits:  
 

The graphical representations in Figures 8 to 11 illustrate 
the algorithm for processing the SEMG signal in order to 
extract the useful signal. 
 

 
Fig. 8 SEMG analog input signal in microcontroller PIC16F887 

 
From the original signal shown in Figure 8, we want to 

select the part of the signal in the red area. After the acquisi-
tion with the equipment described above, the signal at the 
input of the PIC16F887 microcontroller board matches 
Figure 8.  

 

For this signal, we apply the algorithm described in sec-
tion II.B. First, we calculate the module of the difference of 
the input sampled signal relative to the mean SEMG signal 
noise in Figure 9, and calculate the histogram of the mod-
ule, as per Figure 10. The noise threshold signal is evident 
in Figure 9 (Max_n_hist + Thr_hist) and all samples below 
this threshold are ignored. 

 

 
 

Fig. 9 modul_dif_n=|Uin_n – Umed|  

 

 
 

Fig. 10 Histogram of modul_dif_n=| Uin_n – Umed|  

 
Those calculations determine the segment in the original 

SEMG signal that has the maximum signal–to-noise ratio. 
With the boundaries calculated from the signal stored, as 
above, the signal can be segmented like in Figure 11 and the 
signal between the boundaries, represents the useful signal 
for further processing. 
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Fig. 11 Output signal Uo_n (selected SEMG from input signal Uin_n) 

 
The use of the processor on the Xilinx board is presented 

in Table 3. 

Table 3 Implementation results 

Device utilization summary:           system implementation
Selected Device : 5vlx110tff1136-1,  speed grade -1  

Slice logic utilization Used Available Utilization 

Number of Slice Registers: 5448 69120 7% 

Number of Slice LUTs: 4370 69120 6% 

Number used as Logic: 4160 69120 6% 

Number used as Memory: 200 17920 1% 

Number of occupied slices 2833 17280 16% 

Number of bonded IOBs: 170 640 26% 

Number of Block  

RAM/FIFO: 

17 148 11% 

Total memory used (kB) 612 5328 11% 

Number of DSP48Es: 3 64 4% 

Maximum Frequency:  185.587MHz 

IV. DISCUSSION 

This signal acquisition equipment for SEMG signals was 
designed with discrete components, especially in the 
preamplifier section. The digital-to-analog converter was a 
built-in microcontroller 10-bit accuracy. A better solution 
would be to use an integrated front end IC with amplifier 
and minimum 16 bit A/D converter, like the ADS1298 IC 
from Texas Instruments [11]. Even in this case, with a lower 
A/D converter resolution, the original algorithm described 
in this paper is a useful application.  

Unlike other methods used in SEMG signal pre-
processing (FFT, filtering, etc) [2], [3], [7], this one pos-
sesses the particularity of reducing the samples that must be 
processed, and does not distorts the signal. It can said that 
this method (algorithm) does not modify the original signal, 
but in fact, separates the signal segments with a better signal 

to noise ratio. This is an important and noteworthy  
advantage.  

In this paper we use a fixed noise threshold determined 
experimentally, using the rest signal as reference. This ap-
proach cannot be useful in daily SEMG measurements. A 
better way is to determine the noise threshold with an adap-
tive algorithm, using the measured signals. In this case, the 
algorithm can be implemented as “real time” measurements. 
This remains an issue to be addressed by further work. 

V. CONCLUSIONS  

In this paper, we have presented aSEMG signal acquisition 
system, utilizing an original approach to:  

• The block diagram of SEMG amplifier; 

• The analog-t-digital processing block of the SEMG 
signal, using thePIC16F877 8-bit microcontroller. 
It carries out the ADC conversion (10-bit) and 
sends the data to the Xilinx board; 

• The hardware processing of the SEMG signal with 
a Xilinx XUPV5 development board 

• The histogram method algorithm implemented on 
the board, as described above.  

For the algorithm we used as selection a statistical method 
based on signal histogram calculation. The optimal  
SEMG signal is considered to be in area with the highest 
number of samples that exceed a threshold value that de-
pends on the noise. The threshold constant can be adjusted 
experimentally. 

Experimental results confirm the effectiveness of the  
method.  

Advantages of the method are: 

• The EMG signal is not distorted after the DSP 

• Reducing the number of sample needed to be 
processed 

• Short time computation 
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Abstract— In order to uncover the acupuncture mechanism 
in the pain removal, the paper's aim is to reveal specific 
changes in the EEG brain response to the acupuncture stimu-
lation in three points (ST36, UB25 and DU3) specific to the 
chronic low back pain (CLBP) treatment.  

Seven young, right handed and acupuncture naïve subjects 
have been tested with a 64-ch EEG equipment. The data have 
been off line processed and statistically analyzed.  

The comparison between the results for different testing pe-
riods was statistically significant (p<0.05) and led to the con-
clusion that acupuncture stimulation in the selected acupoints 
generates an increased power of all spectral bands, especially 
for ST36 and DU3. 

This preliminary study has to be extended on a wider sub-
jects population, allowing comparing results with the ones get 
from a sham-acupuncture control group. 

Keywords— Acupuncture, Chronic low back pain, EEG, 
Spectral analysis. 

I. INTRODUCTION  

The chronic low back pain (CLBP) is a very frequent 
rheumatic disease that represents a major health problem 
with high social impact, being not only a source of pain but 
also of important costs and economics losses [1]. In the 
industrialized countries, back pain affects between 15% and 
30% of the population and generates high costs due to the 
ambulatory care visits [2]. 

In the last decades, complementary and alternative medi-
cine (CAM) became an accepted treatment alternative and 
for the rheumatic diseases acupuncture is considered one of 
the most efficient. The health care policy makers from many 
countries have included acupuncture between the recom-
mended procedures for the treatment of incipient chronic 
rheumatic diseases [3].  

Despite the multitude of studies and practical evidences, 
the effectiveness of the CAM therapies give rise often to 
disputes and polemics. The first efforts to explain acupunc-
ture in terms of Western medicine have been oriented to-
wards the biologic, electric and tissular proprieties of the 
acupuncture points (acupoints) or the energy or electricity 
propagation trough the acupuncture meridians. 

Literature suggests that acupuncture influences a diverse 
set of bodily organs and functions, including brain 
processing and autonomic nervous system activity [4]. 

However, the acupuncture mechanism of action is not com-
pletely understood and nowadays modern exploration and 
imagistic techniques are used to reveal the relation between 
acupuncture stimulation and brain activity.  

Multi-channels electroencephalogram (EEG) represents a 
powerful tool for investigating cortical responses to various 
stimuli and has an advantage over imaging modalities in 
that it can provide temporal information on the activity in 
addition to its location [5]. 

Based on a literature review, the standard widely ac-
cepted acupoints for CLBP mainly belong to three meri-
dians (stomach ST, urinary bladder UB and governor vessel 
DU) and are: in the lumbar region UB25 and DU3, on lower 
extremity ST44 and on upper extremity LI4 and TF5 (meri-
dians liver LI and three focus TF). Also, common used 
points are: ST36 (analgesic point), UB17, UB40, UB62, 
DU20 and auricular points: Shenmen and Lombar spine. 

The aim of this paper is to assess the pain removal poten-
tial of three from the mentioned points: two local points 
UB25 and DU3, as well the wide used analgesic point 
ST36. The present study was conducted, therefore, to detect 
the temporal behavior of acupoint stimuli-produced cortical 
activities using EEG.  

II. MATERIALS AND METHODS 

A. Participants 

In this preliminary study, the subjects were 7 young male 
healthy university volunteers, Caucasian adult having the 
age between 21 and 26 years, selected right-handed and 
acupuncture naive, who have been informed on the purpos-
es of the study, the experimental protocol and the potential 
risks involved, consigning their written informed consent. 
The study was approved by the Ethics Committee of the 
“Gr.T.Popa” University of Medicine and Pharmacy of Iasi.  

 
B. Experimental Design 

The subjects were comfortably seated in a lit, quiet and 
ventilated room. The experiments began after complete 
disappearance of the willies. For an interval of minimum 6 
minutes, control data have been preliminarily recorded. 
When the experiment started, three needles were inserted in 
the mentioned acupoints. Acupuncture needling was  
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performed by a single experienced acupuncturist under 
aseptic conditions and performing identical stimulating 
manipulations. The data were continuously recorded follow-
ing the paradigm depicted in Fig.1. 

The present study involved verum manual acupuncture in 
three specific acupoint for CLBP: ST36, UB25 and DU3. 
Standard acupuncture stainless steel needles (0,2mm x 
40mm, Seirin Co.Ltd) were inserted (to a depth of 20mm) 
into the muscle. At certain moments, the three acupoints of 
each subject were stimulated, in a random order. The stimu-
lation consisted in the bidirectional needle twirling, with 
amplitudes near to 180°, at a rate of one cycle per second. 

The blood pressure (BP) and heart rate (HR) have been 
monitored before and after the experiment using the digital 
device Microlife BP A80. At the end, all the subject were 
questioned about the sensations that they had felt and asked 
to assess their pain sensation for the three stimulation pe-
riods by means of the visual analogical scale (VAS) that 
ranges from 0 (no pain) to 10 (worst possible pain).     

 
C. EEG Recording and Offline Processing 

EEG recordings were performed during an eyes open 
passive condition. The subjects were told to relax, to think 
of nothing and to fix calmly a point across the room. They 
were informed that acupuncture was to be performed at 
different sites, but not the order in which the acupoints 
would be stimulated. 

A compact active electrode system, gSCARABEO, de-
veloped by g.tech medical engineering GmbH (Austria) for 
high-density EEG and multi-purpose application, has been 
used. This contains 64 active electrodes which were 
mounted on the subject's scalps according to the 10-20 In-
ternational System. The 64-ch montage is depicted in Fig. 2. 

All the EEG channels were recorded in an averaged ref-
erence and online bandpass - filtered between 0.5 to 100 Hz. 
The 50Hz perturbation has been removed by a Notch filter. 

The data have been processed with gBSanalyze software 
provided by g.tech medical engineering GmbH. In the of-
fline preprocessing phase, the EEG channels were re-
referenced through the LAR (Local Average Reference) 
technique, calculated according to the following equation 
(1), where i is the channel number and Si the subset of sur-
rounding electrodes for channel i, meaning that the average 
of the surrounding electrodes is subtracted it from the active 
electrode value. The electrodes are weighted according to 
the distance from the active electrode through the factor gi,j.  

 


∈

−=
iSj

jj,iiLARi VgVV                 (1) 

Afterwards the data were off-line filtered between 0.5 to 
70 Hz (bandpass 5th-order Butterwoth filter) and were sub-
jected to epoching (2 s each). After a linear-detrend the 
preprocessing phase ended with the artifact rejection that 
consisted in exclusion of the epochs with large amplitude 
(over ±80 μV) and artifacts caused by eye-blinking.  

Finally, each set of EEG data (2-s epoch) was subjected 
to Fast-Fourier Transform (FFT) analysis to obtain the abso-
lute EEG band power (μV2) at each electrode in the follow-
ing 7 bands: Delta (0.5–3.5 Hz), theta (4–7 Hz), Alpha-1 
(7.5–10.5 Hz), Alpha-2 (11–14 Hz), Beta-1 (14.5–23.5 Hz), 
Beta-2 (24–35 Hz) and Gamma (35–45 Hz), defined accord-
ing to the conventional IFCN guideline [6]. 

III. RESULTS 

All the resulted data have been statistically analyzed us-
ing Excel. Statistical comparisons were performed by 

 
 

Fig. 2 Map of the 64-ch EEG montage 

Fig. 1 The experimental paradigm. The order of the 2-minutes stimu-
lated points was pseudo-randomized across patients and each experi-

ments starts with a 6 minutes rest run. 
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ANOVA for repeated measures (seven subjects), where the 
two parameters were the electrodes (columns) and testing 
period (samples). The ANOVA analysis with α=0.05 was 
performed for every of the considered spectral-band and the 
results are synthetically given in Table 1. These indicate in 
all the bands the significant differences related to the testing 
period and to the electrode (p<0.05), while no significant 
interaction between parameters testing period and electrode 
can be found (p>0.05). A separate ANOVA analysis applied 
only to the three stimulation periods revealed no statistically 
significant differences (p>0.05) among them. We conclude 
that the statistically significant differences signaled in Table 
1 refer to differences between the stimulation periods and 
relaxing periods, meaning that EEG signals are changed by 
acupuncture stimulation. 

The mean power of each electrode and broad band was 
averaged for the three stimulation periods in order to com-
pare the recorded “intensity of stimulation” with the subjec-
tive intensity of pain that was estimated by the subjects 
using the VAS. In order to have a visual comparison, the 
results have been normalized and represented in Fig. 3. The 
behavior of the two parameters is quite similar, the main 
difference being related to DU3 stimulation that appears in 
the subjective assessment as the main pain source while the 
most intense recorded stimulation is of ST36.  

The mean power in the Delta and Theta broad bands are 
represented in Fig.4. The similar charts for the rest of the 
broad-bands look very similar with the one of Theta and  
 

Table 1 Results of 2-way ANOVA analysis of spectral bands 

 
Source of 
Variation SS DF MS F 

p-
value F crit 

δ 
Sample 4349 6 725 2.4 0.030 2.116 
Columns 79845 18 4436 14.4 0.000 1.623 
Interaction 16465 108 152 0.5 1.000 1.265 

θ 
Sample 73032 6 12172 16.6 0.000 2.116 
Columns 216322 18 12018 16.4 0.000 1.623 
Interaction 31171 108 289 0.4 1.000 1.265 

α1 
Sample 75600 6 12600 17.3 0.000 2.116 
Columns 223802 18 12433 17.0 0.000 1.623 
Interaction 31468 108 291 0.4 1.000 1.265 

α2 
Sample 75802 6 12634 17.4 0.000 2.116 
Columns 226690 18 12594 17.4 0.000 1.623 
Interaction 31494 108 292 0.4 1.000 1.265 

β1 
Sample 74657 6 12443 18.5 0.000 2.116 
Columns 197882 18 10993 16.4 0.000 1.623 
Interaction 30290 108 280 0.4 1.000 1.265 

β2 
Sample 75321 6 12554 19.3 0.000 2.116 
Columns 175436 18 9746 15.0 0.000 1.623 
Interaction 29692 108 275 0.4 1.000 1.265 

γ 
Sample 73106 6 12184 18.7 0.000 2.116 
Columns 183268 18 10182 15.7 0.000 1.623 
Interaction 27672 108 256 0.4 1.000 1.265 

have not been represented due to the limited length of the 
paper. A correlation test taking the broad band as parameter 
shows a very high correlation (the correlation coefficient r > 
0.9) among the all broad-bands except Delta, for that the 
correlation is only good for a coefficient of about 0.5. One 
notes in both pictures from Fig.4 that, for all the electrodes, 
the highest bars belong to the stimulation periods. 

The data related to BP and HR show a low decreasing in 
both parameters (in average with 7.5% for the systolic BP, 
11.2% for the diastolic BP, and 8.1% for the HR) but it can 
be explained through the subjects' emotional state and initial 
anxiety attenuation during the experiment.  

IV. DISCUSSION 

This preliminary study is particular due to the selected 
acupoints (specific for the treatment of CLBP) and the ex-
perimental paradigm. The results are similar with the find-
ings reported by other studies regarding no interaction effect 
between acupuncture points when a group of points were 
tested [7] and differ from the other studies conclusions 
because the main effects of electrodes and of testing period 
are significant for all the broad-bands not only for few of 
them [8]. 

The ST36 and secondly DU3 stimulation showed the 
most important brain responses, while UB25 stimulation led 
to moderate to low response. One explanation can be related 
to the acupuncture-specific subjective De-qi sensation that 
is considered essential to induce a therapeutic effect [9]. 
The less pain intensity assessed by VAS for UB25 could be 
explained with the lack of the De-qi sensation following the 

 
 

Fig. 3 Comparison between the recorded “stimulation intensity”  
and the pain intensity assessed using VAS in the three  

acupoints ST36, UB25 and DU3  
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UB25 stimulation and so a low EEG response to this one.  
The main study limitation consists in the lack of a control 

group, following the same experimental paradigm but  
replacing the real acupuncture with sham acupuncture sti-
mulation (usually in non acupuncture points). In further 
research we intend to apply different methods for the EEG 
signals analysis (STFT or Wavelet). 

V. CONCLUSIONS  

The relation between acupuncture stimulation of three 
specific acupoints for the CLBP treatment and EEG changes 
has been investigated. The results suggest the increased 
brain response for two of the tested acupoints, and a mod-
erate low response for the third. The conclusions done by 
statistical analysis are partially similar with the findings of 
other studies but which are the broad-bands with significant 
activity need further research. 

This preliminary study has to be extended over a more 
consistent subject group and to provide significant valida-
tion by using a sham-acupuncture control group. 
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Fig. 4 Changes in the Delta and Theta band power of EEGs during the seven periods of the experimental paradigm depicted in Fig.1  
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Abstract— Optical coherence tomography (OCT) has revo-
lutionized the way we look at the retina, by being able to offer 
cross-sectional images of the retinal layers, comparable to  
the histological specimens, in a non-invasive manner. OCT 
technology is based on the principle of low coherence interfe-
rometry. The new spectral domain OCT devices have axial 
resolution of 2 µm - 5 µm, scanning speed of 27 000 - 100 000 
scans per second, perform large, dense raster scans and dis-
play three-dimensional data of the target tissue. The practical 
impact of these capabilities is translated by: better image qual-
ity, less artifacts associated with eye motion and the obtaining 
of detailed surfaces of the retinal layers over large areas result-
ing in segmentation maps. The most important quantitative 
parameter measured by OCT, that cannot be precisely eva-
luated by any other method, is the macular thickness. With the 
help of this information, surface maps of the internal limiting 
membrane and retinal pigment epithelium and retinal thick-
ness maps are generated. Registering these maps over time is 
very useful in identifying and monitoring the dynamics of 
disease progression and response to therapy. The macular 
diseases that benefited the most from the development of the 
OCT technology are: age-related macular degeneration, di-
abetic macular edema, vitreo-macular interface disorders 
(vitreo-macular traction, epiretinal membranes, macular hole). 
The purpose of this paper is to present the principle of OCT 
technology and its impact on the diagnosis, monitoring and 
treatment of the macular disorders. Our personal cases are 
presented in order to illustrate the impact of OCT in the clini-
cal practice. 

Keywords— optical coherence tomography, age related ma-
cular degeneration, diabetic macular edema, macular hole, 
epiretinal membrane 

I. INTRODUCTION  

Optical coherence tomography (OCT) has revolutionized 
patient care by being able to image detailed ocular struc-
tures in a simple, fast, precise and noninvasive way. The 
diagnosis, monitoring and treatment of macular diseases 
became unthinkable in the absence of OCT examination, 
during the past two decades [1].  OCT also brought a sig-
nificant contribution in elucidating the pathogenesis of the 
macular conditions, by visualizing the retinal layers like a 
true live biopsy [2, 3]. Current technical considerations and 
future directions in the development of OCT technology are 
presented and sustained by our case studies. 

II. TECHNICAL CONSIDERATIONS ON OCT 

A. Principle 

OCT technology is based on the principle of low cohe-
rence interferometry where a low coherence light is directed 
towards the target tissue. The scattered back-reflected light 
is combined with a reference beam which was split off from 
the original light beam. An axial A-scan results from the 
interference patterns, representing the scattering properties 
of the tissue along the beam path. Many A-scans are gener-
ated by moving the light beam linearly, from different  
incidences, along the tissue. Thus, a cross-sectional two-
dimensional image of the target tissue is reconstructed, 
known as a B-scan. The wavelength of the light source is 
within the infrared range (840 nm) [1, 2, 3].  

 
B. Qualitative Parameters 

The axial resolution depends on the bandwidth of the 
light source and it varies between 2 µm - 5 µm in the latest 
commercially available OCT instruments [2, 3]. The lateral 
resolution is limited by the diffraction caused by the pupil 
and is about 20 µm. The acquisition time depends on the 
patient's ability to avoid eye movements and in the typical 
patients is less than 2 seconds. The crucial parameter that 
determines the amount of data available for a single OCT 
dataset is the scanning speed (number of A-scans per 
second) [1, 2, 3]. The first generation OCT instruments 
were time-domain (TD-OCT). With TD-OCT, an A-scan 
was created by moving a mirror to modify the optical path 
of the reference beam in order to match different axial 
depths in the target tissue. In this setup, the scanning speed 
is limited to a few thousand A-scans per second. A newer 
technique, known as spectral domain OCT (SD-OCT), 
Fourier domain OCT (FD-OCT), or high definition OCT 
(HD-OCT) uses an array of detectors instead of multiple 
reference beams from a moving mirror. This allows to ob-
tain scanning rates of approximately 27 000 - 100 000 scans 
per second, about 200 times higher than with TD-OCT [1, 
2, 3]. With TD-OCT instruments, the scanning pattern con-
sists in six radial, concentric, 6-mm-long B scans centered 
on the fovea. The recent high speed SD-OCT systems  
allowed the development of  new imaging strategies,  
based on three-dimensional acquiring of data and B-scan 
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Fig. 3 MH with fluid within and under the retina 

The standard treatment of MHs is vitrectomy, with suc-
cess rates of 85 - 100% [5]. OCT is used to reveal the evolu-
tion of the MH after surgery: restoration of the normal  
foveal contour (Fig. 4), or the persistence of retinal abnor-
malities. 

 

 

Fig. 4 Closed MH after vitrectomy with normal foveal contour  

C. Age-related Macular Degeneration (AMD) 

AMD is the most common cause of visual loss in the el-
derly worldwide [6]. It is classified in two forms: non-
neovascular  (dry) and neovascular (wet or exudative). 

The retinal modifications in non-neovascular AMD are 
early (drusen and pigmentary changes) and late (geografic 
atrophy). Drusen are seen on OCT as RPE elevations with 
variable reflectivity depending on the composition of the 
underlying material (Fig. 5).  

 

 

Fig. 5 Drusen 

A novel algorithm is able to measure the drusen area and 
volume [2, 3, 8]. The algorithm compares the patient's map 
with a normal RPE map and monitors the natural history of 
AMD [8]. GA is a progressive condition that leads to the 

loss of vision over many years. The enhanced depth imag-
ing (EDI) of SD-OCT has made it possible to visualize the 
structure of the choroid in greater detail [4, 9].  

Autofluorescence (Fig. 7) is an important feature that 
predicts the extension risk of a GA lesion [10].  

 

 

Fig. 6 Autofluorescence 

Neovascular AMD is characterized by the growth of ab-
normal vessels in the macular region that can arise either 
from the choroidal circulation, or from the retinal vessels. 
The presence of fluid within or under the retina is the con-
sequence of leakage from the new vessels. The fluid may 
accumulate between the RPE and the neurosensory retina 
appearing on the OCT images as homogenous and hyporef-
lective, if it is serous (Fig. 7), or separated by fibrinous 
membranes, when protein exudation is present [1].  

 

 

Fig. 7 Neovascular AMD  

Currently, OCT-guided strategies are used for the anti-
VEGF (Vascular Endothelial Growth Factor) treatment of 
neovascular AMD. The effect of anti-VEGF therapy is 
assessed qualitatively, by the evaluation of the amount of  
macular fluid on the B-scans, and quantitatively, by examin-
ing the changes in the retinal thickness maps [1, 2, 3, 6]. 

 
D. Diabetic Macular Edema (DME) 

The role of OCT in DME is very important for diagnos-
ing and monitoring the response to various therapies [2, 3, 
11]. However, OCT cannot provide information on overall 
retinopathy severity, for which color photographs remain 
the goldstandard [11]. Serous retinal detachment appears on 
OCT as a focal elevation of the neurosensory retina overly-
ing a hyporeflective, dome-shaped space (Fig. 8). Small 
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intraretinal hyperreflective dots are identified, correspond-
ing to retinal exudates (Fig. 9).  

 

 

Fig. 8 Diabetic macular edema 

Quantitative retinal thickness maps (Fig. 9) are used to 
direct laser therapy and are better than biomicroscopy alone. 
In the era of pharmacotherapy, OCT is a valuable tool in 
monitoring the response of DME to intravitreal injections 
[2, 3, 11].  

 

 

Fig. 9 Retinal thickness map in a patient with DME 

IV. CONCLUSION  

Currently, OCT is the most useful tool to investigate the 
retina. AMD, DME and vitreo-retinal interface disorders 
benefited the most from the progress in OCT technology. 
OCT is the only method which is able to measure precisely 
the macular thickness and therefore it is used to monitor the 
progression and the response to treatment of the above-
mentioned diseases. OCT is very useful in assisting the 
decision-making process, by identifying subtle changes at 
the level of the vitreo-macular interface. A novel algorithm 
is able to measure the drusen area and volume and thus 
monitor the natural evolution of AMD. The capability to 
show autofluorescence is an important feature that predicts 
the extension risk of a GA lesion. The OCT technical fea-
tures hold the promise for an unprecedented capability to 
describe and  monitor the changes in retinal geometry. 
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Abstract— The paper presents an experimental method of 

ultrasound image filtering using newly developed mathemati-
cal morphology filters with spatially variant parameter - 
Amoeba filter. The speckle form of B-mode ultrasound is  
modeled in its dependence on depth and radial angle in the 
image.  The adaptive filter parameter is varied according to 
local speckle model as observed on typical sensor images. Me-
dian adaptive filtering is performed in a sequence after the 
proposed amoeba filter noise form adjustment in image areas. 
The results are compared with direct fixed width median filter. 
Further extensions of the method are discussed based on re-
sults so far obtained. 

Keywords— Ultrasound imaging, speckle filtering, morpho-
logical filters, ameba filters  

I. INTRODUCTION 

The visualization of anatomical structures in medical 
practice relies very much on the experience of the physi-
cian. One characteristic of the ultrasound image is the scat-
ter texture of the image referred to as speckle noise. Speckle 
noise reduces the image contrast, obscures and blurs ana-
tomical details, decreasing the image quality.  

One source of the speckle non-uniformity is the radial 
and angular depth ultrasound beam forming difference in an 
image. Modern ultrasound equipment has made significant 
progress in beam tracking techniques in hardware and soft-
ware to homogenize the image. 

Speckle form factor differences in different areas of the 
image remains a reality that impedes visualization of ana-
tomical structures [7]. The speckle form was used by au-
thors [5], to identify successive image positions.  

Image enhancements while preserving organ anatomical 
margins, has been intensively studied for many years and is 
known to be a difficult problem [4], [6]. 

The simplest method in use is an edge-preserving filter, 
like median filter of appropriate width. The effectiveness of 
such an approach is hindered by the varying form of the 
speckle at different locations in the ultrasound image. 

Recently a new class of morphological spatially variant 
filters has been proposed [1,2]. The domain was and still is 
under intense development in recent years, both on theoretic 
aspects as well as practical implementation [2]. 

The present paper explores the effectiveness of the spa-
tially variant filters in the reduction of the speckle interfe-
rence in interpretation of the ultrasound images, a problem 
still in search for a better solution [7].    

II. BACKGROUND OF ULTRASOUND IMAGE FILTERING  
AND STATE OF THE ART IN MEDIAN FILTERING 

A. Speckle Noise Problem in Ultrasound Imaging 

According to recent literature median filtering is among 
the best methods to remove speckles form the image before 
processing or visualization. The property that makes median 
filter attractive for reducing speckle effect is the edge pre-
serving property. 

During the study it was found that the use of direct  
median filtering on ultrasound images, the most valued 
property of the median filter, edge preservation, is not really 
holding true.  

At the same time the local speckle averaging for distinct 
and easy observation of different tissue layers leaves room 
for improvement.  

 
Fig. 1 Sample Ultrasound Image with selected areas of different 

speckle forms 
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A reduced window size for median filter gives better re-
sults but is not appropriate for the distal radial and large 
axial deviations due to larger spread of the speckle noise in 
this areas of the image.  

 
Fig. 2 Direct median filter used uniformly across the sample image 

In the following the paper presents a novel ultrasound 
image speckle filtering scheme. In a first step a spatially 
variant morphological parameter is determined for specific 
speckle areas in a image. In a second step a median filter 
adjusted according to the first step parameter is used to filter 
out speckle noise from the image. 

B. The Speckle Form Dependence on Location in Image  

According to literature, the complexity of beam forming 
and its reflection on tissue areas in modern array ultrasound 
is well understood [9]. From the raw signals received, using 
hardware and software processing, the image is obtained 
and optimized for speckle problem containment. 

The speckle effect is inherently linked to the physics and 
technology and total elimination from ultrasound images is 
a distant goal. For reducing the influence of speckle in the 
image visualization process, a variable axis elliptic model 
was found to be a cover for the area and form of speckle in 
different areas of a B-mode ultrasoud image. 

The vertical axis of the ellipse was found to be relative 
constant with depth and angle of departure from image 
symmetry axis. The horizontal axis was found to be very 
angle dependent with a variation of one in two from image 
symmetry axis to maximal radial extension of the exploring 
beam. 

Based with the speckle form model observed the adaptive 
amoeba filter parameters have been scaled. Each location 
received a set of amoeba parameter weights dependent on 
position in radial and angular direction.  

The construction of the adaptive model of the ameoba fil-
ter has been thus founded on solid experimental basis from 
specific clinical cas images.  

The novel ultrasound image smoothing method proposed 
was augmented with a second stage meant to preserve ana-
tomical reflectivity density. An intuitive different grid 
scales processing filter was designed to optimize local 
smoothing to larger area variations covering anatomical 
details. 

  

 
Fig. 3 Speckle form based on ultrasound technology dependence [9] 

The coordination of the two levels of adaptive filtering 
was found to be essential in the application phase of the use 
of the novel filter to ultrasound images. 

III. MORPPHOLOGICAL AMEOBA FILTERING  
EXPERIMENTS 

In the present experiments with the proposed amoeba fil-
ter used a direct euclidean amoeba distance formula. Recent 
research shows a very large horizon, in the yet distant reso-
lution for a method choose and optimize the distance formu-
la of ameoba filters [11,12]. 

For the target application of kidney ultrasound images, 
the filtering of the variable form speckle noise the amoeba 
distance computations used polar coordinates. This choice 
followed the speckle distribution model as determined for 
B-mode ultrasoud images. 

The amoeba distance formula used was on a 8-neighbour 
form – vertical for depth and horizontal for image off sym-
metry angle. Exploration order can not be always parallel to 
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the orientation axis of the speckle model in the area, but it 
was found that this detail does alter the result. The correct 
shape is finally reached up to or less then maximal model 
area of the local ameoba form. 

 

 
Fig. 4  Speckle and Ameoba form factor changes in the image 

The ameoba distance was calculated in the classical way: 
 

- given a pixel P in directions using 8-neighbour vicinity a 
sequence of k pixels is determined; 
- k is smaller or equal to H, the maximal amoeba distance; 
- the value of k is determined by limiting the cumulative 
euclidean distance added to a penalizing function on intensi-
ty; 
- on the area determined this way the filtering procedure is 
then applied. 

The distance formula depending on the adjusting parame-
ter has a first term of counting euclidean path and a penaliz-
ing term depending on the image pixel intensity G.  

 
 D(a) = SUM k ( 1  + a * (G k ) ) (1) 
 

The adjusting parameter a was found crucial to the de-
termination of the ameoba behavior in image processing. 
 

Table 1 Adaptive Ameoba form and resolution trials 

 
 Radial Axis 

value 
Angular Axis 
Value 

Vertical Image 
Axis 

n 2n 

Angular Skew 
-30 degees 

2n 4n 

    
 

A sample image ad-hoc value was used to test the  
hypothesis of the experiments conducted to validate the 
experiments. 

In order to find a best find a sequence of processing mor-
phological succession of filters several approaches have 
been studied: 

 
1. Extraction by ‘top hat’ of local maxima to locate local 

individual speckles 
- limit the ‘hat’ radius to extract isolated speckles only 
- do ultimate erosion to locate local maxima location 
2. Find amoeba limit parameters for each local speckle 

location 
3. Do radial median filtering with parameter found in 

step 2. 
The blurring effect of the ‘top hat’ removal filter in the 

sequence is visible in the preliminary results. Further  refin-
ing of the filtering sequence followed. 

 
Fig. 5  Speckle removal using the median filter before  

ameoba selection 

The experiments conducted have shown that the task of 
matching ameoba distance calculations are very much de-
pendent on the sensor technology used.  

IV. RESULTS OF EXPERIMENTS  
ON CLINICAL CASE IMGES 

The positive results reported in the paper are that the 
adaptive structuring element form is crucial in the filtering 
scheme and the proposed algorithms and new morphologi-
cal filters are on the right track. 

For the kidney imaging target application, the filtering of 
the variable spread speckle in ultrasound images has been  
defined and explored in polar coordinates show promising 
results. 
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Fig. 6  Speckle removal using the median filter after ameoba selection 

with ad-hoc parameter values chosen 

There are two optimizing parameters. The intrinsic pa-
rameter is the speckle noise form, which is dependent on the 
location in the image and the clinical application case with 
specific anatomic tissue variations to be visualised.  

V. CONCLUSIONS 

A new method of ultrasound image filtering using recent-
ly developed mathematical morphology filters with a spa-
tially variant parameter - Amoeba filter. 

The speckle form of B-mode ultrasound is initially mod-
eled in its dependence on depth and radial angle.   

The adaptive filter parameter is varied according to local 
speckle model as observed in experimental images. In the 
experiments conducted as reported in this paper a simple 
per case basis of the varying parameter smoothing was used. 
More elaborate geometrical measures need to be investi-
gated. 

Median adaptive filtering have been tried by different 
morphological filter sequence after the amoeba specific 
image location parameter setting. The results are compared 
with direct fixed width median filter.  

Further extensions of the method are needed to optimized 
and leverage the initial results demonstrated so far. 
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The Phase Contrast [3] sequence is a widely used routine 
in the clinical practice for blood flow quantification. The 
output of this sequence always includes a phase image, 
containing information about the velocity, and a magnitude 
image used for the anatomical orientation [4]. Because the 
sequence captures the phase shifts in the magnetic field 
caused by the movement of the blood, during diastole, when 
the blood flow is reduced, the images become more difficult 
to segment. Due to the high SNR and better blood vessel 
delineation a bSSFP (balanced Steady State Free Preces-
sion) sequence [5] was chosen for imaging the dynamic 
radius change. The images are acquired very quickly and 
they give a high level of anatomical detail, making them a 
better choice in tracking the contour of the vessel. Figures 1 
and 2 show examples of typical PC-magnitude and bSSFP 
images of the MPA, during the peak systolic and late dias-
tolic periods. Note that during systole, the vessel in the PC 
image can be easily distinguished, whereas during diastole, 
when the blood flow through the vessel is reduced this be-
comes much more difficult. In the bSSFP images, the blood 
vessel is well defined, making this technique a better choice 
obtaining accurate area changes during the diastole. 

The two sequences were registered spatially in the same 
slice, pixel size (256x 128 matrix dimensions, 480x 288 mm 
FOV) and temporally using the same number of cardiac 
images (40) with the same retrospective gating during 
breath-hold, 8 views per gate and 10% arrythmia rejection. 
All the images were acquired orthogonal to the vessel dur-
ing breath hold.  

B. Manual Segmentation 

The manual segmentation is considered to be the gold 
standard in the domain. It has the advantage of human ra-
tionality. The human eye can distinguish image artefacts 
from the real anatomical structure and can ignore them. On 
the other hand, even this advantage is not a consistent one 
because different operators have different criteria and they 
can be subjective in their judgment. Also, the manual 
process of drawing around a blood vessel for 40 slices is 
time consuming. 

The open source framework, GIMIAS (Universitat Pom-
peu Fabra, Barcelona, Spain) was used in order to segment 
all three pulmonary arteries. Four operators, one specialist 
(radiologist) and three non-specialists (two of whom had 
previous experience of the segmentation of other anatomical 
structures from MR images) segmented the arteries from the 
given DICOMs. From the resulting segmentations the inter-
operator variability was assessed. One of the operators also 
segmented the arteries three times, in order to assess the 
intra-operator variability. 

C. Automatic Segmentation 

The manual segmentation suffers from reproducibility 
(intra-operator variation), inter-operator variation, and the 
cost associated with the long duration of the process. Some 
of these disadvantages could be overcome using automatic 
segmentation. The method used for the automatic segmenta-
tion of the pulmonary arteries was developed in Matlab 
(R2011b, The MathWorks Inc.) using the departmental 
registration toolkit, ShIRT (Sheffield University Registra-
tion Toolkit) [6] to morph images over a time series and 
effectively track the motion and deformation of the region 
of interest (ROI).  

During the registration, the mapping function (u,v) speci-
fies how a given anatomical point from one image, defined 
by a set of coordinates x, y will ‘move’ to another set of 
coordinates x’,y’ in the second image (eq.1).  
 

                    
yyxvy

xyxux

+=
+=

),('

),('                   (1) 

 

The resulting mapping function (u,v), would be used fur-
ther to relate each point from the drawn ROI with the cor-
responding point in the moved image.  

The automatic segmentation process, named due to the 
minimum input of the operator, involves drawing the vessel 
contour in just one image, called the fixed image, chosen by 
the operator from the time series data (40 images in one 
series). Three different approaches (cases) of extracting the 
blood vessel position and area automatically were eva-
luated. These were dictated by the choice of the fixed im-
age: 

 
i) Fixed image corresponding to the peak systole image. 
The timeframe where the PA was fully expanded was cho-
sen as a fixed image. A contour of the blood vessel was 
manually drawn in the source frame, and the rest of the 
frames, considered moved images, were registered one by 
one into the fixed one. 
ii) Fixed image corresponding to an average image of the 

entire time series of images.  
An average image was created from all the frames. Then, 
the rest of frames were registered, and the result (40 regis-
tered images) was averaged again, creating a new fixed 
image where all the original MR frames were registered as 
moved images. The rationality of the registered average 
was that, an average can work as a denoising filter, reducing 
some artefacts, but cannot necessary guarantee the correct 
position of the vessel. That is why an intermediate step of 
registration was necessary. 
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iii) Successive registration of each image in the time series 
In the third case of segmentation, all the images played a 
dual role: fixed and moved image. More precisely, the algo-
rithm starts with first frame as a fixed image and second 
frame as moved image. After manually defining the borders 
of the PA in the first frame, the images were registered, and 
a new ROI, corresponding to the second frame was ob-
tained. On the next time step, the previous moved image 
was used as fixed image and the third frame from the se-
quence was used as the target (moved) image. Instead of 
drawing again around the artery wall, the ROI generated 
from the previous time-step was used. The algorithm was 
then continued until the last slice. A graphical explanation 
of the process it has been represented in figure 3. 
 
 

 

Fig. 3 Registration of successive images in time series 

D. Flow Computation 

Using a velocity encoding (venc) of 150 cm/s, the blood 
flow velocity (v) was computed for each pixel using the 
phase shift determined from the PC images (eq.2)[4]. 
 

              (2) 

 
Prior to computing the blood flow through the arteries, 

the blood vessels were isolated using the mask resulting 
from the area segmentation. The masks are binary images 
with the same dimensions as the flow images, with the pixel 
values 0 outside the arterial wall and 1 inside. 

At each time step, the average velocity inside the vessel 
was multiplied by the average corresponding area resulting 
in the average blood flow over the entire cardiac cycle for 
the main, right and left pulmonary arteries. In the results 
sections the computed results were compared against the 
results from the scanner report card for each of the 
branches. 

III. RESULTS 

A. Manual Segmentation 

A.1 Intra-operator Variability 
 

The first operator manually segmented three times the 
MPA, LPA and RPA. For each branch, the mean area varia-
tion, with the corresponding standard deviation, was plotted 
for each time step. Figure 4 shows the mean area of the 
three segmentations for the MPA with the corresponding 
SD at each of the 40 time instances. 

Although the left and right branches of the pulmonary 
trunk are less affected by the movement of the heart or 
breathing artefacts [7] , due to the smaller size compared to 
the main artery, the LPA and RPA are more difficult to 
segmented and the standard deviation increases.  

 

 
Fig. 4 Average area and the standard deviation for the MPA 

 
A.2 Inter-operator Variability 

 

The inter-operator variability was tested using the ma-
nual segmentation of four operators: two operators with 
previous experience in segmenting other anatomical struc-
tures, an unexperienced operator and a specialist (radiolo-
gist). Using the same method for expressing the error (one 
standard deviation of the mean), it was noted that the inter-
operator variability was greater than the inter-operator  
variability.  

From figure 5 it can be noticed that three from the opera-
tors were consistent in their estimation of the vessel size. 
Operator 3, totally inexperienced, is less consistent between 
the cases. This raises the question of the effect of experience 
and training: how much the inter-operator variability will 
decrease if all of them were adequately trained in how to 
segment the vessel. 
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Fig. 7 Flow variation of the MPA, after using automatic segmentation 
algorithms. Red- “peak systolic case”, Blue-“average image case”, Green- 

“successive time steps registration case” 

 
The importance of vessel tracking and placing the mask 

in the correct position, achieved by our proposed protocol, 
was emphasized through a direct comparison of our flow 
results with the ones obtained from the MRI scanner report. 
A screen shot of the report can be seen in figure 8. As it can 
be noted from figure 8 and table 1, the flow from the two 
branches added together does not satisfy continuity, which 
dictates that all the flow entering the MPA should go out 
through the LPA and RPA, since there are no other side 
branches.  

 

 
 

Fig. 8 Flow variation in MPA (red), RPA (green) and LPA (blue), dur-
ing a cardiac cycle, exported from MR scanner 

Fig. 9 Flow variation in MPA (red), RPA (green) and LPA (blue), during a 
cardiac cycle, computed using our scanner independent tool 

 
Table 1 Comparison between the maximum flow values for MPA, LPA 

and RPA computed directly from the DICOMs and with scanner’s built in 
algorithms 

 
 MPA[ml/s] LPA[ml/s] RPA[ml/s] LPA+RPA[ml/s] 

Computed 

flow 

292,5 152,8 148,9 301,7 

Scanner’s 

results 

338,9 141,6 120,3 261,9 

 
Computing the flow directly from the DICOM images, 

using the segmentation method that in the current example 
gave the smoothest MPA area variation, under-predicts the 
maximum flow in the main artery and over-predicts those in 
the left and right branches, when compared with the scan-
ner’s result. However it is noted that the sum of the LPA 
and RPA flows as reported by the native software in the 
scanner is 20% lower than the MPA flow (table 1). Using 
our own protocol, the error is less than 3.2 % for this case, 
which perhaps suggests that it might be more accurate in 
analyzing the flows in the arteries. 

IV. CONCLUSIONS  

Manual segmentation has the advantage of the human 
eye and judgment, being able to distinguish artefacts or to 
infer the location of an anatomical structure based on expe-
rience or intuition. On the other hand, this process is time 
consuming regardless of the operator experience. The auto-
matic segmentations of the principal pulmonary arteries 
were comparable with the manual ones performed by the 
specialist, even smoother, and were performed in significant 
less time. 
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The flow waveform obtained using area extraction gave 
reliable results for all three pulmonary arteries. More than 
that, when the sum of flow through the left and right 
branches has been checked against the total flow, the results 
obtained directly from the DICOM MRI images had a 
smaller error in comparison with the MR scanner results.  

Developing tools to extract accurate, simultaneous flow 
and area measurements from MRI DICOM images, that will 
overcome the problems regarding data synchronization and 
clinical operator dependency, represented our first step in the 
process of non-invasively inferring the status in the pulmo-
nary circulation in health and pulmonary hypertension. 
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Abstract— This paper introduces a structured light based
imaging architecture able to serve for the development of an af-
fordable guided fracture reduction system. The 3D models of the
bones in the healthy limb are used for the preoperative align-
ment of the proximal and distal segments of the fractured bone
using algorithm for automated registration. A structured light
setup performs the reconstruction of 3D information needed for
the intraoperative guidance in order to support the fracture re-
duction in accord with the preoperative alignment.

Keywords— Structured light, fracture reduction, registration

I. INTRODUCTION

It is well-knonw that deformities due to malalignment
in fracture reduction, can produce secondary degenerative
joint disease and might even require surgical revision. For
example, in the case of intramedullary nailing approach of
femoral shaft fractures in adults, investigated in [1], the most
widely documented malunions (occurring due to angulation,
periaxial rotation and leg length discrepancies), the ranges
of tolerances for malalignment have been documented as
5− 15◦ of varus/valgus angulation, 15◦ of flexion/extension
angulation,1− 1.5cm in limb length and 15◦ of periaxial ro-
tation.

In the last decades, the field of orthopaedic surgery ben-
efited from several technologies that have been introduced
in order to facilitate the correct bone alignment in fracture
reduction and the accurate insertion of screws and nails.
The widespreading of the computerized tools and software
environments favoured the introduction of mechanical and
robotic guidance systems based on tracking. Computer as-
sisted orthopaedic surgery (CAOS) is very important among
these technologies. There are two types of navigation tech-
nologies: image guided and non-image (surgeon defined
anatomy) guided procedures. As pointed out in [2], in or-
thopaedic trauma surgery, CAOS based on image guided
tracking has much more applications, since the introduction
of the fluoroscopic navigation in 1999, but better clinical out-
come of CAOS can be obtained by the use of other imaging
techniques: CT, MR and optical images, and their combina-
tion (image fusion).

The traditional approach required the use of intraopera-
tive x-ray. An improvement was made by the introduction
of C-Arm fluoroscopy that allows the surgeon to obtain in
vivo radiographic images. As indicated in [3] there are some
difficulties of this technique associated with the nonuniform
exposure variation across the field of view, the varying con-
trast and exposure from shot to shot. Moreover, the distortion
pattern and camera parameters are orientation dependent and
vary from unit to unit and session to session, requiring preop-
erative calibrations and use of predefined orientations.

The electromagnetic tracking systems are designed to de-
termine the position and orientation of special sensors at-
tached to surgical tools using a computerized control unit that
powers and controls an electromagnetic (EM) field generator
and can identify the tool location [4].

The computerized optical tracking systems have already
proven results in the clinical environment. They are re-
marked for the high degree of accuracy that can be
provided and for the possibility of combined 3D visualiza-
tion/exploration/analysis offered by the integration with stan-
dardized CT and MRI imaging.

The procedures involved with fracture reduction as well
as with the insertion of different internal fixtures can ben-
efit from the 3D reconstruction of the fractured bones in
two ways: pre-operatively, for surgical planning, and intra-
operatively, where the ability to track/register the bone seg-
ments in real-time might be crucial (see the branching of
Fig. 1 according to [5].

The solutions of computerized optical tracking rely on
establishing (through calibration procedures and appropri-
ate image processing algorithms) the correct relations (trans-
formations) between several spaces: the coordinates of the
surgical space, patient, and instrumentation. Some imaging
sensors (cameras), active or passive markers connect to a
computer running the appropriate software in order to pro-
vide real-time feedback to the surgeon.

According to [5], the reduction process based on an im-
age guided surgery approach goes through several important
phases:

• acquisition of 2D X-ray images to form a patient-specific
model;

• pre-operative 3D reconstruction;
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IFMBE Proceedings 44,
DOI: 10.1007/978-3-319-07653-9_54, c© Springer International Publishing Switzerland 2014



266 F. Neaga et al.

Fig. 1 Branching of orthopaedic image guided surgery approaches
according to [5]

• simulation based planning of the reduction path with the
pre-visualization and result inspection;

• intra-operative guidance using the 3D model for im-
proved accuracy.

The approach investigated in this paper avoids the intra-
operative fluoroscopy (see Fig. 2) by using a structured light
based imaging architecture able to support real-time intra-
operative guidance.

Fig. 2 Overview of the reduction process as described in [5]

II. PROPOSED METHOD

An important class of methods is based on the location
and the orientation of a dynamic reference frame (DRF) [6]
[7]. These methods use tracking systems consisting of image
sensors and light-emitting diodes (LEDs). There are success-
ful experiments made in image-guided surgery with such se-
tups in two configurations: the active configuration, when the
emitters are mounted on the DRF, and the passive configura-
tion, when infrared light is emitted from the camera unit and
reflected from some spheres mounted on the DRF.

In the first case, the tracking software compares the loca-
tion of the LEDs in images and determines the location and
orientation of the DRF relative to the camera, while in the
second case the light reflected from the spheres is used in or-
der to determine the location and orientation of the DRF.

Since the overall precision of an image-guided surgery

system depends heavily on the accuracy of the optical track-
ing system, is important to point out its main error sources:
quantization error of image sensor, imperfect optics, and in-
accuracies of the mechanical fixtures. The study described in
[8] measured the jitter of such setups, ie. quantifies the devi-
ation of repeated measurements from the mean in the case of
a stationary DRF, concluding that the configurations investi-
gated have jitter less than 0.11mm.

Fig. 3 Basic setup for structured light triangulation

The method proposed in this paper was designed as an al-
ternative to these methods, considering the following:

• there are available software frameworks for structured
light processing with proven functionality;

• the precision of the structured light based 3D reconstruc-
tion was demonstrated in many application areas;

• currently both LCD based light projectors and laser based
projectors are available at low costs.

The use of structured light in medical applications is mainly
reported in 3D shape reconstruction applications like struc-
tured light-based surface topography [9], volume and shape
estimation [10], and reconstruction of bone surface by apply-
ing shape-from-shading to a sequence of endoscopic images
[11].

It is therefore possible to define the architecture of an af-
fordable image-guided surgery system that would combine
preoperative CT imagery with intraoperative, structured light
based, 3D reconstruction for providing an optical tracking
based alignment as part of a computer assisted fracture re-
duction system.

Using T letter shaped rigid fixtures, with one screw arm,
it is possible to have a rigid fixture of an external reference
body to the bone segments (see Fig. 4). If a cube is used as
external body, than the structured light techniques permit to
have a passive DRF as cube (DRFAC).

IFMBE Proceedings Vol. 44
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The main steps of the proposed approach are summarized
in what follows.

1. Based on X-ray images, the mounting of the two DR-
FAC fixtures is performed on the distal and proximal seg-
ments.

2. A 3D DICOM data set is acquired preoperatively using
CT for both.

3. The bone and the fixtures are segmented from the sur-
rounding soft tissue. 3D reconstruction is performed for
the proximal and distal segments of the fractured bone as
well as for the corresponding bone of the healthy limb
(see Fig. 5).

4. The reflected mesh of the healthy bone (RMHB) is rep-
resented in a coordinate space defined in relation to the
coordinate space of the DICOM data set.

5. The automatic alignment of the proximal and distal
segments is done through registration algorithms using
RMHB, determining the two transforms that optimally
map the distal mesh (DM) and proximal mesh (PM) onto
RMHB.

6. The relative position of the distal and proximal DRFAC
is computed, to serve as a reference for the intraoperative
image based tracking.

7. The 3D reconstruction of the two cubes is done intraop-
eratively in real-time, using structured light, and their rel-
ative position is computed, compared with the reference
position determined at point 6.

8. The appropriate guidance is provided to the surgeon in
order to minimize the positioning error, i.e, reach the op-
timal alignment between DM and PM simulated preoper-
atively at point 5.

Fig. 4 The two cubes rigidly attached to the proximal and distal segments

III. REGISTRATION METHODS

The problem of registering two views can be stated as fol-
lows: for a given pair of views, D (data-view) and M (model-
view), representing two scans of the same object, estimate the

Right
 limb Left

 limb

Fracture 
of the fibula

Fracture 
of the tibia

Fig. 5 3D reconstruction of the healthy limb and of the tibia and fibula of
the fractured limb

parameters a of the transformation T (a,D) which best align
D to M [12]:

a∗ = argminaE(T (a,D),M) (1)

where E is the error function and measures the alignment or
the registration error.

One standard registration method is the ICP (Iterative
Closest Point) algorithm with the overall aim of estimating
a rigid transformation with parameters a∗ = (R, t). The error
function is [12]:

EICP(a,D,M) =
Nd

∑
i=1

||(Rdi + t)−m j||2 (2)

where (di,m j) are corresponding points. For a data point di ∈
D, the corresponding model point m j ∈ M is computed such
that:

j = argmin j∈{1,...,Nm}||(Rdi + t)−m j||2 (3)

The value e2
i = ||(Rdi + t)−m j||2 is the square of the resid-

ual.
The ICP algorithm starts from an initial estimate of the regis-
tration parameters. Each iteration consists on two main steps:
closest point computation and rigid transformation estima-
tion. The algorithm stops if the change in the error func-
tion value between two successive iterations is lower than a
threshold.

IFMBE Proceedings Vol. 44
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Fig. 6 Gray code structured light images used in cube reconstruction

ICP is an appropriate solution under the following assump-
tions [12]: � The two views are close to each other. If not, it
will probably converge to a local minimum. � The two views
fully overlap or the data-view is a subset of the model-view.
Two other important issues associated with the ICP algorithm
are the computation speed and the accuracy.

A variant of the ICP algorithm is the Levenberg-
Marquardt ICP (LM-ICP) which models the registration as
a Levenberg-Marquardt approach to a general optimization
problem. The optimization function is defined such as out-
lier rejection and speed are taken into account. The LM-ICP
problem formulation is defined as for the ICP algorithm. The
error function [12],

E(a) =
Nd

∑
i=1

(ei(a))2 , ei(a) = ||Rdi + t−m j|| (4)

is written in the form E(a) = ||e(a)||2, where
e(a) = {ei(a)}Nd

i=1 is the residual vector.
The distance transform can be formulated such as to simplify
the computation of the derivatives of E [12]:

Dε(x) = min jε2(||m j − x||) (5)

where x ∈ X and X is a discrete grid representing the vol-
ume which encloses the model-view. By combining equa-
tions (4) and (5), the registration problem becomes: E(a) =
∑Nd

i Dε (T (a,di))). The goal of each iteration is to choose
an update to the current estimate ak, xLM , so that setting
ak+1 = ak + xLM reduces the registration error.

The basic stepts of the LM-ICP algorithm are listed in
what follows in accord with [12] and [13]:

1. Set λ ∃ λ0

2. compute distance transform Dε(x)
3. set ak ∃ a0

4. compute ek = e(ak)
5. compute the Jacobian matrix J
6. repeat

7. compute update ak+1 = ak − (JT J +λ I)−1JT )ek

8. compute ΔE = E(ak+1)−E(ak)
9. i f ΔE > 0 then increase λ , else decrease λ , goto 4.

10. i f ‖ek‖> cst. goto 3

The tests performed on several fractured bones (femur,
tibia, fibula) proved that the appropriate choice of the ini-
tial estimate of the registration parameters is very important
for producing fast an correct results with LM-ICP. This moti-
vated the development of a pre-alignment method that would
bring the data in such appropriate starting position relative to
the model.

For pre-alignment of the two views, the following methods
were used: central axes alignment and cross-section align-
ment.

For aligning the central axis of the data with respect to
the central axis of the model, Rodriguez’s formula for three
dimensional rotation was used [14]:

x’ = (( r̂ r̂t)+ sin(θ )(r̂×)− cos(θ )(r̂×)(r̂×))x (6)

In this formula, r̂ is a unit vector representing the rotation
axis, x is the vector to be rotated about r̂ by the angle θ and
r̂× is the cross-product matrix for r̂:

r̂×=

⎡

⎣
0 r̂z r̂y

r̂z 0 −r̂x

−r̂y r̂x 0

⎤

⎦ (7)

The central axis is computed along the Z direction by di-
viding the 3D view into several slices of equal length and,
for each slice, computing the mean value between the centers
of mass for all the mesh triangles located in that slice. The
remaining step for pre-alignment consists of rotation about
the central axis. For solving this issue, a second method was
applied which aligns the cross-section of the data view with
respect to the cross-section of the model view. The imple-
mented algorithm can be summarized as follows:

• divide the two views into several slices;
• for each slice: compute the longest chord by first search-

ing the furthermost point from the center and then search-
ing the furthermost point with respect to this point;

• select the slice with the maximum longest chord in the
first quarter of slices;

• align the vectors formed by the two most distant points
on the slice contour.

IFMBE Proceedings Vol. 44
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IV. EXPERIMENTS

Experiments were made using Materialise Mimics envi-
ronment for 3D reconstruction from CT images and Matlab
for registration and 3D reconstruction from structured light
images.

The experiments on the 3D cube reconstruction were made
using a series of Gray code structured light images generated
in Matlab and then projected on the cube [15]. The extraction
of the 3D point was done with the mlStructuredLight frame-
work (available at the website mentioned in [15]) using pre-
vious calibration of the camera and of the projector based on
the Camera Calibration Toolbox for Matlab of Bouguet [16].

The functionality implemented for registration consists in
the following main steps:

• allows the user to select the STL files (model and data)
consisting in a list of triangular surfaces that describe the
bone surface meshing;

• allows the user to select start points from the data and
model view (first or last point);

• performs pre-alignment (central axes alignment followed
by cross section alignment);

• applies the LM-ICP algorithm on the pre-aligned data.

The testing of this functionality was performed on a se-
ries of experiments with real bone data. A part of a bone as
3D body was firstly selected to be aligned with the whole
bone as 3D body in order to validate the correctness of the

Fig. 7 Model view (3D reconstruction for the fibula of the healthy limb)

procedures. Next, distal and proximal segments from the frac-
tured limb were aligned on the reflected 3D representation of
the similar bone of the healthy limb.

An example of the model (reflected fibula of the healthy
limb) and the data (distal segment of the fractured fibula) are
presented in Fig. 7 and 8, respectively. The alignment of the
central axes and the transformed data after pre-alignment are
presented in Fig. 9 and 10. The results obtained after reg-
istering the pre-aligned data using LM-ICP are presented in
Fig. 10.

Fig. 8 Data view (3D reconstruction for the distal segment)
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Fig. 9 Central axis alignment
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Fig. 10 Pre-aligned distal segment and registered distal segment

V. CONCLUSION

The 3D reconstruction from CT images and registration
of the distal and proximal fragments based of the 3D re-
construction of the corresponding bone of the healthy limb
can be used for the preoperative simulation and validation of
the alignment for a correct fracture reduction. The structured
light images can provide the basis for intra-operative align-
ment procedures in which external bodies rigidly attached
to the proximal and distal segments are replacing active or
passive DRFs. The experiments performed in Matlab have
proven execution times in the order of few seconds, suggest-
ing an optimized C++ implementation can work in real-time
for providing the needed intraoperative guidance. An imaging
architecture combining preoperative CT images and struc-
tured light based reconstruction may serve for the develop-
ment of an affordable guided fracture reduction equipment.
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Abstract— In this position paper we present our view of how 
water is distributed inside the skin's stratum corneum to 
create its electrical properties. The existence of a finite elec-
trical resistance of the skin, especially for direct current, im-
plies a continuous domain of water from the surface of the skin 
to the inner of the body. We propose water as a third com-
partment in stratum corneum that interpenetrates the other 
two compartments: intercellular lipids and corneocytes. We 
suppose that water exchange between the two generally ac-
cepted compartments, intercellular lipids and corneocytes, 
takes place at the junction between corneodesmosomes and 
lamellar extracellular lipids. We present the evidences from 
scientific literature sustaining such a view for water distribu-
tion in stratum corneum. This assumption could explain some 
electrical properties of the skin and why skin's permeability to 
hydrophilic solutes is better predicted by models that imply a 
substance transport through corneocytes and lipid bilayers in 
series. 

Keywords— skin model, water distribution, permeability, 
transdermal drug delivery, electrical resistance 

I. INTRODUCTION  

The electrical properties of the skin are important in 
many medical and non medical applications, such as elec-
trical stimulation (muscle, functional, analgesic or tran-
scranial) [1], drug delivery (mainly iontophoresis) [2], and 
also in the electrical assessment of skin condition (hydra-
tion, cancer) [3] or skin permeability to various substances 
[2], electrodermal response to various stimuli [1], or acu-
point detection and assessment [4], to name a few. 

The problem we pose here is why the electrical current, 
especially direct current, passes through skin. This issue is 
not trivial because such a phenomenon is conditioned by the 
existence of a continuous domain of water that contains ions 
the movement of which generates an electrical current from 
the surface of the skin to the tissues underneath.  

In this position paper we present our view of how water 
is distributed inside the skin to create its electrical proper-
ties. First, we review the results from scientific literature 
concerning the structure of the skin, mainly its stratum 
corneum (SC), related to water distribution and electrical 
properties. Then we discuss how the SC components coope-
rate to manage SC water and the implications of our suppo-
sition for describing the electrical behavior and permeability 

to hydrophilic solutes of the skin. Finally, conclusions are 
drawn. 

II. EPIDERMAL ARCHITECTURE 

The skin's water distribution is determined by its func-
tions and structure, which are closely related to each other. 
The skin's main function is to protect our body from exter-
nal factors. It has two main layers: the epidermis, on the top, 
and the dermis, at the bottom.  

The epidermis consists of closely packed cells, keratino-
cytes, organized into several functionally different strata: 
basal, spinous, granular, lucid, which form the viable epi-
dermis, and stratum corneum (SC), the outermost 15-20 
layers of dead epidermal cells, the corneocytes [5]. The 
barrier function of the skin resides primarily in the stratum 
corneum, it is the shield that protects our inside from out-
side factors. 

The SC is the barrier to the passive diffusion of water out 
of the skin, allowing us to live in air without suffering from 
dehydration, and is a barrier against foreign organisms or 
molecules. This barrier capacity is a function of the struc-
tural organization and physical state of the SC. 

The structure of the SC was compared to a wall made of 
bricks (corneocytes) and mortar (intercellular lipids) in so 
called "brick and mortar" model [6]. The corneocytes are 
filled with hydrophilic keratinous filaments and surrounded 
by an inner cornified envelope with an external covalently 
bound lipid layer. The keratin filaments are cross-linked 
into tight bundles by filaggrin and this gives the characteris-
tic flattened shape to the corneocytes. The densely packed 
corneocytes form a resistant network because they are inter-
connected by the corneodesmosomes, transmembranar gly-
coproteins linked with the keratin cytoskeleton [5]. 

The corneodesmosomes are evenly distributed around the 
cell surface in the deepest layers of SC, SC compactum, 
while they are found only at the edges of corneocytes at the 
outer SC, SC disjunctum. Loss of corneodesmosomal com-
ponents in the corneocytes central areas starts at the bottom 
of SC and progresses to the surface, resulting in the forma-
tion of SC disjunctum and, finally, in desquamation [7]. The 
different degradation rate of the central and peripheral cor-
neodesmosomes seems to be related to the tight junctions 
(transmembrane proteins that join adjacent membranes 
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together) that surround peripheral corneodesmosomes and 
inhibit the access of proteases [8]. So the interconnected 
corneocytes provide mechanical and chemical protection 
and together with intercellular lipid surroundings, (~10wt% 
of dry SC [9]) confer water impermeability to the skin. 

The hydrophobic lipid compounds (~50 wt% ceramides, 
35 wt% cholesterol and 15 wt% free fatty acids, approx-
imately 1:0.9:0.4 molar ratio) tightly fill the intercellular 
space between corneocytes [10]. These intercellular lipids 
are organized into lamellar lipid bilayers of different peri-
odicity ~13 nm (orthorhombic) and 6 nm (hexagonal) 
oriented parallel to the surface of the corneocytes and they 
are considered to form the only continuous structure and the 
traffic of substances across the skin always has to pass 
through these regions [11]. For this reason, the organization 
in the lipid domains is very important for the skin barrier 
function. 

The actual skin barrier models accept the two-
compartment structure of the SC (corneocytes–bricks and 
intercellular lipids–mortar) and focus on the explanation of 
molecular arrangements of intercellular lipids [12]: stacked 
monolayer model – lipid monolayers between pairs of bilay-
ers; mosaic domain model – crystalline domains held togeth-
er by lipids in a liquid crystalline state; single gel-phase 
model – single and coherent lamellar gel phase without  
liquid phase; sandwich model – a central liquid crystalline 
domain between two crystalline layers, to name a few. The 
cement formed by these lipids protects the body from exter-
nal attacks and also from water loss, an essential feature for 
the adequate functioning of the inside of the body. 

The control of the insensible loss of tissue water across 
the skin (TEWL–transepidermal water loss) is a very impor-
tant barrier function of the SC in vivo. The non-negligible 
TEWL appears difficult to explain on basis only of the solid 
SC lipids [13]. The existence of a lipid fluid phase could 
allow for the TEWL, for the high elasticity of the skin and 
for the enzymatic activity in the SC intercellular space that 
is unlikely to take place in a crystalline phase. For clarifying 
these issues, extracted SC lipids, isolated corneocytes and 
whole SC were investigated at different relative humidities 
(water contents) [13] by means of isothermal sorption mi-
crocalorimetry (25°C) and relaxation and wideline 1H 
NMR. They found that the uptake of water in SC is strongly 
dependent on the hydration of both the lipids and the cor-
neocytes: at low relative humidities corneocytes take up 
more water than SC lipids do, while at high relative humidi-
ties (>80%) swelling of SC lipids is more pronounced than 
that of corneocytes. Also, their NMR data clearly have 
shown the coexistence of fluid and solid lipids. 

Another NMR study [14] found that the water added to 
dry SC, first enters the corneocytes, until ~30% H2O, then 
water begins to accumulate in hydrated lipid regions. Water 

was found to exchange between these two domains on a 
time scale of few hundred milliseconds. Recent sorption 
studies on SC [15] found similar data with [13] and showed 
that water enters more rapidly compared to its exit at rela-
tive humidities <50%, with sorption time constants having a 
triphasic behaviour during absorption, but not during de-
sorption. 

High-resolution cryo-scanning electron microscopy stu-
dies also find that water can penetrate intercellular lipids 
that form cisternae and networks of spherical particulates 
[16]. Tan et al. [16] have discerned three rough stages of SC 
hydration as function of time: stage I. 0-2 h, a SC small 
expansion (10–20%); stage II. 2-8 h, further swelling of the 
SC (~50%) and occurrence of small gaps between corneo-
cytes; stage III. 4-10 h, a 300 to 400% expansion of the SC 
and occurrence of ruptures. They found that the hydrated 
SC returns to normal (compact packing of corneocytes, 
without ruptures, dilations or cisternae) after 2–3 h at am-
bient conditions. 

This observation has led them to the hypothesis that the 
conformations of skin lipids are based on the lipid–water 
phase diagram: as the water content in the SC returns to the 
natively hydrated levels, the intercorneocyte lipids again 
form extended structures. This statement is consistent with 
an older research on cosmetics and the structure of the SC 
where the facilitated transdermal transport is identified as a 
cause for structure-induced irritation due to changed con-
formations of the SC lipids, changes related to the phase 
diagram of various substances from the skin and cosmetic 
substances that facilitated liquid crystal layered structure or 
crystal structure of the lipids from SC [9]. All these studies 
point in the same direction, water exists in intercellular 
space of the SC. 

The water is not uniformly distributed throughout SC. A 
noninvasive method that could determine water and other 
substances in SC as a function of skin depth is Raman spec-
troscopy [17]. These measurements confirm the existence of 
a water gradient in SC, from an inner 60-70 wt% to an outer 
20-30 wt% of water usually over 10-20 μm of SC. This 
water gradient can be used to modulate the transport of 
drugs through skin like a permeability switch [18], e.g. at 
high degrees of skin hydration, equivalent with a low water 
gradient, the transport across skin increases abruptly and the 
phenomenon is reversible, i.e. the drug traffic nearly stops 
when the water gradient is high again. 

Not only the water distribution but also the water absorp-
tion in SC is not uniform [19]. Richter et al. [19] reveal 
three different hydration zones within the SC: the outermost 
zone (massive swelling and loosening of intracellular fila-
ment packing), the middle zone (the most compact, with the 
smallest thickness variation) and near stratum granulosum 
the live-dead transition zone (with the highest hygroscopic 
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potential and free unbound water content). They conclude 
that the SC itself is subdivided into three functional zones 
with individual water penetration and binding potentials and 
the middle zone hosts the functional SC barrier, because it 
is the least affected by hydration. 

This finding is sustained by an earlier in vivo experiment 
[20]. Here the rate of transepidermal water loss (TEWL) 
and the electrical impedance spectra of the skin were rec-
orded sequentially in vivo in human subjects as layers of the 
SC were progressively removed by the serial application of 
adhesive tape strips. The removal of the outermost SC layer 
had the largest effect on the skin low-frequency impedance, 
in contrast, TEWL changed little as the outer SC layers 
were stripped off, but increased dramatically when 6-8 μm 
of the tissue had been removed (Fig. 1). This strong effect 
of the first strippings on skin impedance at low frequency 
was also observed by other investigators [21]. 

 

Fig. 1 The changes of the relative electrical impedance (red) and relative 
transepidermal water loss − TEWL (blue) versus the thickness of removed 

SC by tape stripping (schematic redrawn after [20]) 

The special importance of the SC in creating the electric-
al properties of skin is clearly shown for in vitro measure-
ments on SC from human abdominal skin samples obtained 
after cosmetic surgery [22, 23]. These studies found that the 
resistance and capacitance of human SC depended nonli-
nearly on electrical current density, from 13 μA/cm² to 13 
mA/cm². The electrical signal was applied as square-wave 
pulses (500 Hz) of monopolar constant current (5ms anodic, 
5ms off, 5 ms cathodic, 5ms off). The human SC samples, 
exposed for 1h to the electrical current, presented perturba-
tions of the intercellular lipid structure, aggravated with 
increasing current density, as shown by the electron micro-
graphs and the X-ray diffractograms. Also was observed an 
increase in the SC hydration level as a result of electrical 
current application. Similar changes were found in vivo in 

the ultrastructure of human skin after iontophoresis, using 
cryo-scanning, transmission and freeze fracture electron 
microscopy [24]. 

At a higher current density (0.13 mA/cm²) the resistances 
were lower by a factor of two than the resistances at 13 
μA/cm², the decrease was faster than the resolution of the 
voltage-sampling system (10 μs), and a second slower de-
crease of the resistances was observed, faster during the first 
minutes of application, then the resistances approached a 
rather constant level. During the experiment the voltage 
across the SC decreased from 10 to 1 V and then remained 
virtually constant. The activation energy of the resistance 
was only 0.37 kcal/mol at this current density [22]. 

For the lowest current density (13 μA/cm²) the resistance 
and capacitance values remained constant as a function of 
time, the voltage across SC was about 1V, and the activa-
tion energy of ion transport across human SC was 5.4 
kcal/mol. Authors considered that this activation energy 
suggests the presence of highly conductive pathways [22]. 

The existence of a linear domain of the skin impedance at 
low voltage and low measuring currents (~10 μA/cm²) was 
also proved by in vivo experiments [25], but the boundary 
value between the linear and the nonlinear region was de-
pendent on the measuring conditions and on the test subject. 
For this sinusoidal measuring signal they also observed 
slow and rapid variations of the skin impedance, especially 
for low frequencies and large currents, similarly with those 
reported by for square-wave electrical pulses [26].  

The source of the electrical nonlinearity is SC, as proved 
by tape stripping experiments [21, 26, 27]. It is worth noting 
that Lykken [27] was able to separate the skin contribution 
and the inner body contribution to electrical parameters 
taking into account that the former depends on the electrode 
area and the later do not. Lykken also proposed 0.5-1 V as 
the boundary value between the linear and the nonlinear 
domain. 

The skin has not the same electrical conductivity in every 
point on its surface. The higher conductivity is related to 
skin appendages: sweat pores and hair follicles [28], but 
also to localized transport regions (LTRs) which have a 
much greater surface density than appendages [29]. Two 
hydrophilic penetration pathways through the SC are proba-
bly related to LTRs: a low resistance inter-cluster pathway 
(between clusters of corneocytes) and a high resistance 
inter-corneocytes pathway (between the intercellular lipid 
lamellae) [30]. 

The radius of most abundant transepidermal hydrophilic 
pathways is of the order 10 nm, but much narrower (≤0.4 
nm, water evaporation pathway) or much wider (~100 nm, 
inter-corneocytes-cluster pathway) pores may exist in the 
skin [30]. 
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The size-distribution or density of the artificially created 
nanoporous pathways through the skin depends on the per-
turbation type applied to the skin [31]: chemical, ultrasonic, 
electric, but also depends on model assumptions used to 
deduce this information [30]. The density of natural inter-
cellular hydrophilic pores in normal skin is estimated to be 
~107 pores/cm² and this number increases to ~109 for "mild" 
perturbations of the skin [32]. Electricity is such a mild 
perturbation with various effects on skin, depending on 
electrical signal characteristics. When skin is stimulated 
with short electrical pulses (<5 ms) new LTRs appear far 
from appendages, but for pulses with lower voltages but 
longer duration (Uskin<30 V, τ>100 ms) LTRs often coin-
cide with sweat ducts [33]. 

Any electrical measuring process is a perturbation ap-
plied to the skin, but as already mentioned a voltage under 1 
V across the skin or a current density less than 10 μA/cm² 
will not modify SC structure. This is the linear domain of 
the electrical properties of the skin. Greater current densities 
or voltages will create a nonlinear dependence between skin 
impedance and current or voltage. For high voltages the 
nonlinearity is due to the electroporation of the appendageal 
macropores or of the SC [34]. For medium voltages and 
short pulses the skin electrical nonlinearity has not a so 
clear explanation. 

A possible mechanism that could explain the nonlinearity 
at low voltage is the electrical conduction through a pore as 
described by the Nernst-Planck model [35]. This is the same 
model used in electroporation theory [36], but here it is 
explicitly shown the asymptotic behavior of the current 
density of pore vs. applied voltage. The main result is that 
the nonlinear current density as a function of voltage has 
two linear regions: one at low voltage with a quasi-ohmic, 
slow rising linear current density, and the other at high 
voltage with a non-ohmic, fast rising linear current, whose 
slope is that of the bulk current density, but shifted relative 
to it by a threshold voltage. The ohmic domain from low 
voltage is consistent with the aforementioned results. 

III. DISCUSSION 

The issue of SC hydration, that means to find the site(s) 
at which water is sequestered in the SC, is a non-trivial, 
current and much-debated subject [37]. The mechanisms of 
hydration of the individual building-blocks (lipids and cor-
neocytes) and whether these components have independent 
or cooperative roles in the hydration of SC are still open 
questions. It is clear from the experimental evidence pre-
sented that water exists both in the corneocytes and extra-
cellular lipids. 

The extracellular lipids are considered the sole conti-
nuous regions of the SC, and the molecules that pass 

through the skin barrier must be mainly transported through 
them [11, 13]. This paradigm seems to be incorrect as more 
and more scientists recognize that corneocyte phase trans-
port plays a significant role [14, 38] and lateral diffusivities 
(transport along the lipid sheets) are several orders of mag-
nitude higher than the diffusivity calculated from transbi-
layer hopping (transport across the lipid sheets). The same 
idea arises from skin's permeability prediction [39], where 
the best predictions were from models that modeled the 
aqueous pathway as consisting of transfer across lipid-
corneocyte-lipid-corneocyte in series. 

All of these suggest a cooperative mechanism between 
corneocytes and extracellular lipids. Nakazawa et al. [40] 
propose such a mechanism for water content adjustment in 
SC. They observed that X-ray diffraction peak width for 
short lamellar structure (6 nm) in the intercellular lipid 
matrix is narrowest at 20-30 wt% water content in the hu-
man SC, which means maximum order. When the water 
content in the SC deviates from 20-30 wt % to either lower 
or higher values, the water from corneocytes (which acts as 
a water reservoir) brings the water content back at the nor-
mal state through the water layer in the short lamellar struc-
ture. This regulation mechanism of the water content at the 
skin surface is very appealing because it acts as a feedback 
mechanism, a consequence of the stabilization of the short 
lamellar structure. 

Whether or not this is the feedback mechanism, the prob-
lem of how water from corneocytes communicates with 
water from extracellular lipids remains. We propose the 
junction between the corneodesmosomes and the lamellar 
extracellular lipids as the place where water exchange be-
tween the two compartments of the SC occurs. This suppo-
sition is sustained by many images from the literature [7, 8, 
16, 41, 42] that show the close proximity of the ends of 
lamellar lipid sheets with corneodesmosomes (Fig. 2). 

 

Fig. 2 The close proximity of the ends of lipid bilayers and the  
corneodesmosome suggests that this is the place where the water  
from the two compartments communicates (adapted after [42]) 
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Aforementioned skin's permeability models lead to the 
same conclusion: there is cooperation between the two 
compartments and hydrophilic solutes must pass through 
extracellular lipids, mainly along lipid sheets, [38, 39] as 
well as through corneocytes. In addition, the models for 
electrical properties of skin at moderate voltages [34, 43] 
offer more reasonable values of the porated fractional  
area and electropores dimensions for the "straight-through 
model" relative to the "tortuous model". Here the "straight-
through model" implies the lipid-corneocyte straight-
through route, whereas "tortuous model" implies only the 
lipidic inter-bilayer pathways. 

The electrical measurements on tape stripped skin show 
the large impact of the first stripped layers [20, 21, 25] on 
the skin low-frequency impedance (which is dominated by 
electrical resistance). This behavior can be explained by our 
hypothesis because the outermost SC layers contain few 
corneodesmosomes and the electric current path is mainly 
through tortuous extracellular lipids. Progressively remov-
ing these layers, the electric current has access to layers that 
contain more corneodesmosomes and consequently more 
electrical "shortcuts" through corneocytes and lower  
resistance. 

As generally accepted, the extracellular lamellar lipids 
seal the space between corneocytes. To do so, the intercellu-
lar lipids adhere to the corneocyte-bound lipid envelope, 
which function as a scaffold for the organization of the 
extracellular lamellar bilayers, as needed for barrier func-
tion of SC [44]. This arrangement allows a very good seal-
ing around corneocytes and corneodesmosomes. Such a 
sealing works well even if the parts (corneocytes) are 
slightly moving, especially if the extracellular lipids have 
elasticity and act as a self-healing material. 

The role of corneodesmosomes in water management in 
the SC can also be seen from a pathologic dryness of the 
skin, "winter xerosis", in which the surface of corneocytes 
from the outer SC has an increased number of corneodes-
mosomes compared to those of normal skin [45]. This fact 
sustains the idea that corneodesmosomes have a very impor-
tant role in water preservation in our body. 

IV. CONCLUSIONS 

In our view the skin's stratum corneum consists of three 
compartments which are extended over its entire thickness: 
corneocytes, intercellular lipids and water. While two of 
these compartments, corneocytes and intercellular lipids, 
can be clearly separated, the water compartment interpene-
trates both. The major problem remaining is to find the 
place where water from corneocytes and intercellular lipids 
makes contact.  

We propose the corneodesmosomes as the main link be-
tween water from inside the corneocytes and water from 
intercellular lipids. This assumption can explain the beha-
vior of electrical resistance of the skin when SC is progres-
sively removed. It also explains the more reasonable values 
of the skin's permeability to hydrophilic solutes of the mod-
els that take into account a substance transport through 
extracellular lipids and corneocytes, in series, and along 
rather than across the lipid bilayers. 
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Abstract— The present paper aims to evaluate the specific 
absorption rate (SAR) distribution in human head during MRI 
examinations. Numerical calculations of the SAR distribution 
into the human head during the Magnetic Resonance Imaging 
(MRI) proceedings were performed in SEMCAD X software 
based on the Finite Difference Time Domain (FDTD) method. 
The SAR distribution due to human head exposure to radio 
frequency radiation during MRI revealed areas with increased 
values. Based on our work, exposure threshold values could 
limit the number of investigations using MRI. Thus, research 
made during the preparation of this paper and the results 
obtained are very important both for the medical world as well 
as the legislative involved in the issue. 

Keywords— MRI safety, SAR, FDTD, SEMCAD X 

I. INTRODUCTION  

The physiologic and thermoregulatory responses of the 
human head exposure to radio frequency (RF) radiation are 
directly depending on the amount of the absorbed energy. 
Knowing that Specific Absorption Rate (SAR) distribution 
produced during a Magnetic Resonance Imaging (MRI) 
investigation is a function of variables such as: frequency, 
the type of RF coil used, the configuration of the anatomical 
region exposed, the present paper focuses on SAR distribu-
tion into the human head during MRI examination. Numeri-
cal calculations of the SAR distribution into the human head 
during the MRI proceedings were performed in SEMCAD 
X software based on the Finite Difference Time Domain 
(FDTD) method. The obtained results are in perfect agree-
ment with the dispersion character of biological tissues. 

Magnetic Resonance Imaging (MRI) is a non invasive 
technique which provides stabile and reliable information of 
brain structure. It is a direct multiplanar imaging modality, 
has an excellent tissue contrast resolution and a high sensi-
tivity for brain water [1]. 

MRI is the most sensitive imaging modality for detecting 
brain abnormalities, even during the early stages of the 
disease. It is exquisitely sensitive for white matter disease, 
for evaluation of the posterior fossa, the sellaturcica and 
pituitary gland; has a great value in evaluation of congenital 
malformations of the brain. When the blood-brain barrier is 
damaged, enhancement occurs with gadolinium contrast 

agent, the degree of enhancement is greater with the MR 
scans compared to the Computed Tomography (CT) scans 
[2]. 

Precise numbers of the MRI examinations are not availa-
ble; some marketing studies suggested that between the 
introduction of clinical MRI in the early 1980 and the end 
of 2007 more than 400.000.000 diagnostic MRI studies 
were performed. The 1.5 [T] operating systems have been 
the standard for high-performance MRI. During the recent 
years the development of the higher filed strength systems 
for clinical and research use increased significantly. In par-
ticular 3 [T] systems are now in use in many clinical centers 
for examinations of soft tissues and brain. A few research 
centers have 7 [T] magnets, or individual prototype systems 
with 8 [T] and 9.4 [T] magnets. The anatomic details are 
most relevant with these high field magnets [3]. 

The electromagnetic field energy generated by the RF 
coil in the MRI imaging is unevenly absorbed by the ex-
posed tissues depending on their dielectric properties (rela-
tive permittivity, electrical conductivity and relative  
permeability). In MRI examinations of the brain using a 
standard head coil, the produced energy will be found most-
ly in the cephalic extremity of the examined patient. To 
assess the amount of energy absorbed by the tissue the no-
tion of SAR (Specific Absorption Rate) was introduced. 

SAR is defined as the dosimetric measure characterizing 
the energy rate absorbed by biological tissues when exposed 
to a radiofrequency electromagnetic field. The absorbed 
energy is converted into heat, and therefore it is necessary 
to monitor SAR, in order to not affect the involved tissue. 

 (1) 

where: E is the electric field [V/m], σ is the electrical con-
ductivity [S/m] and ρ is the density [kg/m3]. The unit of 
SAR is watts per kilogram [W/kg] [4]. 

In MRI, SAR depends on several variables such as: oper-
ating frequency of the RF coil, the RF pulse sequence used 
(90o vs. 180o), the repetition time, the type of coil used to 
transmit RF pulse sequences, the tissue volume located in 
transmitting coil, the configuration of the anatomical region 
exposed and other factors, but in a smaller proportion [5]. 
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The SAR distribution in human head exposed to electro-
magnetic field has been estimated in the scientific literature 
through numerical and experimental calculations [6] – [8]. 
The models used in these studies are very different, taking 
into account from a few too many tissue types, from simple 
geometries to enhanced ones, thus the results obtained 
sometimes differs.  

II. MATERIAL AND METHODS 

Due to the progress in computer technology, the Finite-
Difference Time-Domain (FDTD) method can be used in 
numerical calculation of the electromagnetic field interac-
tion with the realistic human head during the MRI proceed-
ings [9]. Our model was implemented in SEMCAD X.  

SEMCAD X is a 3D wave electromagnetic and thermal 
simulation platform suitable for MRI coils, medical implant 
devices and other design applications. The program offers a 
user friendly interface and the simulations are performed in 
graphic mode. 

In order to examine the head through MRI investigation a 
Birdcage coil is used. Depending on the static magnetic 
field of the equipment, a RF coil is to be implemented in 
order to obtain the resonance phenomena: 

, (2) 

where (  is the precessional frequency [MHz] (Larmour 
frequency), B0 is the static magnetic field [T] and is the 
gyro magnetic ratio of a certain nuclear spin [MHz/T]). 

The analysis for the SAR behavior of the biological  
tissue during the MRI investigations was realized for the 
magnetic fields of 1.5 [T], 3 [T], 7 [T] and the resonance 
frequencies of 64 [MHz], 128 [MHz] and 300 [MHz]. There 
are three types of coils in general: transmission - reception 
coils, transmission coils and reception coils. For the SAR 
behavior analysis of the tissue the transmission coil is used. 

The design of the low-pass birdcage RF coil with 8 lon-
gitudinal elements (legs) (length=180 [mm], end-rings  
diameter=240 [mm]) implemented in SEMCAD X is  
presented in figure 1. 

The RF coil design proposed by the SEMCAD deve-
lopers was used in the model [10]-[11]. 

 

Fig. 1 Low-pass birdcage RF coil design 

In the middle of each leg - segment a current source (red) 
and at the very end of the elements capacitors (blue) were 
implemented. The numerical values for the capacitors used 
are with respect to the work frequency: 32.4 [pF], 8 [pF] 
and 1.48 [pF]. A sinusoidal waveform with an amplitude of 
1 [A] was used for the current sources. Each signal was 
dephased with 1/8*period. 

The human model utilized for simulation is a male from 
the virtual family with the following characteristics: male, 
34 years, 1.77 [m], 72.4 [Kg], 77 tissues, available in virtual 
family developed by IT'IS Foundation, Switzerland 
(www.itis.ethz.ch/itis- for-health/virtual-population/human-
models/duke/). In our paper we used the 2 [mm] voxel reso-
lution for Duke. 

Duke was introduced into the RF coil (figure 2) and 
boundaries were used to truncate de torso. The simulations 
were performed according to the parameters that were al-
ready established and the simulation time was 30 periods. 

Meshing was accomplished using the automatic grid 
generation model adapted to detail additional requirements:  
increased details for X and Y axis of the coil to eliminate 
possible problems that could be caused by the curvature of 
the coil and for three axes in the case of the skull to increase 
resolution in the brain. 

 

Fig. 2 Model positioning into the RF coil. 

III. RESULTS 

For the specific model tissues one can import the tissue 
properties that characterize the model for each resonance 
frequency. The results obtained regarding to the resonance 
frequency are separated in 3 cases: 

 
1. 64 [MHz] Resonance Frequency 

After discretization for 64 [MHz] resonance frequency 
case it was obtained a number of 224*243*189=10287600 
cells. The results obtained after the simulation of the SAR 
distribution in the head are presented in figure 3. 

All the values are db normalized. The maximum value is 
3.53 [mW/g] and it is situated in the anterior segment of the 
right maxillary sinus mucosal. One can observe increased 
values of SAR in the soft parts of the nose base, the suboc-
cipitale region (more obvious in the left paramedian region) 
or in the subarachnoid space over the falxcerebri. 
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2. 128 [MHz] Resonance Frequency 
After discretization for 64 [MHz] resonance frequency 

case it was obtained a number of 211*225*177=8403070 
cells. The results obtained after the simulation of the SAR 
distribution in the head are presented in figure 4. 

All the values are db normalized. The maximum value is 
3.8 [mW/g] and it is situated at the cerebrospinal fluid level 
from the left cerebellar hemisphere. After viewing the 3D 
SAR distribution, other areas with increased SAR values 

were discovered as follows: subocular region in the right, 
gray-matter fronto-parieto-occipital bilateral soft parts of 
the nose base and suboccipitale region. 

 
3. 300 [MHz] Resonance Frequency 

After discretization for 300 [MHz] resonance frequency 
case it was obtained 227*226*169=8670040 cells. The 
results obtained after the simulation of the SAR distribution 
in the head are presented in figure 5. 

 

Fig. 3 SAR (64 [MHz]) distribution in axial, sagittal and coronal plane 

Fig. 4 SAR (128 [MHz]) distribution in axial, sagittal and coronal plane 

Fig. 5 SAR (300 [MHz]) distribution in axial, sagittal and coronal plane 
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All the values are db normalized. The maximum value is 
8.63 [mW/g] and it is situated subcutaneously, in the left 
occipital region. After 3D visual appreciation, the high 
values of SAR were recorded at the left bucal region and the 
soft parts in the right suboccipital area. 

IV. CONCLUSIONS  

The possibility to evaluate the interaction between elec-
tromagnetic fields and biological tissues is given by numer-
ical simulations; direct measurements are impossible to be 
performed. Besides the advantage of evaluating SAR and 
thermal distribution in biological tissues another advantage 
is related to the design of RF coils: to ensure high quality of 
the results without carrying out a large number of proto-
types. The aim in designing these types of coils is to respect 
the standards and limitations on exposure to electromagnet-
ic fields by minimizing adequate bond SAR value. 

Due to the dispersion properties of biological tissues 
(knowing that the relative permittivity and electrical con-
ductivity are nonlinear functions of frequency) SAR distri-
bution is different in MRI systems with different magnetic 
field strength. 

Our study showed the dispersed nature of biological 
tissues and areas at increased risk from exposure to RF field 
MRI systems. In normal conditions, the temperature values 
obtained are within the accepted limits. 

The results reported in this paper addresses a certain area 
of interest for the development of clinical environment in 
Europe. 
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Abstract— The present paper aims to evaluate the thermal 
distribution in the head following exposure to an electromag-
netic field generated by a Magnetic Resonance Imaging (MRI) 
birdcage-type Radio Frequency (RF) coil. The paper presents 
numerical calculations of the thermal distribution in the head 
using Finite Difference Time Domain (FDTD) method. The 
direct effect obtained due to human head exposure to radio 
frequency radiation is heating of the exposed tissue, but in 
usual exposure conditions, the temperature rise was situated in 
the accepted limits. Tissue heating from exposure to RF waves 
generated by the transmitter coil during MRI examination is 
one of the most important issues related to patient safety. After 
thermal modeling using SEMCAD X and compared with the 
SAR distribution obtained after the electromagnetic simulate-
on, the body's thermoregulatory ability was outlined, using the 
established boundary conditions for the background, internal 
regions of air and blood vessels. The obtained results revealed 
that numerical modeling (that was experimental validated in 
the final form) is suitable for medical product evaluation (eg. 
RF coils) in order to respect the safety regulations imposed by 
law. 

Keywords— MRI safety, RF heating, FDTD, SEMCAD X 

I. INTRODUCTION  

MRI examination is one of the most important tech-
niques for head investigations. As a technique that does not 
use ionizing radiation it is suitable to be used without the 
restrictions of age or the number of previous examinations. 

One of the issues related to patient safety during MRI ex-
amination is tissue heating from exposure to RF waves 
generated by the transmitter coil. In this sense, at world 
level, minimum requirements for the safety of magnetic 
resonance equipment used in medical diagnosis were estab-
lished. Limits for exposure imposed by the international 
standard IEC 60601-2-33 are referred to those adopted in 
the European Community: 
Limits for Whole Body Heating during MRI: 

• Normal mode limit (suitable for all patients) - 0.5 
[oC] or 2 [W/kg]; 

• First level controlled mode (requires medical su-
pervision) - 1.0 [oC] or 4 [W/kg]; 

• Second level controlled mode - greater than 1 [oC] 
or 4 [W/kg] (requires Institutional Review Board (IRB) 
approval). 

Localized Heating during MRI: 
• Head normal mode limit – 38 [oC] or 3.2 [W/kg] 

averaged over the head mass; 
• Torso normal mode limit – 39 [oC] or 10 [W/kg] 

over any 10 grams of tissue; 
• Extremities normal mode limit – 40 [oC] or 10 

[W/kg] over any 10 grams of tissue; 
• No first level for head, torso or extremities. 

Averaging time: 6 minutes. 
 
During the MRI examination, the tissues are exposed to 

the electromagnetic field generated by the RF transmitter 
coil. Most of the energy is absorbed by the exposed tissue 
and then turned into heat as a result of resistive losses. The 
thermal response of tissues exposed during MRI examina-
tion depends on several factors: physiological (body's  
thermoregulatory capacity), physical (SAR - Specific Ab-
sorption Rate, duration of exposure, etc.), and environmen-
tal (environmental conditions of the MRI system, etc.). The 
human body dissipates heat by convection, conduction, 
radiation and evaporation in order to maintain thermal equi-
librium. If the body's thermoregulatory ability does not 
handle the amount of the absorbed energy, heat accumula-
tion areas appears at the exposed tissues level [1]. 

Even if a human subject has an effective thermoregulato-
ry system by which the values of the temperature are in 
ranges imposed by standards and limitations, its exposure 
will be limited by appropriate SAR. 

II. MATERIAL AND METHODS 

To evaluate the thermal distribution in the head during an 
MRI examination (1.5 [T], 3 [T] and 7 [T] strength), using a 
standard RF coil we used numerical simulation environment 
SEMCAD X v.14.8 Aletsch developed by Schmidt& Part-
ner Engineering (SPEAG ) Switzerland (www.speag.com). 
Thermal simulations are based on the results obtained in a 
previous study that evaluates the distribution of SAR in the 
head, in the same conditions of exposure. Details of the 
simulation environment SEMCAD X and on results ob-
tained in the evaluation of SAR distribution in the head 
using a RF coil operating frequencies of 64 [MHz], 128 
[MHz] and 300 [MHz], corresponding 1.5 [T] MRI systems, 
respectively 3 [T], 7 [T], are presented in [2]. Phantom of 



282 C. Marinca  et al.
 

 
IFMBE Proceedings Vol. 44 

 
  

 

study is identical to that of the previous study, Duke (male, 
35 years) with a resolution of 2 [mm], available in virtual 
family developed IT'IS Foundation, Switzerland  
(http://www.itis.ethz.ch/itis- for-health/ 
virtual-population/human-models/duke/). 

Pennes thermal simulation model was needed to describe 
the heat transfer related to bloodstream, thus the Pennes bio-
heat equation was used: 

, (1) 

where: k [W/(m°C))]-the tissue thermal conductivity, S - 
Specific Absorption Rate [W/kg], ω [kg/(m3s)]- the blood 
perfusion rate, Q [W/m3] - the metabolic heat generation 
rate, ρ [kg/m3]–the tissue density, ρb [kg/m3] – blood densi-
ty,  cb[J/(kg°C)] – the bloodspecific heat, Tb [°C]-
temperature of  blood. 

Only the increase representation of the temperature was 
set, and as a source for thermal simulation reference to 
electromagnetic simulation was made. There were estab-
lished three boundary conditions for: environment, internal 
regions of air and blood vessels. Types of boundary condi-
tions that we have available in thermal simulation are: 
Neumann (flux flow determines whether inside or outside 
the solid, zero involving the two solid insulation), Dirichlet 
(fixed temperature is given interface) and mixed (effects 
modeling is as close convection - cooling due to the cooling 
effect due to blood or body ambient air). Thermal solver can 
be used to calculate the absolute temperature or temperature 
variation, depending on the initial conditions of temperature 
settings for different regions and border conditions. If the 
initial temperatures are set to zero then only the calculate 
temperature rise will be computed [3][4]. 

It has been set as a mixed type of outdoor temperature 
limit of zero and six, heat transfer among all tissues and the 
environment. For each: the esophageal lumen, trachea and 
pharynx lumen, and all tissues was chosen as one of Neu-
mann boundary at zero heat flux, if arteries and veins have 
been chosen as the outside temperature limit Dirichlet type 
zero. 

III. RESULTS AND DISCUSSIONS 

1. 64 [MHz] Resonance Frequency 
The maximum increased temperature of 0.113 [°C] was 

registered at the soft parts of the nose base. Excepting the 
maximum value, thermal distribution corresponding to the 
SAR for the same value of the resonance frequency (64 
[MHz]), increased temperatures were registered in the sub-
occipital region, respectively in the subarahnoid region 
alongside the falxcerebri (figure 1).  

The reason the two values of maximum SAR or tempera-
ture, do not match is because the maximum SAR is only a 
punctate area. Following SAR mediation by 1 [g] or 10 [g] 
of tissue one can observe that the maximum area is recorded 
for the corresponding maximum thermal simulation. 

 
2. 128 [MHz] Resonance Frequency 

The maximum increased temperature is 0.102 degrees 
Celsius and has a right subocular disposal. Elevated temper-
atures were registered at the soft parts of the nose base and 
the top right region of the mouth. Discrete temperature rise 
was observed in the suboccipital region, respectively in the 
parietal subarahnoid space, adjacent vertex(figure 2).  

Analyzing the SAR distribution for 128 [MHz] was  
observed that the maximum temperature values do not cor-
respond to the maximum SAR limitations. The reason for 
maximum mismatch is similar to that specified for 64 
[MHz]. There are anatomical areas where increased temper-
ature values correspond to those of the increased SAR as 
follows: the soft parts of the nose base and the suboccipital 
region. Representing the SAR averaged over 1 [g] and 10 
[g] helps us observe the most important areas with elevated 
SAR and the most extensive areas that have accumulated 
energy generated by the RF coil. Another important aspect 
of representation is the average SAR that it suggests areas 
predisposed to thermal heating. Through 1 [g] mediation, 
increased value is recorded in the soft parts of the nose and 
through 10 [g] mediation maximum values was recorded in 
the white matter and cerebrospinal fluid adjacent vertex. 
These figures show that a large amount of energy is ab-
sorbed in the soft parts of the nose and gray matter. The 
cerebrospinal fluid of vertex site is the most extensive area 
with increased SAR. An explanation of the fact that the 
highest temperature region is not found in areas with in-
creased SAR may be due to boundary conditions imposed 
on the environment, internal regions of air and blood  
vessels. 

 
3. 300 [MHz] Resonance Frequency 

The value of the increase temperature is obtained for 0.11 
degrees Celsius and is in the area of the left occipital subcu-
taneous tissue. Significant temperature area is also obtained 
in the oral cavity mainly on the left (figure 3). After analyz-
ing the SAR distribution at 300 [MHz], it was found that 
maximum temperature corresponds to the maximum SAR 
limitations. Also areas with SAR distribution averaged over 
1 [g] and 10 [g] of tissue are found in regions with increased 
temperatures. The fact that increased SAR regions overlap 
the increased temperature is due to the fact that the frequen-
cy of 300 [MHz] characterized by a increased SAR are not 
greatly affected by the boundary conditions imposed. 
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IV. CONCLUSIONS  

Following evaluation of temperature distribution in the 
head, after exposure to an electromagnetic field generated 

by a birdcage-type RF coil, it can be observed that areas 
with increased temperatures do not fully correspond to those 
characterized by an increased SAR. Thermal analysis is 
necessary because it also captures the thermoregulatory 
ability of the body and thus ensures meeting all safety  

Fig. 1 Temperature distribution in the three planes of section (axial, sagittal and coronal) passing through the maximum value of the resonant frequency of 
64 [MHz] 

 

Fig. 2 Temperature distribution in the three planes of section (axial, sagittal and coronal) passing through the maximum value of the resonant frequency of 
128 [MHz] 

 

Fig. 3 Temperature distribution in the three planes of section (axial, sagittal and coronal) passing through the maximum value of the resonant frequency of 
300 [MHz] 
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regulations in the MRI RF coil design. Another important 
aspect is the fact that thermal simulations can assess the risk 
faced by a human subject in medical metal implants, know-
ing that their presence enhance local SAR.  
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Abstract— The biological effects of electromagnetic fields on 
human factor have been widely studied.  This paper intends to 
evaluate the necessity of protection against electromagnetic 
radiations in the case of a warship with various types of 
transmitters: HF, VHF, and UHF communication stations, 
various types of radars operating in the frequency range of 1 – 
10 GHz, and direct beam transmitters – fire control systems, 
electronic warfare systems, etc.  

In order to analyze the impact of electromagnetic radiation 
on seafarers onboard naval ships, first there need to be identi-
fied the potentially dangerous areas, located in the proximity 
of emitting antennas. The safety distance to the radiation field 
is computed with Friis transmission formula in the free space, 
and potentially dangerous areas are located at lower ranges 
from the emission source.  There were performed a series of 
electromagnetic field measurements, for frequency range 20-
2000 MHz, in areas often transited by crew members and 
situated at insufficient range from all the antennas.  

Even though electric field levels did not indicate reasons for 
concern, an extensive study must be further performed, with 
measurements in multiple frequency ranges and in various 
configurations of operating transmitters. 

Keywords— Biological effects, Electromagnetic radiation, 
Modeling and simulation, Ship electromagnetic environment 

I. INTRODUCTION  

The issue of protecting the human factor against the ex-
posure to electromagnetic fields has been extensively 
treated by specialists [1-7]. In 1967, the American National 
Standards Institute (ANSI), based on the U.S. Navy stan-
dards, determined that the maximum power density that the 
human body can withstand is 10 mW/cm2, for a limited 
period of six minutes, in the frequency range 10 MHz - 100 
GHz [6]. Since the '80s, these rules have been drastically 
revised. Further studies have showed that the energy ab-
sorbed by tissues depends on frequency, polarization field, 
and the physical dimensions of the irradiated body. Other 
norms issued in 1982 limited the level of absorption, indi-
cating a maximum value of 0.4 W/kg in the first 6 minutes 
of exposure. Moreover, these rules were correlated with 
frequency, being more restrictive if the frequency is greater 
than 10 MHz, and even more restrictive for frequencies 

between 30 and 300 MHz, with a threshold value of 1 
mW/cm2.  

The terminology describing these phenomena also 
changed, replacing the power density with the specific ab-
sorption rate (SAR) and further widening the range of fre-
quencies considered to be harmful, down to 10 kHz (10 
kHz-300 GHz ). 

The biological effects of electromagnetic fields on hu-
man factor have been widely studied, for various frequency 
ranges and power densities [2-4]. Analyzing the impact of 
electromagnetic radiation on seafarers onboard naval ships, 
a distinction need be made between ionizing radiation - 
interacting with living matter and electrically charging or-
ganic molecules, and non-ionizing radiation, generating 
local heating effects, with adverse effects in particular con-
ditions. In order to determine the exposure of personnel on 
board ships, electromagnetic field measurements were per-
formed at various points on board a naval ship. Given the 
complex phenomena of harmful interference onboard, due 
to the density, diversity and high power electrical and elec-
tronic equipment, the research is oriented mainly towards 
higher energy density areas in the vicinity of the antennas. 

II. REVIEW OF STUDIED BIOLOGICAL  
EFFECTS OF ELECTROMAGNETIC FIELD 

The harmful effects of electromagnetic radiation consist 
of physical and chemical changes in tissues or destruction 
of atoms order in crystalline solids. During the electromag-
netic radiation interaction with tissues, it causes harmful 
biological effects with or without thermal effect. The degree 
of destruction depends on factors such as field intensity, 
frequency, energy level, polarization and duration of expo-
sure. After the electromagnetic radiation penetrates the 
tissue, its dielectric and conductive properties modify ener-
gy absorption and propagation of incident energy [2]. 

High danger is posed by thermal effects, depending on 
the intensity and frequency of the incident energy. This is 
more prominent in the range 100-3000 MHz. When elec-
tromagnetic energy is absorbed by tissues, it generates heat. 
If the heat cannot be dissipates as quickly as it is absorbed, 
internal body temperature will rise.  
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Table 1 Diagram of harmful biological effects of microwaves 

Frequency 
 

Absorption rate of 
incident energy 

Biological effects 

 

Up to 40% of the 
incident energy 

Energy penetration in the 
tissues. 
Radiation is not detected by the 
human sensory system. 
Depth heating of tissues. 

Between 20-100% 
of the incident 
energy. 

Varying degrees of radiation 
penetration. 
Energy absorption both in 
depth and by the superficial 
tissue (according to tissue 
characteristics). 

Up to 40% of the 
incident energy 

Direct heating of tissues, 
detected by the sensory system. 
Energy absorption on skin 
surface. 
Remaining percentage of 
energy is reflected from skin 
surface. 

 
 

The body's ability to dissipate heat depends on various 
factors such as: air flow in the respective environment, air 
humidity and temperature, the body's metabolism, clothing, 
radiant field power density, the amount of absorbed energy 
and the exposure time. The knowledge obtained from labor-
atory experiments [2] on the effects of radiation in the fre-
quency range 200 MHz -10 GHz is summarized in Table 1. 

Some of the observed non-thermal effects consist of less 
significant changes in blood properties, as a result of expo-
sure to electromagnetic energy [5]. Some people can hear a 
buzz caused by exposure to microwave radiation. 

III. THE ELECTROMAGNETIC ENVIRONMENT ONBOARD A 
WARSHIP 

Sources of electromagnetic interference onboard war-
ships cover a wide frequency range from 50 Hz to 20 GHz, 
and include generators and electric converters, electric  
motors and drive facilities, radio and radar systems, tele-
communications systems, computer network, source of 
discharges, mobile radiotelephones [6]. 

The main sources of radiation on board are the commu-
nication antennas radiating through all metallic structures 
nearby. Figure 1 illustrates the frequency bands used in 
military applications, relative to the international standard 
bands and the civil and industrial applications. 

There are three types of onboard transmitters: 

- Stationary - multidirectional transmission in HF, VHF, 
UHF; 

- Rotating - 2D and 3D radars, some of which emit high 
power pulse energy (air surveillance, sea surface 
surveillance, navigation radars); 

- Direct beam - fire control systems, electronic warfare 
radars, satellite communication antennas. 

The most difficult issue is presented by HF antennas, be-
cause they must be installed in areas inaccessible to person-
nel while operated. VHF and UHF antennas, placed at 
height do not pose any problems in terms of personnel radi-
ation (there is though the risk of secondary radiators). 

However, HF transmitting antennas with frequencies be-
tween 2 - 30 MHz must be at 1.20 m (horizontally) and 2.40 
m (vertically) far from all superstructure areas occupied by 
personnel. HF antennas radiating less than 250 W need to 
be at least 3.60 m far from welded superstructures [6].  

200 MHz 

3 GHz 

1 GHz 

10 GHz 

 

Fig. 1 Frequency bands for military, civil and industrial applications 
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Radar antennas (rotating transmitters) are generally in-
stalled at heights on masts or supports in areas occupied by 
people. They are a source of risk, causing personnel inter-
mittent exposures to intense radiation. 

Third type transmitters emit direct beams and are usually 
mounted next to crew occupied areas. It is required for these 
areas to be shielded from radiation, even though the trans-
mitters are generally fitted with beam disruption on areas 
not of interest. They pose difficult issues for personnel  
protection [5].  

IV. CALCULATION OF SAFETY DISTANCE  
TO RADIATION FIELD 

Near field (the Fresnel region) is defined as the area of 
space with coordinates are between 0 and λ/2π. The far-
field region extends from the end of the Fresnel region. 
There is no strict delimitation of the two areas. 

The assessment of power density in the far-field region is 
relatively simple. Antenna gain and transmission diagram 
do not depend on the distance from antenna. Therefore, the 
far field on power density axis is given by the transmission 
formula in free space [6]: 

24 d

GP
W ot

d π
=

                    

(1) 

where:  

Wd is the power density in a given point of observation, 
[mW/cm2]; 

Go - antenna gain in the far field; 
Pt - average transmitted power [mW]; 
d - distance from the antenna to observation point [cm]. 

Equation (1) does not include the effects of ground ref-
lection, which, if any, may cause an increase of power den-
sity value of 4 times than the one in free space. 

Substituting in equation (1) Wd = 10 mW/cm2, there is 
determined the minimum safety distance for personnel 
working in the far field area: 
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The average transmitted power Pt can be determined if 
the maximum power Pt_max is known: 

etavet rPP ×= max)(                  
(3) 

where re denotes the transmission rate and is computed with 
relation: 

rp
p

p
e fl

p

l
r ×==

                  

(3) 

The quantities in equation (3) denote: 

lp – pulse width (µs); 
pp – pulse repetition period (µs); 
fr – pulse repetition frequency. 

Usually, for stationary antennas the safe distance is ap-
proximately 5 meters, while for the rotating ones, it is 2 
meters. 

V. MEASUREMENT THE ELECTROMAGNETIC FIELD  
ON BOARD A WARSHIP 

The ship chosen for research is a frigate with main di-
mensions: length L = 145 m, width B = 15 m, draft T = 5 m. 
Starting from the ship plans study, there can be identified 
areas of potential danger to the embarked personnel. Figure 
2 is illustrates the analyzed ship, on which there are marked 
the positions of radar antennas and other high power anten-
nas. Potentially dangerous areas are the bridge deck and 
antennas deck, situated immediately above the bridge. 

 

Fig. 2 The analyzed warship with highlighted antenna positions  

The research consisted in measurements of the radiation 
field were performed outside the bridge, on the respective 
deck, during the operation of VHF communication stations 
and the surveillance radar. 
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In the first stage, there were measured values of electric 
field intensity and power density in a set of points located 
on the bridge deck, outside the bridge superstructure [8,9].  
The officer of the watch and other crew members usually 
transit this area. The measurements carried out during oper-
ation of a VHF communication station resulted in 8 main 
values presented in the first eight rows of Table 2. The re-
sults of the 12 measurement points, during the emission of 
the surveillance radar, are given in the last 12 rows.  

The device used for measurements is a portable electric 
field meter with isotropic probe, with frequency range 30 
MHz – 3 GHz. 

VI. RESULTS DISCUSSION 

The measurement points are located at distances of 1 - 5 
m from each other, and at ranges from 10 - 20 m from the 
radiating antennas. In order to determine the electric field in 
the bridge deck on a larger area, simulation by finite ele-
ment method was used. The electric field was simulated 
with specialized software [10] on a circular area with radius 
of 10 m from the central point. The boundary condition 

imposed on the circular edges is a Dirichlet condition with 
null potential.  

Figures 3 and 4 present the electric field distribution in 
two different situations: operation of a VHF communica-
tions station and of the surveillance radar, respectively. The 
frequency ranges for the two situations are: 90-110 MHz in 
the first case, and 1.9-2 GHz in the second case, respective-
ly. Electric field strength E (V/m) values are situated in the 
range 0.019 - 0.3808 V/m in the first case, and between 
0.0141 - 0.2824 V/m, in the latter, respectively. 

Maximum limits for occupational exposure to 
electromagnetic fields required by ICNIRP for the 
frequency range f = 400 - 2000 MHz, are given by the 
following set of relations [12]: 

( )
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Table 2 Main field values measured outside the bridge 

Case Frequency [MHz] Electric field strength [V/m]
Electric field level 

[dBµV/m] 
Power density 

[W/m²] 
Power density 

[µW/cm²] 

VHF station 

97,0000 0,2480 107,8891 0,0002 0,0163 

98,0000 0,3045 109,6707 0,0002 0,0246 

99,0000 0,1511 103,5879 0,0001 0,0061 

103,0000 0,1463 103,3041 0,0001 0,0057 

104,0000 0,3808 111,6140 0,0004 0,0385 

105,0000 0,3722 111,4149 0,0004 0,0367 

106,0000 0,1863 105,4039 0,0001 0,0092 

107,0000 0,1374 102,7570 0,0001 0,0050 

Radar 

1925,0000 0,1837 105,2831 0,0001 0,0090 

1926,0000 0,2123 106,5387 0,0001 0,0120 

1932,0000 0,1415 103,0121 0,0001 0,0053 

1933,0000 0,1297 102,2597 0,0000 0,0045 

1934,0000 0,1575 103,9454 0,0001 0,0066 

1935,0000 0,2824 109,0184 0,0002 0,0212 

1936,0000 0,2167 106,7155 0,0001 0,0125 

1938,0000 0,1809 105,1487 0,0001 0,0087 

1939,0000 0,2197 106,8384 0,0001 0,0128 

1940,0000 0,1536 103,7253 0,0001 0,0063 

1942,0000 0,1454 103,2501 0,0001 0,0056 

1947,0000 0,1435 103,1357 0,0001 0,0055 
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where E is the electric field strenght, H is the magnetic field 
strenght, B denotes the magnetic flux density, S is the 
power density, and f is igven in MHz [12].  

Replacing f with the value of 1000 MHz, we obtain the 
following limits of electric and magnetic field: 

E = 94.86 V/m, H = 0.25 A/m, B = 0.31 µT, and S = 25 
W/m2, respectively. 

According to military standard STANAG 2345, the 
maximum allowed power density is approximately S = 30 
W/m2, for the average exposure duration of 6 minutes [13]. 

Regarding the electric field, personnel exposure is not 
considered dangerous in the analyzed area outside the 
bridge. There were not found any values higher than the 
power density limits of 25 or 30 W/m2.  

 

Fig. 3 Electric field distribution during the operation of a VHF communications station, frequency 90-110 MHz  

 

Fig. 4 Electric field distribution during the operation of surveillance radar, frequency 1.9-2 GHz 
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Electric field values in the simulation area were 
definitely below the limits imposed by the ICNIRP or 
STANAG 2345 or other regulations [12-17]. 

VII. CONCLUSIONS 

Due to the large number of radiation generating devices 
and the limited space, the electromagnetic environment 
onboard the ship is probably among the most dangerous 
areas, from the point of view of electromagnetic radiation . 

The available area for mounting transmission and recep-
tion antennas onboard is about 10 x 90 m. Due to limited 
space, contact fields are most likely in the Fresnel region, in 
which the relationships between radiation models and field 
intensity are difficult to predict. 

Although measurements have not indicated field levels 
higher the standard imposed limits, it is recommended to 
take measures for the protection of personnel working in 
areas near radar and communications antennas, by reducing 
exposure time, or even prohibiting crew presence on anten-
na deck throughout transmission.  

Further studies need to be performed, for the complete 
assessment of electromagnetic radiation from various types 
of emitters: communication antennas, various radar anten-
nas, and direct beam transmitters, employing novel tech-
niques in electromagnetic interference problems. 
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Abstract— Many researches have been done in the last years 
upon the various effects of electromagnetic fields (EMF)  on 
biological signals. There are several studies involving subjects 
who perform various tasks while being exposed to EMF,  
concluding that some aspects of cognitive function and some 
distinctive parts of brain physiology may be affected by the 
exposure to EMF. This paper aims to study the influence of 
electromagnetic field produced by a medical equipment on the 
EEG signals processed in real time. 

Keywords— medical device; electromagnetic interferences; 
biological signals 

I. INTRODUCTION  

Electromagnetic compatibility (EMC) is the ability of 
two systems or different electronic devices to function 
properly, one close to the others, in an environment with 
electromagnetic traffic. 

In the hospital setting there are many causes that lead to 
the existence of electromagnetic radiation. Hospitals are 
equipped with some types of equipment, such as electrosur-
gery or microsurgery units which produces electromagnetic 
radiation and equipments such as EKG (Electrocardiograph) 
or EEG Monitor (Electroencephalography), which are very 
sensitive to electromagnetic disturbances.[1] 

A preterm infant can be born with a weight varying be-
tween 500 gr and 2200 gr, so requiring a long-care  and a 
long time spent in a heating system type . All these patients 
incurred medical investigations (EEG continuous monitor-
ing, vital signals  and EKG monitoring, x-rays) that is  
performed with the patient in the incubator to ensure conti-
nuously heat and humidity needed to support it.  

The main problem of a new born preterm is the loss of 
heat and very quickly dehydration. That's why  Neonatal 
Intensive Care Units use specific medical equipment to 
provide thermal comfort to a newborn. Such type of equip-
ments are: airshield incubator, radiant warmer or cot 
warmed up.  

While doing echoimaging, there is no question of an 
electro-magnetic compatibility, in terms of biological sig-
nals such as EEG and EKG , artefacts produced by the exis-
tence of a disruptive electromagnetic field could induce a 
possible wrong diagnosis.[2] 

II. EQUIPMENT REQUIRED 

To study the influence of the electromagnetic field pro-
duced by a medical device on EEG signal collected in real 
time, we used biological signal simulators.  

In investigating the effect of MFs in the head  and neck 
areas, investigating the effect of MFs on the brain signals of 
people who are exposed to MFs is one of the most common 
methods because the EEG records are very fast, noninva-
sive,and inexpensive method for the diagnosis of brain 
responses to external stimuli. [3] 

EEG measures voltage fluctuations resulting from ionic 
current flows within the neurons of the brain.[4] In clinical 
contexts, EEG refers to the recording of the brain's sponta-
neous electrical activity over a short period of time, usually 
20–40 minutes, as recorded from multiple electrodes placed 
on the scalp.[5] 

One approach to deal with MFs effect on the central 
nervous system is monitoring their possible negative effects. 
Therefore, there is no appropriate evidence in the evaluation 
of the brain signals that explain communication between 
changing of EEG (by exposure to MFs) and possible nega-
tive or positive effects.[3] 

 
 

 

Fig. 1 The Airshield Isolette C2000 (SN: ZT17334) 

The tests were carried out in the Department of Neonatal 
Intensive care level III of the Clinical Hospital "Cuza Voda 
Iasi", using an Airshield Isolette C2000 Drager, used as 
heating support  for the patient. In all departments of Neo-
natal Intensive care Units   there are these early types of 
airshields. 
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The equipments used for the study are: an  Airshield Iso-
lette C2000 Drager and Braintz type III-Electroencephalo-
graph. Isolette C-2000 is manufactured in 2004 and  
provides thermal comfort of the newborn. In terms of elec-
tromagnetic compatibility this equipment has the following 
technical specifications: 
 

Table 1 Technical specifications Airshield Isolette C2000 Drager[6] 
 

Standards Emissions Immunity 

EN 60601-1 

EN60601-2 

EN60601-2-

19 

Emission RF- 

class A 

IEC61000-3-

2 class A 

Power frequency 50/60 Hz: 

IEC60601test: 3A/m 

Compliance test: 3A/m 

Conducted RF  IEC61000-4-6 

Test IEC60601: 3Vms and 

20Vms (150Hz-80MHz) 

Compliance test: V1 = 3Vms and 

V2=10Vms 

RF radiated IEC61000-4-3 

Test IEC60601: 10V/m 

(80MHz-2,5GHz) 

Compliance test: E1= 10V/m 

 
Braintz type III Electroencephalograph is a system of 

continuous EEG monitoring of newborn. Signal collection 
is done with the help of five electrodes: two electrodes for 
the left hemisphere, two for the right hemisphere and a 
reference electrode. Deling with the newborn,  the EEG 
monitor is used  for secondary brain damage in conditions 
such as subarachnoid hemorrhage. Brain hemorrhage  is the 
most common pathology in new born preterm. 
 

 
 

Fig. 2 Braintz type III Electroencephalograph 

III. MODE OF WORK 

For a patient in an intensive care unit monitoring of the 
important vital biological signals is essential. The collection 
of these signals is carried out under the conditions in which 
these patients in intensive therapy are surrounded by a va-
riety of medical equipment, sources of disturbing signals 

(airshiel units, neonatal ventilator, phototeraphy lamp, vital 
signs monitors).  

These disruptive electromagnetic field sources are much 
stronger in case of a newborn in an intensive care unit, ow-
ing to the fact that these patients require to ensure thermal 
comfort. The Airsheild used in our measurements doesn’t 
have an alternative battery in case of power failure.  

Measurements protocol that we established is the follow-
ing: 

- Airshield Isolette C-2000 (Serial Number: ZT17434, 
manufactured in 2004 ) is warmed up to a temperature of 
37,9ºC and 50% umidity 

- On the Electroencephalograph Braintz type III (serial 
number:1177, manufactured in 2010) we attached an EEG 
simulator signal type Natus. This type of simulator gives us 
a linear signal without artefacts or pathology. 

-The EEG signal Simulator is  being placed inside the 
Airshield and we start monitoring. 

 

 
Fig. 3 EEG simulator signal type Natus 

-After aproximaly 20 minutes of monitoring, we have 
simulated a power failure and we closed de Airshield. 

-After 10 seconds of power failure we get start the air-
shied. In this time the EEG monitoring continues. 

-We also used a mobile phone to create a controlled elec-
tromagnetic field. We measured the EEG signal with the 
mobile phone in call and off  call near EEG simulator. 

IV. MEASUREMENTS AND RESULTS 

After registering the brain activity, signals were 
processed in AnalyZe 2.0 program. For a better observation 
of the signal, the processing it was done over a period of 30 
minutes, 15Hz timing signal.  

The EEG is typically described in terms of rhythmic ac-
tivity and transients. The rhythmic activity is divided into 
bands by frequency.[7] To some degree, these frequency 
bands are a matter of nomenclature (i.e., any rhythmic activ-
ity between 8–12 Hz can be described as "alpha"), but these 
designations arose because rhythmic activity within a cer-
tain frequency range was noted to have a certain distribution 
over the scalp or a certain biological significance.[8]  
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Abstract— The dramatically increase in number of the 
portable devices with radiofrequency (RF) transponders built-
in, wireless devices, like mobile phones, smart phones, tablets 
and so on, and the use of this kind of equipments in the vicinity 
of the human body rise a strong question about their safety, 
especially for persons wearing metallic implants like the vascu-
lar stents in the head and neck region.  

This paper presents experimental and computational stu-
dies, aiming to assess the variation of the temperature at the 
surface of a conductive cylindrical implant in RF electromag-
netic (EM) field, both in open air and in biological tissue. The 
implant heating source was considered to be the EM RF radia-
tion field exclusively. The biological heat source was complete-
ly ignored. 

With the implant located 5mm deep inside biological tissue 
and a 2W power emitted by the radiation source, a maximum 
temperature increase of 1.2°C was found at the surface of the 
implant. However, in non-uniform EM field, closer to the 
radiation source, a higher temperature increase of 1.6°C was 
found at the surface of the implant. The spatial distribution of 
the temperature at the surface of the implant was studied 
experimentally, using a limited number of temperature trans-
ducers and computationally, using an RF+thermal coupled 
model implemented in Comsol 4.3.b.   

Keywords— Metallic implant, Radio Frequencies field,  
heating 

I. INTRODUCTION  

The number of people carrying portable devices with 
wireless capabilities is dramatically increasing nowadays. 
Therefore, the phenomena involving human tissues heating 
in RF EM field has become an intensively studied topic. 

Many people have studied this problem both experimen-
tally and computationally, in different contexts (MRI, cell-
phones) [1-5]. Different numerical methods (FDTD, FEM) 
have been used.  

With regard to energy absorption in the tissue surround-
ing the metallic implants, a worst case scenario has been 
identified. The absorption is evidently highest when the 
longest dimension of the implant and the RF field source 
(antenna) are parallel [1]. 

In such cases, two phenomena occur. First, a conductive 
object in the tissues may cause a notable local enhancement 

of the EM field, thus increasing the power absorption in the 
tissue and its temperature. Secondly, the passive conductive 
implant is heated due to the currents induced by the RF EM 
field.  

Using FDTD method, Olteanu at al [5] have simulated 
the heating of cylindrical stent implanted in a human head 
and exposed to an 835 MHz EM radiation. The temperature 
distribution around the implant is shown in Fig. 1. 

 

    

Fig. 1 Temperature distribution arround a cylindrical stent, when exposed 
to an 835 MHz EM radiation[5] 

II. EXPERIMENTAL SETUP  

This paragraph describes the experimental setup used for 
measuring the temperature at the surface of a cylindrical 
implant when exposed to a uniform RF EM field.  

A. Uniform Electromagnetic Field Generation  

For this purpose, a Transverse ElectroMagnetic (TEM) 
cell [6] was used. The TEM cell IFI Model CC-104 SEXX 
shown in Fig. 2 has a relatively uniform field distribution.  

 

 

Fig. 2 TEM cell and the coordinate system 
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The cell was fed by a RF generator HAMEG 8134-2 
through a RF power amplifier OPHIR 5150F at a frequency 
of 850MHz. The RF field was measured by using a RF 
Rhode-Schwartz analyzer, type FSH3, with appropriate 
sensors. During the measurements, the SWR ratio was be-
low 1.2. The configuration of the measuring system is de-
picted in Fig.3 

  

 

Fig. 3 RF field measuring system 

B. Field Strength Measurement in the TEM Cell 

To measure the electromagnetic field inside the cell, a 
custom made dipolar field probe was used. Its construction 
is shown in Fig. 4. 

 

 
Fig. 4 The dipolar field probe  

The field probe was used to check the field uniformity 
inside the cell. The results of these measurements are pre-
sented in section III. Later on, the field probe was replaced 
by a cylindrical metallic implant on whose surface the tem-
perature was measured. The metallic implant is a 0.2mm 
thick cylindrical shell, 5.4mm in diameter and 20mm long.   

C. Discrete Points Temperature Measurement at the 
Implant’s Surface 

To evaluate the temperature distribution at the surface of 
the implant, a measuring system was added to the field 
measuring system. The new measuring system consists of a 
data acquisition system from NI (USB6215), with 16 electr-
ically isolated channels, 16 bit resolution/channel and 250 
ksample/sec. The temperature acquisition system was con-
nected to a PC with the LabView Signal Express software 
installed. The block diagram of the resulting EM field and 
temperature measuring systems is illustrated in Fig. 5. 

 

Fig.5. RF filed and temperature measuring system  

For measuring temperature at the surface of the implant, 
6 small thermistor sensors were used:  NTCS0402E3103LT 
sensors, with 10kΩ resistance, 1% tolerance, 5s thermal 
time constant and 1x0.5x0.5 mm in size. The arrangement 
of the 6 thermistors on the surface of the implant is shown 
in Fig.6. 

 

Fig. 6 Arrangement of thermal sensors on the surface of the implant 

III. EXPERIMENTAL RESULTS 

A. Field Power Measurement with the Dipole Probe 

After choosing a point, approximately in the center of the 
TEM cell, the field probe was placed there and used to 
measure the field along each of the three axes, in air. The 
values of the output power of the dipolar field probe meas-
ured along each of the three directions (Px, Py, Pz ), for dif-
ferent values of the input power of the TEM cell Pin [W] are 
presented in Table 1.  

Table 1 EM power measured by the field probe along each direction, in air, 
for different input powers  

Pin [W] Px[W] Py[W] Pz[W] 
1 0.58 0.057 0.16 
2 1.14 0.11 0.32 

3.95 2.29 0.23 0.64 
7.94 4.57 0.45 1.28 
15.84 9.12 0.91 2.57 

 

The same kind of measurement was made inside of bio-
logical tissue (a piece of fresh meat) at 5mm and at 15mm 
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from the surface, respectively. Tables 2 and 3 show the 
measured output powers, for different values of the input 
power of the TEM cell, at 5 mm and 15 mm deep inside the 
biological tissue. 

Table 2 EM power measured by the field probe along each direction, at 
5mm inside biological tissue, for different input powers  

Pin [W] Px[W] Py[W] Pz[W] 
1 0.51 0.0083 0.0058 
2 1.02 0.016 0.012 

3.95 1.99 0.033 0.023 
7.94 3.89 0.077 0.047 

15.84 7.41 0.15 0.059 

 

Table 3 EM power measured by the field probe along each direction, at 
15mm inside biological tissue, for different input powers  

Pin [W] Px[W] Py[W] Pz[W] 
1 0.023 0.0003 0.0029 
2 0.048 0.0007 0.0069 

3.95 0.097 0.0015 0.015 
7.94 0.19 0.0033 0.032 

15.84 0.38 0.0069 0.066 

B. Temperature Distribution at the Implant Surface 

According to Tables 1-3, the greatest power is always ab-
sorbed with the dipole oriented along the x axis. Therefore, 
the dipolar field probe was replaced by the dipole-like im-
plant fitted with temperature sensors and oriented along the 
x axis. This allowed us to measure the temperature distribu-
tion at the surface of the implant, corresponding to a 2W 
input power, in air, at 5 and 15 mm deep inside the biologi-
cal tissue, respectively. A0 to A5 are the temperature values 
recorded by each of the 6 temperature sensors placed on the 
surface of the implant according to Fig. 6. Each temperature 
value was recorded in time, until the steady state tempera-
ture was reached. Thereafter, the power supply to the TEM 
cell was interrupted and the temperature measurement con-
tinued until the ambient temperatures of 23.8°C in air and 
22°C in tissue were reached again. Figures 7-9 show the 
temperature histories recorded, in every case.  

 

 

Fig. 7 Temperature histories on the implant surface in air, for a 2W input 
power of the TEM cell 

 

Fig. 8 Temperature histories on the implant surface, at 5mm deep inside the 
biological tissue, for a 2W input power of the TEM cell 

 

Fig. 9 Temperature histories on the implant surface, at 15mm deep inside 
the biological tissue, for a 2W input power of the TEM cell 

IV. PASSIVE METALLIC IMPLANT IN NON-UNIFORM RF EM  
FIELD: NUMERICAL SIMULATION 

However, the RF EM field is not always uniform and the 
temperature distribution at the surface of a passive metallic 
implant and in the biological tissue that surrounds it could 
be affected by the proximity of the EM field source. A typi-
cal example is a vascular stent placed close to the surface of 
the body and affected by the radiation of a cell phone.  

A. Model Setup 

This typical scenario was simulated using Finite Element 
Method (FEM), in Comsol 4.3.b. The modelled system 
consists of a 95 mm radius, low conductivity sphere mi-
micking the human head and a dipolar antenna mimicking 
the cell phone. Inside the sphere, a cylindrical metallic shell 
identical with the one used in our experimental study (see 
Fig. 6) was placed. The material properties of the conduc-
tive sphere (the head) and the implant are given in Table 4. 
The sphere properties correspond to the average values in 
the human head.  

Table 4 Material properties used in the model 

Property head implant 
εr 56 1 
μr 1 1 

σ [S/m] 0.84 1.000.000 
ρ [kg/m3] 1030 6450 

Cp [J/kg/K] 3710 545 
k [W/m/K] 0.528 16 



298 B. Ilie and D. Rafiroiu
 

 
IFMBE Proceedings Vol. 44 

 
  

 

The antenna is oriented along the y axis, placed at 10 mm 
away from the surface of the head and consists of two thin 
metallic rods that have a sinusoidal voltage applied between 
them. The length of each rod (arm) is one quarter of the 
wavelength, λ/4=0.0897 m. The antenna operates at the 
frequency of 835 MHz. The diameter of each arm is λ/40. 
The geometry of the model is shown in figure 10. 

 

Fig. 10 The geometry of the model 

The arms were considered to be Perfect Electric Conduc-
tors (PECs). They are excited by a cable type lumped port 
having the characteristic impedance of 75Ω. The terminal’s 
voltage is variable, according to the required input power: 
V0=12.5V for Pin=1W and V0=19.45V for Pin=2 W. 

The sphere and the antenna are surrounded by air and to 
avoid EM wave reflection, a spherical Perfectly Matched 
Layer (PML) 0.35m in radius and 0.1m thick was used. 

As per the heat transfer problem, the implicit thermal in-
sulation condition was applied everywhere on the outer 
surface of the sphere and at its interface with the metallic 
implant. The model was initialized at a 0°C temperature, 
everywhere in the sphere and in the implant.  

B. Simulation Results 

A total number of 6 scenarios have been simulated. 
First, the head was considered without implant and the 

source power of the antenna was 1W and 2W respectively. 
Figure 11.a shows the temperature distribution at the sur-
face of the head corresponding to an input power of the 
antenna, Pin=1W. 

For a better view of the temperature distribution inside 
the head, temperature was plotted along two lines parallel to 
the ox axis. Both lines start from the oy axis and end on the 
surface of the head. One of the lines starts at y=0.0m and 
the other at y=0.01m (the implant’s extremity used in the 
subsequent simulations). Figure 12 shows these temperature 
distributions. 

Table 5 shows the values of total power P and of the 
powers Px, Py and Pz absorbed by the head along each of the 
three directions. The maximum SAR value in head is also 
indicated in table 5.      

 

 

Fig. 11 Temperature distribution at the surface of the head, for Pin=1W: a) 
without implant, b) with implant at 5mm 

 

 

Fig. 12 Temperature distribution along the ox axis and along a line  
that will pass through the implant’s extremity, for Pin=1W and Pin=2W 

respectively 

Table 5 Power absorbed by the head and the maximum SAR value in the 
head, without implant, for different input powers of the antenna  

Pin 1 W 2 W 
P  (W) 0.666 1.614 
Px (W) 0.841 2.037 
Py (W) -2.2e-4 -5.34e-4 
Pz (W) 1.7e-3 4.2e-3 
SARmax (W/kg) 18.5 44.7 

 
Secondly, the implant was placed at 5mm and 15mm 

deep inside the head. Simulations were run for the 1W and 
the 2W input power, respectively. Figure 11.b shows the 
temperature distribution at the surface of the head, with the 
implant at 5mm and the input power of 1W. 

The temperature distributions along the two parallel lines 
inside the head, with the implant at different depths and for 
different input powers of the antenna are represented in 
figure 13. The upper panel’s graphs correspond to the 5mm 
deep implant and the second’s to the 15mm deep implant. 

The values of the total power absorbed by the head with 
implant and of the powers absorbed along each direction are 
presented in table 6. The maximum SAR values are also 
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indicated in table 6. In all cases, the greatest power ab-
sorbed by the head is Px and the smallest is Pz. The negative 
absorbed powers suggest that the head loses power along 
the respective directions. More dramatic is the increase of 
the maximum SAR value in the head with implant (table 6), 
compared with the head without implant (table 5): a 1000 
times.  

     

 

Fig. 13 Temperature distribution along the ox axis and along a line that 
passes through the implant’s extremity, for different positions of the im-

plant and for different input powers of the antenna 

Table 6 Power absorbed by the head and the maximum SAR value in the 
head, with the implant at different depths, for different input powers of the 

antennca 

Pin  1 W 2 W 
With implant at 5 mm 

P  (W) 0.619 1.497 
Px (W) 0.849 2.057 
Py (W) -1.07e-4 -2.58e-4 
Pz (W) -3.07e-4 -7.44e-4 
SARmax (W/kg) 11,260 27,262 

With implant at 15 mm 
P  (W) 0.653 1.582 
Px (W) 0.823 1.993 
Py (W) -2.42e-4 -5.85e-4 
Pz (W) 7.83e-4 1.9e-3 
SARmax (W/kg) 5,695 13,790 

 
As our entire work mostly focuses on the implant’s tem-

perature, rather than on the head’s temperature, the im-
plant’s surface temperature was plotted in figure 14, for 
each position of the implant and for the antenna’s input 
power of 1W. The most relevant characteristics of the tem-
perature distribution at the surface of the implant are the 
non-uniformity and the maximum value. Clearly, when the 
implant is closer to the head’s surface, its temperature gets 
higher values and its distribution is more uniform than when 
it is farther to the surface.  

These characteristics can be correlated with the tempera-
ture distribution inside the head (see Fig. 13) and with the 
power absorbed by the implant. Table 7 shows the values of 
total power P and of the powers Px, Py and Pz absorbed by 
the implant along each of the three directions. The maxi-
mum SAR values at the surface of the implant are also indi-
cated in table 7. 

  

 

Fig. 14 Temperature distributions at the surface of the implant for the input 
power of the antenna 1W: a) implant at 5mm and b) implant at 15mm 

Table 7 Powers absorbed by the implant and the maximum SAR value at 
the surface of the implant, for different input powers of the antenna  

Pin 1 W 2 W 
With implant at 5 mm 

P  (W) 3.91e-4 9.47e-4 
Px (W) 4.72e-2 0.114 
Py (W) -1.89e-5 -4.57e-5 
Pz (W) -4.63e-6 -1.13e-5 
SARmax (W/kg) 6,105 14,782 

With implant at 15 mm 
P  (W) 2.66e-4 6.44e-4 
Px (W) 2.16e-2 5.23e-2 
Py (W) 2.24e-5 5.42e-5 
Pz (W) 1.8e-5 4.36e-5 
SARmax (W/kg) 5,657 13,697 

 
A simple comparison between the values that are given 

in tables 6 and 7 shows that most of the power is absorbed 
by the head tissue surrounding the implant. However, when 
the implant is close to the head surface, the maximum SAR 
values in the head are almost twice as big as the maximum 
SAR values at the surface of the implant. This suggests that, 
when the implant is very close to the head surface, the point 
with the maximum SAR value in the head moves away from 
the implant’s surface and come closer to the head surface. 
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V. CONCLUSIONS 

The measurements carried out in our experiment show 
the temperature variation at six measuring points on the 
surface of the implant. When the implant was in air and the 
input power of the TEM cell was 2W, the maximum (steady 
state) temperature increase at the implant’s extremity was of 
1.45°C while in the middle, the maximum temperature 
increase was of 1.0°C. A rough approximation of the tem-
perature gradient along the length of the implant (oy axis) 
can be made by dividing the total temperature variation 
along the implant to its length, which is, 0.45°C 
/0.02m=22.5°C/m. At different depths in the tissue, the 
maximum temperature increases at the implant’s extremity 
were 1.2°C and 0.4°C, for the 5mm and 15mm deep im-
plant, respectively. In the middle of the implant, the maxi-
mum temperature increases were 0.77°C and 0.32°C,  
respectively. The corresponding temperature gradients 
along the implants were of 21.5°C/m and 4°C/m for the 
5mm and 15mm deep implant, respectively. 

The simulations carried out in non-uniform HF EM field, 
at the same frequency but in a biological tissue with differ-
ent electrical conductivities (fresh muscle in the experiment 
and brain in the simulation), revealed higher temperature 
increases and higher temperature gradients. These differ-
ences could be explained by the higher conductivity of the 
brain tissue (0.84 S/m) as compared to the fresh skeletal 
muscle’s which is about 0.68 S/m at the 800MHz frequency 
[8]. Another thing that could explain these differences be-
tween the experimental and the numerical simulation results 
is the difference between the conductivities of the implant. 
In the experiment, the implant was made of brass with con-
ductivity 15.9x106 S/m [9], while for the simulation the 
electrical properties of the Nitinol alloy were used. Brass is 
16 times more conductive than the nitinol alloy. Finally, for 
the experiment, rectangular voltage impulses were used to 
power the TEM cell whereas in the simulation, a sinusoidal 
voltage was considered. However, most the difference 
might be due to the proximity of the RF field source and its 
non-uniformity, in the simulated scenario.    

 
 
 
 
 
 
 
 
 
 
 

To conclude, we may say that in real life, the implant is 
heated by both the RF EM field and the biological heat 
source. In the current study, no biological heat source was 
accounted but we definitely have to consider it in our next 
investigations, together with the blood flow effects. 
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Abstract— Blood pressure measurement (BPM) is a stan-
dard method of investigation for the cardiovascular activity. In 
this study we are concerned with its usage for the evaluation of 
the flow in the brachial-ulnar-radial tree. First, we consider a 
standard piezoelectric transducer (PZT) usable in BPM. Next, 
we build a mathematical model that sums up the blood flow-
vessel-muscle-PZT interactions to investigate the BPM infor-
mation and analyze it numerically. Finally, we present a 
lumped circuit equivalent that may conveniently be used to 
analyze the cardiovascular activity monitored through BPM 
methods. 

Keywords— Brachial blood pressure, applanation tonome-
try, arterial flow, vessel wall deformation, piezoelectric trans-
ducer, numerical simulation, finite element 

I. INTRODUCTION 

Hemodynamic phenomena of the cardiovascular flow are 
accompanied by changes in human body expressed by var-
iations of pressure in the arterial tree. A safe, non-invasive 
and fast way to observe the index of cardiovascular perfor-
mance is the arterial blood pressure measurement that offers 
an accurate central pulse pressure waveform [1-7]. The 
brachial artery is a suitable place to measure blood pressure 
because its proximity to the aorta, that provides for a good 
correlation of the heart rate to the aortic pressure and also 
the close position of the vessel with the skin [1].  

Blood pressure monitoring systems sense changes in the 
hemodynamic process based on pressure transducers, when 
over the artery act forces in order to flatten the area of inter-
est [3-5]. Piezoelectric transducers (PZTs), among others, 
have proved the accuracy and sensitivity needed for blood 
measurements, provided that some imposed conditions are 
met [8]: a) the artery needs a solid nearness structure in 
order to be flattened, b) sensors dimensions are reduced 
compared to the flattened area, c) the artery wall and the 
skin can be considered an ideal membrane. 

In this study we propose a mathematical model aimed at 
investigating, through numerical simulation, the hemody-
namic of the brachial-ulnar-radial arterial tree as perceived 
by a set of PZTs. Based on this information, we introduce 
equivalent hydrodynamic impedances. The dynamics of 

these quantities bear the main features of the arterial flow, 
which may be useful in interpreting the cardiovascular ac-
tivity. The PZT device in this study is a concept sensor 
inspired from commercial instruments intended for blood 
pressure measurements. The measuring technique, to the 
best of our knowledge, is proposed for the first time here. 

II. THE PIEZOELECTRIC TRANSDUCER 

Fig. 1 shows a schematic view of the simplified PZT: a 
flat cylinder of 8 mm radius and 2 mm height, with a central 
piezoelectric disc (PZD), surrounded by foam and capped 
by an aluminum disk. The device converts the mechanical 
stress induced by the blood flow (via the arm) into an elec-
trical signal. When the vessel wall expands, during the acce-
leration phase of the blood flow, the piezoelectric disc is 
compressed against a (presumably) rigid holder (e.g., a 
cuff), which results in a voltage drop that may be condi-
tioned and used for monitoring purposes. 

 

Fig. 1 Schematic view of the simplified piezoelectric device used for blood 
pressure monitoring. The Al discs act as armatures. 

The piezoelectric conversion is based on the relation be-
tween the stress, strain, electric field, and electric displace-
ment field in strain-charge form [9] 

 
ε = sEσ + dT E,

D = dσ + ε 0ε rT E,
 (1) 

where σ [Pa] is the stress, ε is the strain, d is the  
coupling matrix, sE [Pa-1] is the compliance matrix, (⋅)T is 

Al disks 

PZD 

Foam 

Load (bottom)

Fixed face (top) 
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the transposition operator, ε 0 = 1 4π ⋅ 9 ⋅109( )F/m is the 

electrical permittivity of the free space, εrT is the relative 
permittivity, D [C/m2] is the electric flux density (electrical 
displacement), and E [V/m] is the electric field strength. All 
parts of the device (Al disks, foam, PZD) are isotropic.  

As the PZT works under relatively slowly varying stress 
(at the pulse rate of the circulatory system) and the PZD is 
an elastic linear material with small deformations, the elec-
trical part of problem may be assumed static, decoupled, 
described through the mathematical model 

 −∇ ε0ε r∇V( )= ρv , (2) 

where V [V] is the electric potential and ρv [C/m3] is the 
electrical charge volume density. 
 

Fig. 2 PZT deformation, magnified 3e7 times for better viewing 

The boundary conditions are (mechanical): prescribed 
displacement for the face that contacts the skin (the arm 
surface under the PZT is flattened, pre-stressed through 
fastening); the opposite face is fixed; the lateral side is free, 
and (electrical): floating potential for the face that contacts 
the skin; the opposite face is grounded; electrical insulation 
(zero charge density) for the lateral side.  

The mathematical model was solved numerically, in the 
finite element technique [10]. Fig. 2 shows the deformation 
at a specific time moment, which corresponds to the begin-
ning of the hemodynamic cycle (Fig. 4.b). 

 
Fig. 3 Piezoelectric sensor, boundary: total displacement 

Fig. 3 shows the mechanical excitation and the electrical 
response. This representation, in nondimensional values 
(both quantities are divided by their respective maximum 
values of the order O(10-7) m, for displacement, O(10-4) V 
for voltage), shows off that in this study PZT behaves as a 
linear device hence may provide for a convenient monitor-
ing of the hemodynamic flow. 

III. THE HEMODYNAMIC-STRUCTURAL-PIEZOELECTRIC  
MODEL 

In this study we are concerned with the hemodynamic 
flow in the brachial-ulnar-radial arterial sub-tree, and the 
associated structural deformations of the blood vessels that 
are transmitted through the arm to a set of PZTs that convert 
the flow dynamics into electrical signals to be monitored.  

We use numerical simulation therefore there is a concern 
about simpler, excessively idealized computational do-
mains, which are prone to produce less meaningful results. 
On the other hand, the anatomy of the regions of interest is 
usually complex enough and poses significant difficulties to 
numerical modeling when detailed, image-based reconstruc-
tion approach is used to build the computational domain 
[10].  

Here, as in [11], we rely on a simpler CAD solution 
(built using [13]) that is convenient to the numerical simula-
tion while rendering the main details of the anatomical 
structure under investigation. 

A. The Hemodynamic Flow 

The brachial artery and its downstream tributaries (radial 
and ulnar arteries) belong to the group of relatively large 
size blood vessels that are considered of resistive type [11]. 
The mathematical model that describes the viscous, laminar, 
incompressible, pulsatile flow in the brachial-radial-ulnar 
arterial system is made of [12] 

momentum balance (Navier – Stokes) 

 ρ
∂u
∂t

+ u ⋅ ∇( )u 
  

 
  
= −∇p + η∇2u , (3) 

mass conservation 

   ∇ ⋅ u = 0. (4) 

Here u [m/s] is the velocity field, p [N/m2] is the pressure 
field, ρ = 1060 kg/m3 is the mass density, and η [Pa⋅s] is the 
dynamic viscosity. We use the power law type of fluid, 
where η = m ′ γ n −1 , ′ γ  is the shear rate tensor, m = 
0.017 Pa⋅sn, and n = 0.708 are model parameters, that is 
credited to solve the discrepancies among published values 
of the viscosity measured using different techniques [12]. 



A Numerical Simulation of the Electrical Monitoring of the Brachial-Ulnar-Radial Arterial Hemodynamic 303
 

 
IFMBE Proceedings Vol. 44 

 
  

 

a. The computational domain, and the boundary conditions for flow and 
structural interactions. Sa, Sb and Sc are stations used to monitor the flow. 

b. The inlet velocity profile [12], [15]. 

c. The outlet pressure profiles [12]. 

Fig. 4. Computational domain and boundary conditions in the hemody-
namic and structural problems 

The boundary conditions (BCs) that close the model are 
(Fig. 4): no-slip velocity conditions at the walls; prescribed 
uniform pressure conditions at the radial and ulnar outlets 
(Fig. 4,c), and uniform velocity profile at the brachial inlet 
(Fig. 4,b). They correspond to a cardiac rhythm of 100 bpm. 

The arterial vessels have relatively large cross sections, 
they oppose little resistance to the flow therefore the pres-
sure drops are small. The structural model introduced next 
represents the load with the total stress distribution that is 
computed in the fluid-dynamics analysis. 

B. The Structural Model for the Arm 

The walls of the arteries and the muscular tissue are 
hyperelastic materials [12], [14,15]. Their constitutive laws 
are defined using a strain energy density function, W. The 
stress, S is the derivative of W with respect to Green-strains, 
E, S = ∂W/∂E. The strain energy density model used here is 
neo-Hookean (isotropic model) 

 W =
1

2
J

−
2

3 I −
1

3
I 1C

−1 
  

 
  +

1

2
κ ⋅ J J − 1( )C −1 , (5) 

where J = det(F) is the relative variation of the volume; F is 
the deformation gradient; C = FTF is the right Cauchy-
Green tensor, and I1 = trace(C). For the muscle, the initial 
shear modulus is μ = 719,676 Pa, the initial bulk modulus is 
κ = 14,393,520 Pa, which corresponds to the Poisson’s ratio 
ν = 0.45 [12], [14].  

The BCs that close the model are given in Fig. 3. The 
bones are a rigid structure hence no deformation may occur. 
At the inlet and outlet cross-sections of the arterial walls the 
BCs are of “roller” type. The total stress upon the vessel 
walls, solved for in the first step, is used as BC load in the 
structural analysis of the arterial walls deformations pro-
duced by the pulsatile flow. 

C. The PZT Model 

The stress propagated by the arm to the PZTs is used as 
load, and the voltages produced by the sensors deformations 
are recorded to monitor the blood flow dynamics.  

Here, unlike in (1), the piezoelectric conversion is based 
on the relation between the stress, strain, electric field, and 
electric displacement field in stress-charge form [9] 

 
σ = cEε − eT E,

D = eε + ε 0ε rSE,
 (6) 

where e [C/m2] is the coupling matrix, and cE [Pa] is the 
elasticity matrix. The upper faces of the PZTs (opposed to 
the skin-PZTs interfaces) are fixed, to simulate the effect of 
the cuff. The model (3)-(6) was FEM solved.  

We used the following solution strategy: the hemody-
namic problem was solved first. Then, using the load field 
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on the vessels walls thus obtained, the structural problem of 
the blood vessels and surrounding tissue was modeled. 
Finally, the PZT problem was solved using the stress field 
on the interfaces PZT-skin.  

The outcomes of this three-step scheme are the PZT vol-
tages that monitor the dynamics of the blood flow. As will 
be shown, they may be used to compute circuit lumped 
parameters (Fig. 4,a), dynamic quantities that may be useful 
in interpreting the cardiovascular hemodynamic. 

IV. RESULTS AND DISCUSSION 

The hemodynamic of the brachial flow is seen through 
the velocity field (streamlines, arrows) and deformations 
(Fig 5.). The flow structure shows recirculations down-
stream the bifurcation, which evolve cyclically in time. The 
bifurcation region is also the region of a higher gradient of 
pressure, which may produce higher local stresses in the 
vessels walls. This region is of particular interest in atheros-
clerosis evolution, and its study makes the object of a vast 
body of literature, e.g. [17], and it is also the subject of our 
future work. Fig. 6 shows the pressure at Sa,Sb,Sc (Fig. 4,a) 
obtained thorough numerical simulation. 

 

a. The computational domain in the bifurcation region. The piezoelectric 
transducers are positioned to record the pulse in arteries and bifurcation. 

 
b. The flow at t = 0.25 s (maximum flowrate, Fig. 4,b).

c. The flow at t = 0.5 s (minimum flowrate, Fig. 4,b). 

Fig. 5 The flow in the brachial-radial-ulnar as shown through streamlines 
and arrows of velocity. The surface color is proportional to pressure 

 
Fig. 6 Average pressures at Sa, Sb, Sc (Fig. 4,a) during the cardiac cycle 

In the brachial artery, the early systolic wave (t ~ 0.2 s) is 
presumably associated with the fast rise in pressure at the 
beginning of systole, which is augmented by the reflected 
compression wave from the bifurcation [6]. The following 
decay in local pressure is associated with a forward-
traveling expansion wave, while the reduction in pressure at 
the end of systole occurs in association with another for-
ward-traveling expansion wave (t ~ 0.4 s). Similar pressure 
dynamics are noticed in radial and ulnar arteries due to the 
reflected waves produced there by the hand.  

The numerical simulation of the PZT sensing is shown in 
Fig. 7 and Fig. 8. Apparently, the PZTs responses follow 
closely the dynamics revealed by the pressure while provid-
ing for a very convenient (numerical and experimental) moni-
toring method. Using the PZTs outputs, the differential  
voltages that correspond roughly to each arterial branch 
(brachial, radial, ulnar) of the arterial tree of concern may be 
obtained (Fig. 8). 

Radial recirculations 

Ulnar recirculation 

Radial recirculations

Ulnar recirculation 

Region of higher 
gradient of pressure
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Fig. 7 PZTs voltage outputs 

 

Fig. 8 Voltage drops on the brachial artery, radial and ulnar ramifications 

This information is used next to introduce and compute a 
set of hydrodynamic circuit lumped impedances that define 
an equivalent star circuit (Fig. 3,a, Fig. 5,a). 

A. A Lumped Parameters Perspective to the Hemodynamic 
Flow 

Assuming that the voltage output of the sensors is linear 
and proportional to the local pressure and using the mass 
flow rates in the arteries we conjecture that ˜ V = ˜ p , and 
define the computational impedance 

 mpZ
~~~ = . (7) 

Here ˜ V = V Vmax  is nondimensional voltage, V [V] is 
the PZT output and Vmax [V] its maximum value, 
˜ p = p pmax , p [N/m2] is the average value of the local 

pressure (at Sa, Sb, Sc) and pmax its maximum value; 

max

~
mmm =  is the nondimensional mass flow rate (inlet 

and outlets to the computational domain) and Ý m max  its 
maximum value. 

 

Fig. 9 The dynamic impedances of the brachial, radial and ulnar arteries 

 

Fig. 10 Time derivatives of the impedances in Fig. 9 

In this study, the mass flow rates in (7) are obtained by 
numerical simulation. However they may be obtained expe-
rimentally too, e.g. [18,19]. 

Fig. 9 shows the dynamic impedances (7) for the brachi-
al, radial, and ulnar arterial segments, and Fig. 10 shows 
their time derivatives. The particular moments t = 0.2 s and 
t = 0.4 s, previously noted, are clearly seen in Fig. 10. As in 
the cardiometry monitoring techniques, e.g. [20], the relev-
ance of the impedance derivative is key in better outlining 
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events in the hemodynamic cycle, e.g. at t ~ 0.55 s and t ~ 
0.85 s. Their significance and interpretation may make the 
object of a future research.  

V. CONCLUSIONS 

In this study we investigated the pulsatile blood flow in 
the brachial artery and its ulnar and radial tributaries to 
understand its blood pressure monitoring (BPM) aspects, 
the flow-vessel-muscle structural interactions that may 
occur in the brachial bifurcation, and the PZT sensing of the 
brachial-radial-ulnar hemodynamic.  

Recirculation regions emerge downstream the bifurca-
tion, in the ulnar and radial arteries, and their amplitudes 
depend on the phase in the cardiovascular cycle. The pres-
sure highest gradient and deformation occur in the bifurca-
tion, at the brachial-radial-ulnar junction. Although this 
region is less prone to plaque deposition, its vicinity with 
the recirculations in the radial and ulnar artery – more likely 
favorable for plaque deposition – may transform the bifur-
cation in a region exposed to vascular fracture. 

The mechanical deformations of the blood vessels and 
arm are negligibly small. The pressure fluctuations in the 
arteries propagate through the arm to be sensed by the 
PZTs. For the working conditions assumed in this study  
the electrical response of the PZT is linear, which makes it 
fit for an accurate, convenient monitoring the dynamics of 
the pressure field in the arteries. 

The lumped parameters – dynamic hydrodynamic imped-
ances – and their associated time derivatives provide for a 
circuit, more convenient approach in the analysis of the cardi-
ovascular activity as observable based on BPM technique. 
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Abstract— Hydrogels are hydrophilic polymer networks 
whose applications are based on their ability to retain large 
amounts of water. They can be used as drug carriers 
structures with applications in the controlled release of active 
substance. In this paper, the PVA hydrogels (synthesized by 
freezing-thawing cycles) were subjected for loading TPPS4 in 
order to be tested in photodynamic therapy model cells. Hy-
drogel loading procedure with TPPS4, sorption experiments, 
the retention efficiency of porphyrins on the PVA hydrogel 
and controlled release of TPPS4 from the PVA hydrogel have 
been achieved and discussed. Endothelial cell line, HUVEC, as 
adherent cells line model in photodynamic therapy, were 
grown on the surface of hydrogels mentioned, and monitorized 
by microscopic techniques, following the cellular membrane 
integrity. Also, the influence of TPPS4 forms on hydrogel 
properties was analyzed. 

Keywords— TPPS4, PVA hydrogels, HUVEC cells, photo-
dynamic therapy 

I. INTRODUCTION  

Nowadays, the hydrogels have important biomedical ap-
plications, among them, hydrogels from poly (vinyl alcohol) 
(PVA) being one of the most applied due to their advantag-
es: water soluble, non-toxic, non-carcinogenic and biode-
gradable [1]. These hydrogels have an increasingly interest 
for controlled release applications, and the kinetics of the 
entrapped drugs from such hydrogels can be monitored by 
the regulation of the water uptake of the polymer or by 
crosslinking it [2-5]. 

Today there is a growing need for the development of 
controlled release formulations in the pharmaceutical indus-
try, especially in complex therapeutic areas such as oncolo-
gy. In this direction, a stabilization of the porphyrin in the 
hydrogel matrix represents a step forward in photodynamic 
therapy (PDT). 5,10,15,20-tetra-sulfonato-phenyl porphyrin 
(TPPS4) is a photo-sensitizer used mainly in the photody-
namic therapy of various types of cancer (skin cancer, eye 
cancer, non small cell lung cancer not treatable by chemo-
therapy or cobalto-therapy), but also in cancer diagnosis 
(functionalized TPPS4 accumulates specifically in tumors 
and the fluorescence resulting from irradiation can be used 
to detect tumoral tissue) and in the treatment of viral infec-
tions such as herpes simplex infection [6].  

In photodynamic therapy the photo-sensitizer reacts by 
exposure to light source producing an excited state able to 
transform the molecular oxygen into singlet oxygen – high-
ly reactive with the undesirable tissue cells and make effi-
cient the applied treatment [6]. The excited meta-stable, 
singlet state O2 destroys the cancer cells via two distinct 
mechanisms: a) direct disruption of cell function by break-
ing of the cell wall or destruction of the cell mitochondria, 
and b) constriction of the vascular network in the tumor that 
preventing nutrients to the tumor [7, 8]. 

In this paper, the PVA hydrogels (synthesized by freez-
ing-thawing cycles) were tested for loading with TPPS4. 
Hydrogel loading procedure with TPPS4, sorption experi-
ments, the retention efficiency of porphyrins on the PVA 
hydrogel, and controlled release of TPPS4 from the PVA 
hydrogel have been achieved and discussed. Endothelial cell 
line, HUVEC, as adherent cells line and photodynamic 
therapy model, were grown on the surface of hydrogels 
mentioned, and monitorized by microscopic techniques, 
following the cellular membrane integrity. Also, the 
influence of TPPS4 forms on hydrogel properties was 
analyzed. 

II. EXPERIMENTAL PART 

A. Materials and Methods 

Poly (vinyl alcohol) hydrogel: The PVA solution was 
prepared by dissolving PVA 90-98 (degree of polymeriza-
tion of 900 and a degree of hydrolysis of 98%) polymer 
powder in distilled water under continued magnetic stirring 
for 3 hours at 90°C. The PVA hydrogel has been prepared 
from a 13% wt. PVA solution by 3 consecutive cycles of 
freeze (-200C, 12 hours) and thaw (200C, 12 hours), by 
using a cryostat [9]. The resulting hydrogel has been condi-
tioned in distilled water. 

Loading experiments protocol: TPPS4 loading on the 
PVA hydrogels has been achieved directly immersing the 
pre-weighed PVA hydrogel tablet (1.5 g) in 5 mL of 10-3 M 
TPPS4 solution and kept 30 minutes for loading. 

Measurement of the retention efficiency of porphyrins on 
the PVA hydrogel: The retention process of the porphyrins 
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on PVA hydrogels has been monitored by UV-VIS spec-
trometry with a Specord M400 Spectrophotometer. The 
retention efficiency (normalized to the swollen hydrogel 
mass) has been calculated according to the formula: 

       (1) 

where: 
mPorphyrin_ initial is the initial amount of porphyrin to be 

found in the solution, and mPorphyrin_retained is determined from 
the difference between the initial and the remaining 
amounts of porphyrin after retention [10]. 

Controlled release experiments: Release experiments 
were carried out by using a TPPS4-loaded PVA hydrogel, 
rinsed thoroughly after loading with distilled water, and 
then placed in the appropriate quantity of medium (distilled 
water). An aliquot of the medium was taken at the fixed 
time interval of 24 h. The amount of released porphyrin has 
been determined spectrophotometrically. Due to the photo-
sensitivity of TPPS4, all vessels were completely protected 
from light influence with aluminium foil.  

HUVEC cells tests: The HUVEC human cell endothelial 
line from ombilical vein HUVEC–C (ATCC - Nr. CRL-
1730) [11]. Endothelial cell line, HUVEC, adherent cell line 
was grown on the surface of hydrogels mentioned. 
Hydrogels have been punched in φ1cm and transferred to 
culture plates. Hydrogels have been rebalanced in specific 
culture medium and the cells were seeded.  

Fluorescence microscopy: Labeled cells were observed 
in situ either on the optical scatter imaging microscope 
platform, which was also fitted with an epiflorescence mod-
ality, using an inverted microscope (Eclipse T300, Nikon) 
with epifluorescence, to monitor fluorescence emission. 
With a 10 nm band pass interference filter an incident red 
beam λ = 590 nm, has been obtained. 

Intracellular localization study: We determined the 
intracellular localization of our compound TPPS4 with a 
LSM510 laser scanning confocal microscope (Carl Zeiss, 
Germany) mounted on an upright fluorescence microscope 
(Nikon E600) equipped for the observation and acquisition 
of images in the interferential contrast mode (DIC). Cells 
were seeded in flasks and allowed to grow at 37°C and 5% 
CO2 up to 50–70% confluence. The medium was then re-
moved and the cells were washed twice with phosphate 
buffered saline (PBS) and incubated at 37°C and 5% CO2 in 
PBS containing the appropriate dye [12]. For each com-
pound we optimized the proper working concentration (2 to 
10 μM) and the suitable incubation time (15 min to 1h). 

 

III. RESULTS AND DISCUSSION 

The experimental data reveal that TPPS4 has a high affin-
ity for PVA hydrogels. One can also observe from the sorp-
tion curves that the sorption equilibrium is reached fast (in 5 
min in most cases). The sorption mechanism of TPPS4 onto 
the PVA hydrogel can be interpreted as having two compo-
nents: physi-sorption and chemi-sorption. In physi-sorption, 
the porphyrin is encapsulated into the pores of the nano-
structured hydrogels, by a mechanism mainly controlled by 
diffusion [13]. The chemi-sorption mechanism consists of 
the hydrogen bonding between the –OH groups of the 
poly(vinyl alcohol) and the pyrrolic nitrogen of the porphy-
rin molecule [14].  

TPPS4 shows distinct behaviour when in contact with the 
PVA hydrogel. The aspects of the hydrogels with retained 
porphyrins are depicted in Fig. 1 (a). During the sorption of 
TPPS4 from the water-based solution onto the hydrogel, a 
transition from the green to a red colour has been observed, 
due to the transformation of aggregated form of TPPS4 into 
a monomeric one [1], [15] (Fig. 1 (b)).  

The main absorption band is located at 416 nm and is as-
signed to monomeric form of TPPS4. The aggregated forms 
could be identified by the new Soret band (490 nm), by 
reduction of those four Q bands (515, 545, 585 and 645 nm) 
of monomeric form into only two red shifted bands (658 
and 708 nm) and by reducing the molar absorption coeffi-
cients of these new bands, as a sign of the oligomerization 
[6]. 

The retention efficiency, calculated with eq. 1, is 71,7%. 
The retention efficacy in the case of TPPS4 shows a strong 
retention capacity of the PVA 90-98 hydrogel [16].  

The remaining concentration in TPPS4 solution after 10 
min is decreasing from 10-3 mol/L to 0.3*10-3 mol/L, so is 
almost half of the concentration loaded into the PVA hy-
drogel, Fig. 1 (c). 

The controlled release experiments were carried out by 
using a TPPS4-loaded PVA hydrogel, rinsed thoroughly 
after loading, with distilled water, and then placed in the 
appropriate quantity of medium (distilled water). The 
amount of TPPS4 released at different periods of time t, 
(Mt), and that obtained after equilibrium was reached, (M∞) 
have been determined by VIS spectrophotometry. The ratio 
Mt/ M∞ has been plotted against time to obtain the release 
profile (Fig. 1 (d)). From Fig. 1(d), it could be noted a non-
Fickian release of TPPS4 from the PVA hydrogel matrix. 
This could be explained by the effect of ionic TPPS4 on the 
PVA network and of the water state into the gel. 

The release ratio was 68% of the total encapsulated 
TPPS4 into the gel.  
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Fig. 1 Aspect of PVA hydrogel with (left) and without TPPS4 hydrogel 
(right)(a),  TPPS4 absorption spectra changes during the adsorption on 
PVA hydrogel(b), kinetics of TPPS4 loading in PVA hydrogel (c) and 

kinetic of TPPS4 release from the PVA hydrogel (normalized to encapsu-
lated TPPS4 amount)(d) 

These results could be well correlated with the SEM mi-
croscopy images obtained from PVA 90-98 samples loaded 
with TPPS4. SEM analysis showed a high loading with 
TPPS4 porphyrin (visible as small microgranules on the 
surface of the gel) (Fig. 2).The SEM microscopy put into 
evidence interconnected pores with a size distribution in the 
range of 80-950 nm. This structure allows for the retention 
of TPPS4 porphyrin.  

 

Fig. 2 SEM images of PVA 90-98 hydrogel (left) and of TPPS4 porphyrin-
loaded PVA 90-98 hydrogel(right) 

HUVECs were selected in our experiments as an in vitro 
model to assess the vascular toxicity of TPPS4. In Fig.3 is 
observed a networked structure of the hydrogel and non-
adherent HUVEC cells (left). The tested hydrogels show 
promising characteristics applying for some in vitro 
experimental systems on cellular lines, at short times, not 
modifying the cellular functionality. After 24h the used cell 
line adhered to the hydrogel structure and expanded 
compared to control sample (right). 

 

 
Fig. 3 Phase contrast micrographs of HUVEC with TPPS4-PVA hydrogel  

(left-1 h after cell seeding and right- 24 h after cell seeding) 

For this purpose HUVEC cells pre-incubated with TPPS4 
were illuminated with red light. PDT led to a dramatic 
change in the morphology of these endothelial cells. To 
examine mitochondrial structure in HUVECs treated with 
TPPS4 in PVA for 24 h, MitoTracker Red FM (1 μM) was 
added after twice PBS washing. After a short incubation 
period of 15 minutes, the fluorescence images are visble for 
mitochondria. The photosensitizer accumulated in mito-
chondria and its fluorescence emission is detected in red 
region (~590 nm), before (left) and after PDT protocol. A 
deformation of the cells, as a sign of the cellular death, is 
observed after PDT (right), Figure 4. 

 

Fig. 4 Laser scanning confocal microscopy of HUVEC before (left) and 
after (right) the PDT protocol 
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IV. CONCLUSIONS 

In this paper, the PVA hydrogels (synthesized by freez-
ing-thawing cycles) were tested for loading with TPPS4. 
Hydrogel loading procedure with TPPS4, sorption experi-
ments, the retention efficiency of porphyrins on the PVA 
hydrogel, and controlled release of TPPS4 from the PVA 
hydrogel have been achieved and discussed. The properties 
of the hydrogel can be determined precisely by VIS spec-
trophotometry and SEM. Endothelial cell line, HUVEC, as 
adherent cells line and photodynamic therapy model, were 
grown on the surface of hydrogels mentioned, and 
monitorized by microscopic techniques, following the 
cellular membrane integrity. Also, the influence of TPPS4 
forms on hydrogel properties was analyzed. We can con-
clude that PVA hydrogels represents an efficient encapsula-
tion vehicle for porphyrins, and have a good sorption profile 
for this porphyrin, and is  better suited for the preparation 
of controlled-release vehicles. 
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Abstract— In this study, porous titanium compacts obtained 
by the pressing-sintering route, previously modified by an 
anodic oxidation treatment, were coated with 3- Aminopropyl-
triethoxysilane (APTES) in order to facilitate a later immobili-
zation of peptides in view of improving their biocompatibility. 
The surface of porous titanium before and after modification 
was characterized by X-ray photoelectron spectroscopy (XPS) 
and attenuated total refraction-Fourier transform infrared 
spectroscopy (ATR-FTIR). According to spectral analysis, 
after the bonding of APTES films on the anodized PM porous 
titanium surfaces, a new peak located around 1110 cm-1 at-
tributed to siloxane groups suggests that the silane agent had 
been grafted onto the surface of the modified titanium sub-
strate. Also, after the deposition of APTES films, significant 
changes were seen in the XPS spectrum, as the peaks corre-
sponding to Ti disappeared, indicating a full silane coverage on 
the porous surface. 

Keywords— porous titanium, silane, surface modification, 
anodic oxidation, coating, covalent attachment 

I. INTRODUCTION 

The idea of covalently attaching a biomolecule to the sur-
face of a metal substrate with the aim of triggering a  
specific cell response has great potential [1]. Over the last 
decades, the modification of metal substrates with organics 
has been widely approached [2]. A method commonly em-
ployed to covalently attach biomolecules onto hydroxylated 
surfaces is functionalization using an aminosilane reaction 
[1]. 3-Aminopropyltriethoxysilane (APTES) is one of the 
possibilities to be chosen as organic silane coupling agent 
for the introduction of chemically reactive bioactive groups 
on biomaterials substrates. Titanium possesses the best 
combination of mechanical and biocompatibility properties 
among the metals used in medicine [2]. However, the prop-
erties of titanium – base biomaterials, such as those used for 
bone implants, can still be improved by using porous struc-
tures. Thus, bone ingrowth provides a strong implant/ 

bone bond, while the pores may be three-dimensionally  
interconnected to provide enough space for the attachment 
and proliferation of the new bone tissue and to facilitate the 
transport of body fluids [3]. Silane adsorption onto metal 
oxide surfaces can produce diverse molecular entities and 
conformations owing to the range of interactions between 
APTES and surface hydroxyls. Si–OH generated by the 
hydrolysis of APTES forms hydrogen bonds with the metal 
surface, then further dehydrates to form Si–O–Ti covalent 
bond with the metal substrate. Furthermore, the hydrogen-
bonded molecules may self catalyze the condensation of the 
silanol with a surface hydroxyl group, forming covalent 
siloxaned bonds [2].In this study, the surface modification 
of porous titanium through anodic oxidation treatment was 
followed by the deposition of silane coupling agents and the 
effects were investigated by XPS and ATR–FTIR. 

II. MATERIALS AND METHODS 

A. Porous Titanium Sample Preparation 

Commercially pure titanium powder (with a purity higher 
than 99.5%) obtained by the hydration-milling-dehydration 
process with the powder particles size lower than 150 μm 
was used to produce porous disc specimens with 11.5 mm 
diameter and about 2 mm height. The powder was pressed 
in a closed die with 400 MPa and sintered at 1100°C for 1 h 
in vacuum of  10-5 torr. 

B. Porous Titanium Sample Anodic Oxidation 

Anodic oxidation was performed at room temperature  
using a conventional three electrode cell with a porous tita-
nium disc, sample pressed with 400 MPa, as working  
electrode, a platinum electrode as counter electrode and a 
saturated calomel electrode (SCE) as reference electrode.  

A commercial potentiostat (PAR 2273) was used for 
electrochemical investigations. Prior to the oxide growth, 
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Abstract— Due to the unique property of cerium to easily 
switch oxidation states between Ce3+ and Ce4+, cerium oxide 
has gained a considerable interest in the field of biomedicine as 
potential antioxidant agent exerting neuroprotective effects, as 
well. This work reports on the solvothermal synthesis and 
characterization of ultrasmall (<10 nm) ceria nanoparticles 
using oleylamine as solvent and capping agent.  

Keywords— Cerium oxide, ultra-small nanoparticles, solvo-
thermal synthesis, antioxidant behavior, neurodegenerative 
diseases 

I. INTRODUCTION 

The field of engineering has made a considerable 
progress in nanotechnology, particularly in materials 
science. Nanoparticles (NPs) have gained a large number of 
applications due to their specific properties derived from the 
low dimensionality. Among the functional materials synthe-
sized at nanoscale, metal oxides have peculiar characteris-
tics. The nature of the metal-oxygen bond, varying from 
nearly ionic to covalent or metallic, and  the crystal struc-
tures, ranging from simple rock-salt to highly complex 
structures with modulable mechanical, thermal, electrical, 
magnetic, optical and chemical properties, are responsible 
for this behavior. The broad spectrum of properties render 
metal oxides technological applications in electronics, ener-
gy conversion and storage, surface coatings, gas sensing, 
medical science [1]. 

Cerium oxide (ceria, CeO2) is a rare earth metal oxide 
with a stable cubic fluorite structure that contains cerium in 
two oxidation states cerium (III), and cerium (IV). Among 
lanthanides, cerium is quite distinctive since it has 4f and 5d 
partially filled electron subshells for potential excited states, 
resulting in a valence structure that may undergo significant 
changes depending on the chemical environment [2]. 

Lately, apart the catalytic, sensing and protective applica-
tions, cerium oxide nanoparticles are under investigation in 
the biomedical research field due to the special combination 
of properties, such as stability and intrinsic redox behavior 
[3].  

Ceria particle size, shape, and surface chemistry can be 
also considered in connection to the unique redox behavior. 

While bulk ceria particles mainly contain Ce4+ in the fluo-
rite-type structure, cerium oxide nanoparticles (nanoceria) 
contain a large fraction of Ce3+ and oxygen vacancies, accor-
dingly. The decrease in particle size and the oxygen vacan-
cies generate lattice expansion, as a consequence of the  
increased surface to volume ratio, in constrast to other nano-
particles (e.g. metals), which show a decrease in lattice para-
meters with decreasing size [4]. These surface defects store, 
release and transport oxygen and oxygen vacancies rendering 
ceria oxygen buffering capabilities on which the antioxidant 
properties for terapeutic applications are based. The valence 
state and the oxygen defects allow ceria nanoparticles to act 
as auto-regenerative redox status modulators [5]. 

The major biomedical applications of nanoceria envisage 
neuroprotection (Alzheimer’s disease, Parkinson’s disease) 
[6, 7], antitumor effect [8] and diagnostic imaging [9]. Un-
like materials, biological organisms have intrinsic mechan-
isms to fight against the free radical production. Organism 
aging and disease is the result of free radical generation 
which exceeds the inner antioxidant capacity, resulting in an 
oxidative stress. Since the brain and the central nervous 
system are the sites of the most heavy free radical produc-
tion, high oxidative stress occurs. The antioxidant properties 
of cerium oxide nanoparticles allow them to decrease the 
accumulation of reactive oxygen species (ROS) and prevent 
subsequent ROS-induced apoptosis in normal cells [6].  

Biochemically, ceria NPs have been shown to act as ei-
ther a superoxide dismutase mimetic, converting superoxid 
to hydrogen peroxide (H2O2), or a catalase mimetic, con-
verting H2O2 to water [10]. 

Over the last few years, the number of synthesis ap-
proaches to ceria oxide nanoparticles reported in literature 
has almost exploded, giving access to a large and rapidly 
growing collection of properties for specific applications. 
Ceria nanoparticles have been prepared either by coprecipi-
tation [11], microemulsion [12], or hydrothermal [13] 
routes. Tarnuzzer et al. [14] prepared ultra-small cerium 
oxide nanoparticles from 2 to 5 nm and showed they could 
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protect against radiation induced cell damage. Chen et al. 
[15] used similarly prepared cerium oxide nanoparticles to 
prevent retinal degeneration caused by reactive oxygen 
intermediates. Various surface agents (polyacrylic acid 
PAA, polyethylene glycol PEG, Dextran) have been used to 
sterically stabilize cerium oxide nanoparticles in biological 
media [16]. 

In this work we report on the synthesis and characteriza-
tion of ultra-small CeO2 nanoparticles as potential candi-
dates for anti-neurodegenerative therapy. By using the  
solvothermal synthesis we have obtained ultrasmall 
(<10nm) ceria NPs surrounded by an organic shell of oley-
lamine. Our results demonstrate that it is possible to control 
the size, shape and the dispersion degree by varying the 
synthesis parameters.  

II. MATERIALS AND METHODS 

The cerium acetylacetonate Ce(C5H7O2)3.xH2O and the 
oleylamine C18H37N were purchased from Alfa Aesar. For 
the CeO2 NPs synthesis, the solvothermal decomposition 
(heating-up process) of cerium acetylacetonate (2 mmol) 
dispersed in 50 ml oleylamine (OLA) was used. The solu-
tion was directly added into a three-neck round bottomed 
flask equipped with a condenser, a magnetic stirrer, thermo-
graph and heating mantle. The mixture was slowly heated-
up to reflux at around 320 oC and kept at reflux for 2 hours. 
A brown homogeneous colloidal suspension containing 
ceria NPs dispersed in OLA has been obtained. It has been 
noticed that these colloids are stable at room temperature. 
The addition of a 4:1 volume ratio mixture of ethyl acetate 
and ethanol to the final solution resulted in the separation of 
the CeO2 NPs. Finally, the cerium oxide powder was ob-
tained by drying the precipitate under vacuum.  

In order to identify the crystalline phases and to estimate 
the average particle sizes, X-ray powder diffraction (XRD) 
and Transmission Electron Microscopy (TEM) investiga-
tions were performed. The XRD pattern of the sample was 
recorded on a Bruker AXS D8 Discover diffractometer (40 
kV, 40 mA, λCuKα1=1,54056 Å). The TEM images and the 
selected area electron diffraction (SAED) patterns were 
obtained on a Tecnai G2 F30 S-TWIN transmission electron 
microscope at an accelerating voltage of 300 kV.  

The chemical nature of the sample was estimated by 
Fourier Transform Infrared Spectroscopy (FTIR). The FTIR 
spectrum was recorded on a Bruker Tensor 27 Spectrome-
ter. The obtained CeO2 NPs were investigated by thermo-
gravimetric and differential thermal analysis from room 
temperature up to 800 oC in air at a heating rate of 10oC/ 
min by using a Mettler Toledo TGA/SDTA analyzer.  

 

III. RESULTS and DISCUSSION 

The thermal decomposition of different cerium salt pre-
cursors in high boiling organic solvents in the presence or 
absence of surfactants is an efficient one-pot method for the 
synthesis of cerium oxide monodisperse nanoparticles [17, 
18]. The thermal decomposition process is reported to be 
accompanied by the formation of free radicals, which can 
undergo various reactions, such as: recombination, decay 
into smaller organic fragments, or to propagate the decom-
position, by reacting with other intermediate complexes. 
The detailed decomposition mechanism of the process has 
not been established yet. In our experimental conditions, 
during the heating-up process, simultaneously with the 
cerium acetylacetonate decomposition, the oxidation from 
Ce3+ to Ce4+ and the formation of CeO2 NPs takes place. 
The organic solvent molecules are physisorbed or chemi-
sorbed on the surface of the nanoparticles. A schematic 
illustration for the formation of CeO2 NPs by the solvo-
thermal decomposition of cerium acetylacetonate using 
oleyamine as a solvent is presented below:  

 

 
 
 
The structure of the nanoparticles was studied by X-ray 

diffraction – figure 1. All the reflections have been indexed 
with those of the pure cubic structure of CeO2 (JCDD PDF 
034-0394). No peaks belonging to any other phase have 
been observed in the XRD pattern, indicating the high struc-
tural purity of the sample. The peak broadening of the XRD 
patterns indicates the significantly small size of the crystal-
lites. The average crystallite sizes of the sample have been 
calculated using Scherrer formula:  

 

θβ
λ

cos

9.0

⋅
⋅=

p
D

 

 
where Dp is the average crystallite size, λ is the wavelength 
of the Cu Kα line, θ is the Bragg angle and β is the full-with 
at half-maximum (FWHM) of the diffraction peak in ra-
dians, resulting  7.6 nm. 
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Fig. 1 XRD pattern of the CeO2 NPs 

The TEM and the high resolution transmission electron 
microscopy (HRTEM) images of the ceria NPs are pre-
sented in figure 2. The TEM investigation is more sensitive 
for heavier elements (cerium), and so it gives a highly in-
tense response/contrast from the well-structured cerium 
oxide core. By analyzing the bright field image presented in 
figure 2(a), one can observe the presence of spherical-
shaped, agglomerated, ultra-small CeO2 nanoparticles, with 
an average size of 4±1 nm. The blurred zones around the 
ceria NPs can be attributed to the amorphous organic shell. 
A closer view into the crystal structure of CeO2 NPs is 
achieved by the HRTEM image shown in figure 2 b. The 
polycrystalline nature is evidenced by the different atom 
plane orientation.  

 

 
a 

 
b 

Fig. 2 TEM bright field (a) and HRTEM (b)  images of the CeO2 NPs 

 
The crystallite size value calculated from the XRD data 

is larger than the value obtained from the TEM images. This 
difference is indicative for the lower cristallinity degree due 
to the existence of the organic shell onto the nanoparticles 
surfaces. The discrepancy in the particles size from TEM 
and XRD measurements can be explained by the fact that 
the Scherrer formula underestimates the grain size since it 

ignores the broadening of the diffraction reflections also due 
to the microstrain in the lattice. 

Further, TG and FTIR analysis were undertaken to get a 
more detailed insight view of the chemical composition of 
the as-prepared CeO2 NPs.  

To support the hypothesis of the adsorbed organic shell 
at the nanoparticle surface, thermo-gravimetric analyses 
were performed aiming to qualitatively study the bonding 
strength of the solvent molecules. A weaker bond (physi-
sorbed specimens) exhibits weight losses at lower tempera-
tures, while a stronger bond (chemisorption) is associated 
with weight losses at higher temperatures. 

  

Fig. 3 DTA-TG analyses for the CeO2 NPs 

The TG-DTA-DTG curves are shown in figure 3. Below 
200 oC, a slight weight loss of 5.5 % can be observed and 
attributed to the atmospheric humidity and, eventually, to 
organic solvent residues. In the temperature range 200 – 350 
oC, the second weight loss step accompanied by a 24.2 % 
weight loss is associated with the thermal decomposition of 
the chemisorbed oleylamine.  
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Fig. 4  FTIR spectra of oleylamine and CeO2 NPs  
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FT-IR spectroscopy was used to better understand the 
chemical nature of the nanoparticles. Figure 4 presents the 
spectra corresponding to pure oleylamine and to the as-
obtained CeO2 nanoparticles. In both spectra one can ob-
serve the characteristic vibration bands of oleylamine: the 
band in the region 1330-1650cm-1 is due to the –NH2 bend-
ing mode and the bands around 2929 cm-1 and 2850 cm-1 are 
for the methyl stretching. The ceria NPs IR spectrum 
presents a high intensity band at lower wavenumbers, below 
630 cm-1, attributed to the cerium-oxygen vibration ν(Ce-O) 
[19]. The broadening of the –NH2 bending mode in the ceria 
NPs spectrum can be explained by the perturbation of the 
vibrational -NH2 due to the interaction with the ceria core.  

IV. CONCLUSIONS AND PERSPECTIVES 

Ultra-small crystalline CeO2 nanoparticles (<10 nm) have 
been prepared by the solvothermal method using Ce(acac)3 
and oleylamine as a solvent. The FTIR, the DTA-TG-DTG 
and the TEM investigations indicate the presence of 
oleylamine molecules adsorbed at the nanoparticles surface 
forming a protective organic shell. The oleylamine 
simultaneously ensures the solubilization of Ce(acac)3 and 
the capping of the resulted ceria NPs obtained by this 
simple solvothermal synthesis. The nanoparticle dimensions 
make them adequate for their use as an effective antioxidant 
in neurodegenerative diseases. These results make the as-
obtained ceria NPs proimising candidates for biochemical 
and in-vitro/in-vivo testing. 
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Abstract— The study investigates the effect of hip joint cen-
ter (HJC) estimation methods on the angular parameters  
during gait analysis. Data analysis consisted of descriptive 
statistics such as mean and standard deviation (SD) used to 
characterize the gait cycle, while analysis of variance 
(ANOVA), data intraclass correlation coefficients (ICCs), 
Pearson product-moment correlations (r),  and Bland and 
Altman methods were used as estimates of reliability. While 
the small sample size represents a limitation, the preliminary 
research suggests that the agreement between the data sets 
decreases with the increase of the HJC estimation error. Also, 
after evaluating the effect of mislocating the HJC, a method 
was tested to correct the initial gait data. This method yielded, 
in average, an approximately 8% increase of the ICC (0.8-
28%), while the mean differences were taken down to zero. 

Keywords— HJC, gait cycle, kinematic parameters, hip an-
gle, biomechanics, reliability, ICC 

I. INTRODUCTION 

With life expectancy increasing, there is now an empha-
sis on sustaining an active lifestyle. Gait analysis is more 
often used to assist in identifying diagnostic measures in 
gait disorders or monitoring of the rehabilitation process by 
determining changes in gait patterns [1].  

Complex clinical gait analysis usually includes kinemat-
ics, kinetics and electromyography that are fundamental for 
the purpose of characterizing gait patterns.   

A kinematic gait analysis evaluates the movement of the 
lower extremities, the angles of their segments and the way 
in which they alter during walking [2]. Joint angle analysis 
is important because it enables to quantify the functional 
range of motion of the joint, describing the orientation of a 
given segment in relation to another. 

In order to assess the outcome of rehabilitation programs, 
clinical interventions or disease progression, reliable out-
come measures are essential. In the case of kinematic gait 
analysis, reliability refers to the amount of change in angu-
lar displacements that is dependent to measurement error 
and not actual improvement or deterioration of the gait. 

It is well documented that, in the case of measuring sys-
tems using body markers, skin movement artifacts cause 
measurement errors that may affect accuracy [3],[4]. 

Another variable that is important in the determination of 
accurate angular parameters and consequently joint loads is 
the hip joint center (HJC) estimation.  

The hip joint center is a fundamental landmark in the 
identification of lower limb mechanical axis, being the point 
with respect to which hip joint moments are calculated. 

Thus, errors in its location may lead to substantial inac-
curacies both in joint reconstruction and in gait analysis. 

In gait analysis hip joint center location is usually esti-
mated noninvasively based on the distance between external 
markers placed over bony landmarks at the pelvis, or by 
radiographic methods [5], [6], [7]. 

The goal of this research was to test if the default setting 
of the measuring system, estimating the HJC at 20% offset 
from the external marker placed on the greater trochanter, 
can represent a reliable option for estimation of HJC coor-
dinates in gait analysis. 

To accomplish this, the default apparatus method was 
compared with two other estimation methods: the greater 
trochanter (GT) method [8] that places the HJC at one-
quarter of the distance from the ipsolateral to the contrala-
teral greater trochanter and the radiographic method.  

This study aimed to quantify how mislocation errors af-
fect the reliability of the results and to find a simple method 
to correct the results using statistical methods.  

II. MATERIALS AND METHODS 

A. Procedure 

The measurements were realized in the Motion Analysis 
Laboratory of Politehnica University of Timişoara using 
Zebris measuring system CMS-HS that allows an objective 
three dimensional kinematic analysis of the human gait by 
means of analyzing the tracks of body surface markers.  

The measuring method is based on the determination of 
spatial coordinates of miniature ultrasound transmitters, the 
spatial position of the markers being determined by triangu-
lation [9]. 

The preliminary study was based on a healthy 30 year old 
female subject, with no previous history of musculoskeletal 
disease. 

After the attachment of the ultrasound marker triplets and 
the definition of anatomic landmarks, the subject was ad-
vised to walk at a comfortable self-selected velocity and 
was allowed 5 minutes training time to get used to the 
marker attachments and walking range.  

Under the mentioned condition, angular variation for 
each individual joint in all the possible movements  
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(flexion-extension, adduction-abduction and rotation) were 
assessed in order to identify those influenced by the HJC 
location. 

The study consists in three different scenarios: a default 
value of the hip distance of 60%, the value of 50% defined 
with the GT method and a value obtained using radiograph-
ic measurements (45%).  

The radiographic measurements were made on an antero-
posterior topogram of the subject that recently underwent a 
CT scan. The radiographical HJC location was estimated as 
the center of the optimal fit circle drawn over the femoral 
head. The distance between the two defined points yielded a 
ratio of 45% in relationship to the measurement of the dis-
tance between the skin points that are usually defined as the 
great trochanter position during gait analysis. 

Three sessions of walking were recorded for each scena-
rio in order to check the inter-trial reliability of kinematic 
gait parameters, with a sampling rate of 25Hz. Anatomical 
landmarks, marker position and calibration were kept unal-
tered during the analysis. From observing the data plots, the 
best cycle for each scenario was considered, resulting in 9 
sets of data, paired for each scenario. 

B. Data Analysis 

Subsequent data analysis was done for the motions of in-
terest, hip movements, using SPSS 20 (SPSS Inc, Chicago, 
IL).  

The reliability of the angular pattern was assessed using 
Pearson’s r for each pair, as an inter-class correlation coef-
ficient. As product-moment correlations only reflects relia-
bility in the sense of parallelism of scores between data sets 
and did not offer quantitative measures, furthermore, the 
degree of agreement between the measurements of each pair 
was evaluated using a hypothesis test for equivalence, the 
intraclass correlation coefficient (ICC) [10], and Bland-
Altman statistics [11]. 

ICC(2,1) measures the extent of absolute agreement or 
interchangeability of the methods(or scenarios in this given 
case), which is based on the two-way random-effects 
ANOVA. 

    (1) 

where MSS indicates subjects mean square, MSE indicates 
error mean square, MST indicates the trial mean square, n is 
the size of the sample and k is the number of methods 
[10],[12]. Thus, the intraclass correlation coefficient then 
provides a scalar measure of agreement or concordance 
between all the methods.  

 

Bland-Altman analysis, also known as the method of dif-
ferences, has been used for measuring the degree of agree-
ment [11]. With this method, the differences between the 
two settings (60% and 50%) and the radiological reference 
measurement are emphasized.  

III. RESULTS AND DISCUSSIONS 

As the gait cycles had different lengths (1.2-1.4 s), the 
kinematic data sets were time-normalized to present the 
angular profiles as proportion of cycle.  

After cycle selection and time normalization we were left 
with 9 sets of measurements, 3 for each investigated motion 
of the hip, namely flexion/extension, adduction and rotation.  

 

 

Fig. 1 Ang ular variation profiles for hip flexion-extension, hip adduction 
and hip rotation of the left limb 
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Table 1 Analysis results: Pearson’s correlation, ICC and Bland-Altman 
statistics 

Movement Group r ICC 
Mean 
diff 

SDdiff 

Flexion 
45%-60% 0.992 0.956 2.911 1.370 
45%-50% 0.993 0.976 1.969 1.225 

Adduction 
45%-60% 0.958 0.749 -2.935 1.136 
45%-50% 0.976 0.892 -1.727 0.948 

Rotation 
45%-60% 0.993 0.956 1.332 2.082 
45%-50% 0.998 0.991 0.178 1.167 

 
As stated before, Pearson’s correlation coefficients give 

information about the degree of association between two 
sets of data, and not reliability.  

As we can see in Table 1, the measurement pairs are 
highly correlated (p<0.001) despite a systematic difference 
of up to approx. 3º between scenarios. In this case, correla-
tion reflects the extent to which measurements co-vary in 
identical testing situations. This is a measure that indicates a 
good agreement in time-dependent phases of gait between 
scenarios. This may be accounted for by the training pre-
viously undertaken by the subject. 

ICC scores indicate strong (0.7-0.8) and excellent agree-
ment (>0.8) between the tested pairs of measurements at 
95% confidence interval. 

Even though we notice that the overall results show a 
strong correlation, we could not conclude that the magni-
tude of the difference is acceptable in clinical use.  

Thus, knowing that the data are linearly correlated, re-
gression models were used to model the relationship be-
tween data pairs in order to predict the value of a variable 
from the value of another variable, using the formula: 

,                 (2) 

where Y is the predicted score, b is the slope of the line and 
a is the Y intercept. 

These models were used as corrections for the data sets 
that are observed to have low agreement and, from these 
data sets predict new sets that closely resemble those of the 
radiological defined HJC. 

After calculating the regression coefficients and new data 
sets were generated from the 50% and 60% scenario data on 
all considered movements. These sets represent predictions 
of the radiological results based on the results of the 50% 
and 60% after the correction, in this case noted 50%’ and 
60%’.  

The predicted data sets were plotted against the 45% 
measurement set to illustrate the precision of the predic-
tions, and consequently, the improvement in the amplitude 
disagreement of the measurements.  

 

Fig. 2 Predicted angular profiles for hip flexion-extension, hip adduction 
and hip rotation of the left limb  

The statistical calculations were redone for the new  
sets of predicted data in order to quantify the degree of 
agreement. 

Table 2 Analysis results: Pearson’s correlation, ICC and Bland-Altman 
statistics for the predicted data sets 

Movement Group r ICC 
Mean 
diff 

SDdiff 

Flexion 
45%-60%’ 0.992 0.993 0 0.920 
45%-50%’ 0.993 0.993 0 0.864 

Adduction 
45%-60%’ 0.958 0.959 0 0.784 
45%-50%’ 0.976 0.976 0 0.601 

Rotation 
45%-60%’ 0.993 0.994 0 0.735 
45%-50%’ 0.998 0.999 0 0.337 
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We notice that the mean difference of the newly gener-
ated data sets equal 0, suggesting that the prediction errors 
were equally distributed above and below the values of the 
reference data.  

Also, an approximately 8% increase of the ICC (0.8-
28%) was achieved using this simple method of prediction.  
As expected, most of the improvement was in the case of 
adduction movement, which, for the initial data, had the 
lowest correlation indexes.  

IV. CONCLUSIONS 

The intraclass correlation coefficient was used as an in-
dex of interchangeability between measures of the same 
patient, same methodology, in order to emphasize the influ-
ence of the estimation of HJC. In addition, the ICC and 
Bland and Altman results can be important for their clin-
ical application, deciding whether the errors gave by 
misestimating the position of the HJC can be mistaken as 
changes occurred in the patient. 

The results of this method of correction suggest that even 
though the differences between the three scenarios were not 
statistically high, there is still room for improvement using 
simple statistical regression. This is reflected by the high 
correlation coefficients and low mean differences. 

The main limitation of this study is the use of a single pa-
tient, and the validity of the considered method could only 
be demonstrated by increasing the size of subjects. In order 
to validate this method for clinical use, it would be neces-
sary to combine the findings with data from test-retest relia-
bility studies. Knowing that the magnitude of difference is 
not a statistical decision, we would need to get a conclusive 
feedback regarding the clinical importance of the found 
differences gait analysis, and also research of the progres-
sion of the differences in the joints situated lower on the 
limb, i.e. knee and ankle. 

If the differences within mean ± 1.96 SD are 
not clinically decisive, the methods of HJC position estima-
tion may be used interchangeably. 

Despite the study limitation of small sample size, the da-
ta provides preliminary evidence suggesting that as the 
estimation error of HJC increases, the agreement between 
the outcome measures decreases. 

Future work will consist in growing a data base that 
would include patients of both genders and all ages, and, 
using non invasive methods, generate a mathematical for-
mula that would help the examiner to better estimate the 
position of the joint center.   
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Abstract— Vertebral fracture is the most common type of 

osteoporotic fracture and is associated with significant health 
and economic costs. In recent years, patient-specific vertebral 
body finite element (FE) models based on quantitative com-
puted tomography (QCT) have been developed to investigate 
vertebral strength. Current models consider the vertebral 
body alone with loading restricted to pure compression. How-
ever, osteoporotic vertebral fractures are often associated with 
forward bending which concentrates loading on the anterior 
vertebral body leading to the typical wedge fractures observed 
in life. The purpose of this study is to compare the vertebral 
strengths derived from FE models with those measured expe-
rimentally under forward bending conditions. Sixteen cadaver-
ic spinal units, each consisting of two vertebrae and an  
intervertebral disc (IVD), were scanned using clinical QCT.  
Specimens were then potted in dental cement and loaded on a 
materials testing machine to generate a wedge fracture. Cus-
tom codes developed and validated previously in MATLAB 
were used to generate FE models with an 8-node voxel mesh: 
one of the vertebral body alone (“VB”), and another of the 
vertebral body with posterior elements intact (“VB w/PE”). 
Artificial padding was generated at the inferior and superior 
endplates to represent the dental cement and facilitate the 
simulation of the forward-bending condition. Transverse-
isotropic linear-elastic material properties were assigned to the 
vertebra, and the FE model was solved using ANSYS. Verte-
bral strength was defined in two different ways; i) the load that 
caused maximum Von Mises strain exceeding a yield strain of 
0.78% (VM_ER), and ii) the load that caused maximum Von 
Mises stress exceeding a yield stress (VM_SR) in contiguous 
elements that occupied at least 244.14 mm³. Linear regression 
was used to compare  FE- and experiment-derived vertebral 
strength data. This showed that there was a positive correla-
tion between the strength measured experimentally and the 
strength derived from both FE models; VM_SR (r = 0.78 VB, 
r = 0.75 VB w/PE), VM_ER (r = 0.75 VB, r = 0.68 VB w/PE). 
The results of this study indicate that a simple vertebral body 
FE model under forward-bending conditions may be sufficient 
for the estimation of vertebral strength.  

Keywords— Vertebral fracture, Finite element model, Pa-
tient specific, Osteoporosis, Vertebral strength  

I. INTRODUCTION  

Vertebral fracture is the most common type of osteopo-
rotic fracture and is associated with significant health and 
economic costs, both in the UK and throughout Europe. In 
recent years, finite element analysis has been used to im-
prove assessments of fracture risk by integrating informa-
tion about in vivo loading conditions with data on bone 
geometry and density obtained from QCT scans. This al-
lows stress and strain to be calculated non-invasively and 
bone strength to be determined. Many researchers have 
developed continuum finite element models of the vertebral 
body that have been well validated [1-7].  However, only 
one-QCT-based model has been used routinely as a clinical 
research tool in osteoporosis studies in patients [3, 5]. As 
with previous FE models, this particular model has been 
used to investigate vertebral body strength under pure com-
pressive loading which is generally representative of the 
standing posture. However, there are several limitations of 
such an approach. First of all, artificially removing the post-
erior elements in the model disrupts the continuity of the 
cortex and trabecular network and this may weaken the 
vertebral body causing strength to be under-estimated [8-
10]. Secondly, osteoporotic vertebral fractures often occur 
during forward bending activities which concentrate loading 
on the anterior vertebral body, and it is this type of loading 
rather than pure compression that causes the anterior wedge 
fractures commonly observed in life.  FE models of the 
vertebrae that simulate loading in flexed postures may result 
in different strength estimates than those that simulate pure 
axial compression, and this may impact on the prediction of 
fracture risk.  

The aim of this project is to compare vertebral strengths 
derived from FE models of the vertebral body (VB) and the 
vertebral body with posterior elements (VB w/ PE),  
with those measured experimentally under forward bending 
conditions. 
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II. MATERIAL AND METHODS 

A. Specimen Preparation 

Thoracolumbar spines (T11-L5) were obtained from ca-
davers (Female=5, Male=3; 74 - 97 years old) that had been 
donated for medical research. Two motion segments were 
dissected from each cadaveric spine at the University of 
Bristol. Prior to mechanical testing, these specimens were 
sealed in bags and transported to the University of Sheffield 
in a dry ice box for scanning. The specimens were scanned 
with a clinical QCT machine (LightSpeed VCT, GE Medi-
cal Systems, 120 kV,  60 mA/slice, 0.3867 x 0.3867 x 
0.625 mm  voxel size) at the Northern General Hospital, 
Sheffield. A solid calibration phantom (Mindways, Mind-
ways, SanFrancisco, CA) was used to calibrate Hounsfield 
unit (HU) values with bone mineral density. 

B. Patient- Specific Finite Element Modelling 

Custom codes, developed previously and written in 
MATLAB (Mathworks Inc., Natick, MA, USA), were used 
to support the full process of the image processing frame-
work, and the finite element modelling and analysis. The 
commercial software ANSYS (ANSYS Inc., Canonsburg, 
PA, USA) was used as the main FE solver. The procedure 
in figure 1 is described briefly. 

 

 

Fig. 1 The FE modelling procedure 

The CT data were calibrated from Hounsfield units to 
density values using a hydroxyapatite phantom. The seg-
mentation of the bone was carried out with thresholding and 
morphological operations such as open, close, dilate, erode 
and fill. The posterior parts were removed during segmenta-
tion for the vertebral body only model. Artificial cement 
paddings were generated at inferior and superior endplates 
(Figure 1, middle panel) for applying boundary conditions. 
The final masks of the CT images with the padding parts 
were rescaled to isotropic voxel size of 0.4 x 0.4 x0.4 mm  
so that they could be directly converted into an 8-node vox-
el finite element model. 

Material properties in table 1 were assigned into each 
element. First, empirical relationships between volumetric 
bone density and bone material properties were used to 
determine the elastic modulus and compressive yield limit 
for the vertebra [11]. The tensile yield limit [12], ultimate 
stress limit [2, 12, 13] and strain limit [14] of the vertebra 
were assigned according to the literature. Transversely iso-
tropic linear-elastic material properties were considered and 
Poisson’s ratios of 0.381 and 0.104 were assigned [15]. The 
mechanical properties of the artificial padding representing 
the dental cement were obtained from the manufacturer’s 
manual (E=2000 MPa, v=0.3; Ultrahard Die Stone ISO-
Type IV, Kerr). 

Table 1 Material properties 

Part Properties References 

Vertebra 

 Kopperdahl et al. 2002 
 

 
 
 

 

Ulrich et al. 1999 

 Kopperdahl et al. 2002 
 Keaveny et al. 1994 

 Crawford 2003; Mor-
gan and Keaveny 2001 

 Kopperdahl et al. 2002 
Morgan et al. 2003 

Padding 
 

Lewis 1997 

 
A forward-bending loading condition was simulated to 

represent the mechanical test. The bottom surface of the 
lower padding was constrained in all degrees of freedom, 
and tilted displacement boundary conditions were applied 
on the top surface of the upper padding. The FE models 
were then solved using a commercial software package, 
ANSYS (ANSYS Inc., Canonsburg, PA, USA). Vertebral 
strength was defined in two different ways; i) the load that 
caused maximum Von Mises strain exceeding a yield strain 
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of 0.78%, and ii) the load that caused maximum Von Mises 
stress exceeding a yield stress in contiguous elements that 
occupied at least a volume of 244 mm³. In this way the 
contiguous region containing the highest stress ratios, and 
thus having the greatest likelihood of being the site of initial 
failure was determined. Linear regression between FE- and 
experiment-derived vertebral strength was performed. 

C. Experimental Data 

The experimental tests were performed by the Spine 
Biomechanics Laboratory, University of Bristol [16]. The 
test procedures are described briefly here. The metal speci-
men holders were attached to baseplates and loaded via 
low-friction rollers attached to the upper base plate; the 
angle of the upper plate could be varied to allow complex 
loading to be applied to the motion segment. The experi-
mental set-up can be seen in figure 2.  

 

 

Fig. 2 Schematic view of the experimental test set up 

Each motion segment was positioned in flexion in order 
to simulate a stooped posture. The motion segment was then 
compressed at a rate of 3mm/s while a graph of compressive 
load versus displacement was plotted in real time. Fracture  
 

 

was detected from a reduction in gradient (stiffness). The 
compressive force applied at this point was recorded as the 
yield strength. The compression loading cycle was then 
immediately repeated at 3mm/s so that the shift in the load 
displacement curve could be obtained. This loading tech-
nique usually creates an endplate fracture, often accompa-
nied by fracture of the anterior cortex, of a single vertebra 
within the motion segment [16]. Fracture location was iden-
tified by taking a lateral radiograph, and was subsequently 
confirmed by dissection. 

III. RESULTS 

A. Stress and Strain Distribution 

The von Mises stress and strain distribution on the FE 
models was similar in the both FE models; vertebral body 
alone and vertebra with posterior elements as shown in 
figure 3.  

 

 
 

 

Fig. 3 von Mises Stress (left) and strain (right) plot of the FE models; a) 
Vertebral body alone, b) Vertebra with posterior elements 

B. Correlation with Experimental Data 

The experimental strength was positively correlated with 
the strength of the VB FE model (r = 0.78 VM_SR, r = 
0.75 VM_ER), and the VB w/ PE FE model (r = 0.75 
VM_SR, r = 0.68 VM_ER) as shown in figure 4 and  
figure 5.  
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Table 2 FE- and Experiment- derived vertebral strength (N) 

Specimen 
VB FE Strength VB w/ PE FE  Strength 

Exp- Str.
VM_SR VM_ER VM_SR VM_ER 

0001   770 1212   815 1276 1104 

0003   640 1214   689 1059 1600 

0005   397   627   399   538 1180 

0007   340   740   468   535 1685 

0013 1633 2062 1654 1814 3090 

0015 2116 2824 2025 2745 4412 

0017 1503 1821 1327 1588 3399 

0019 1353 1874 1260 1479 2906 

0021   558 1301   616 1113 1861 

0023   611 1031   569   938 1194 

0025 1284 1942 1331 1601 1930 

0027 1040 1807 1234 1664 2215 

0031   999 1372 1003 1337 1319 

 

 

Fig. 4 Linear regression between Experiment- and FE-derived strength (FE 
model of vertebral body alone; a) von Mises Stress, b) von Mises Strain. 

 

Fig. 5 Linear regression between Experiment- and FE-derived strength (FE 
model of vertebral with posterior elements; a) von Mises Stress, b) von 

Mises Strain 

Two specimens (No.0009, 0011) were excluded due to 
poor image quality and one specimen (No. 0029) was dis-
carded due to failure of the experimental test. 

C. Correlation between VB Model and VB w/PE Model 

Linear regression between the VB FE strength and the 
VB w/ PE FE strength was performed. Three specimens 
were discarded and, because each spinal unit has two verte-
brae, this gave twenty six FE results that could be com-
pared. The VB FE strength was strongly correlated with the 
VB w/ PE FE strength (r  =0.97 VM_SR; r  =0.96 VM_ER) 
as shown in figure 6. 
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Fig. 6 Linear regression between VB FE strength and VB w/ PE FE 
strength; von Mises stress-based strength (top), von Mises strain-based 

strength (bottom) 

IV. DISCUSSION  

This study was based on the premise that vertebral 
strength obtained from a FE model of the vertebral body 
alone could not represent the strength of an individual ver-
tebra during forward bending. However, this study has 
shown that both models give results that are positively cor-
related with the experimental data (r = 0.68 - 0.79) and with 
each other (r = 0.96 – 0.97). This can be explained by the 
fact that, in flexion, most of the compressive load is borne 
by the anterior column of the spine, and very little is re-
sisted by the neural arch [17, 18]. Consequently, in anterior 
bending, the effect of the posterior elements on vertebral 
strength is not high. However, if other daily activities such 
as extension or torsion are considered, then the posterior 
elements will play a much greater role. Finally, some limita-
tions of this study should be noted. Firstly, neither of the 
two FE models take account of the intervertebral disc, 
which plays an important role in load distribution on the 
vertebral endplate, nor the ligament and muscle forces, and 

both consider only the specific forward bending condition 
(Ɵ = 8.5 ). Secondly, the results of the FE models were 
compared with experimental data obtained by generating a 
wedge fracture in a single vertebral body of a spinal unit 
rather than in a single vertebra alone. Further work is in 
progress to generate and validate a FE model of the func-
tional spinal unit (FSU) that consists of two vertebrae and 
the adjacent IVD.   

V. CONCLUSIONS  

The results of this study indicate that the strength derived 
from the simple vertebral body FE model under the for-
ward-bending condition can be used to estimate the verte-
bral compressive strength instead of FE modelling of the 
vertebral body with posterior elements.  
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Chesñevar, C.I. 167
Chetran, B. 7
Chiorean, R.S. 159
Ciobanu, D. 69
Ciobotariu, R. 83
Ciorap, R. 125, 163, 291
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Tertiş, M. 129
Thelen, M. 47
Tigauan, A. 233
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