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Foreword

The 16th International Conference on Human—-Computer Interaction, HCI
International 2014, was held in Heraklion, Crete, Greece, during June 22-27,
2014, incorporating 14 conferences/thematic areas:

Thematic areas:

Human—-Computer Interaction
Human Interface and the Management of Information

Affiliated conferences:

11th International Conference on Engineering Psychology and Cognitive
Ergonomics

8th International Conference on Universal Access in Human—Computer
Interaction

6th International Conference on Virtual, Augmented and Mixed Reality
6th International Conference on Cross-Cultural Design

6th International Conference on Social Computing and Social Media

8th International Conference on Augmented Cognition

5th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

e Third International Conference on Design, User Experience and Usability

Second International Conference on Distributed, Ambient and Pervasive
Interactions

Second International Conference on Human Aspects of Information Security,
Privacy and Trust

e First International Conference on HCI in Business
e First International Conference on Learning and Collaboration Technologies

A total of 4,766 individuals from academia, research institutes, industry, and
governmental agencies from 78 countries submitted contributions, and 1,476 pa-
pers and 225 posters were included in the proceedings. These papers address
the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The papers thoroughly cover the entire
field of human—computer interaction, addressing major advances in knowledge
and effective use of computers in a variety of application areas.

This volume, edited by Aaron Marcus, contains papers focusing on the the-

matic area of Design, User Experience and Usability, addressing the following
major topics:

Design for health
Design for reading and learning



VI

Foreword

Design for mobility, transport and safety

Design for rural, low literacy and developing communities
Design for environment and sustainability

Design for human-computer symbiosis

The remaining volumes of the HCI International 2014 proceedings are:

Volume 1, LNCS 8510, Human—Computer Interaction: HCI Theories,
Methods and Tools (Part I), edited by Masaaki Kurosu

Volume 2, LNCS 8511, Human—Computer Interaction: Advanced Interaction
Modalities and Techniques (Part II), edited by Masaaki Kurosu

Volume 3, LNCS 8512, Human—Computer Interaction: Applications and Ser-
vices (Part III), edited by Masaaki Kurosu

Volume 4, LNCS 8513, Universal Access in Human—Computer Interaction:
Design and Development Methods for Universal Access (Part I), edited by
Constantine Stephanidis and Margherita Antona

Volume 5, LNCS 8514, Universal Access in Human—Computer Interaction:
Universal Access to Information and Knowledge (Part II), edited by
Constantine Stephanidis and Margherita Antona

Volume 6, LNCS 8515, Universal Access in Human—Computer Interaction:
Aging and Assistive Environments (Part III), edited by Constantine
Stephanidis and Margherita Antona

Volume 7, LNCS 8516, Universal Access in Human—Computer Interaction:
Design for All and Accessibility Practice (Part IV), edited by Constantine
Stephanidis and Margherita Antona

Volume 8, LNCS 8517, Design, User Experience, and Usability: Theories,
Methods and Tools for Designing the User Experience (Part I), edited by
Aaron Marcus

Volume 9, LNCS 8518, Design, User Experience, and Usability: User Expe-
rience Design for Diverse Interaction Platforms and Environments (Part IT),
edited by Aaron Marcus

Volume 11, LNCS 8520, Design, User Experience, and Usability: User
Experience Design Practice (Part IV), edited by Aaron Marcus

Volume 12, LNCS 8521, Human Interface and the Management of Informa-
tion: Information and Knowledge Design and Evaluation (Part I), edited by
Sakae Yamamoto

Volume 13, LNCS 8522, Human Interface and the Management of Infor-
mation: Information and Knowledge in Applications and Services (Part II),
edited by Sakae Yamamoto

Volume 14, LNCS 8523, Learning and Collaboration Technologies: Designing
and Developing Novel Learning Experiences (Part I), edited by Panayiotis
Zaphiris and Andri Ioannou

Volume 15, LNCS 8524, Learning and Collaboration Technologies:
Technology-rich Environments for Learning and Collaboration (Part II),
edited by Panayiotis Zaphiris and Andri IToannou



Foreword VII

e Volume 16, LNCS 8525, Virtual, Augmented and Mixed Reality: Designing
and Developing Virtual and Augmented Environments (Part I), edited by
Randall Shumaker and Stephanie Lackey

e Volume 17, LNCS 8526, Virtual, Augmented and Mixed Reality: Applica-
tions of Virtual and Augmented Reality (Part II), edited by Randall
Shumaker and Stephanie Lackey

e Volume 18, LNCS 8527, HCI in Business, edited by Fiona Fui-Hoon Nah

e Volume 19, LNCS 8528, Cross-Cultural Design, edited by P.L. Patrick Rau

e Volume 20, LNCS 8529, Digital Human Modeling and Applications in Health,
Safety, Ergonomics and Risk Management, edited by Vincent G. Duffy

e Volume 21, LNCS 8530, Distributed, Ambient, and Pervasive Interactions,
edited by Norbert Streitz and Panos Markopoulos

e Volume 22, LNCS 8531, Social Computing and Social Media, edited by
Gabriele Meiselwitz

e Volume 23, LNAI 8532, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

e Volume 24, LNCS 8533, Human Aspects of Information Security, Privacy
and Trust, edited by Theo Tryfonas and Ioannis Askoxylakis

e Volume 25, LNAT 8534, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

e Volume 26, CCIS 434, HCI International 2014 Posters Proceedings (Part I),
edited by Constantine Stephanidis

e Volume 27, CCIS 435, HCI International 2014 Posters Proceedings (Part IT),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2014 Conference.

This conference could not have been possible without the continuous support
and advice of the founding chair and conference scientific advisor, Prof. Gavriel
Salvendy, as well as the dedicated work and outstanding efforts of the commu-
nications chair and editor of HCI International News, Dr. Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2014 Conference the members of the Human—
Computer Interaction Laboratory of ICS-FORTH, and in particular
George Paparoulis, Maria Pitsoulaki, Maria Bouhli, and George Kapnas.

April 2014 Constantine Stephanidis
General Chair, HCI International 2014
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HCI International 2015

The 15th International Conference on Human—Computer Interaction, HCI In-
ternational 2015, will be held jointly with the affiliated conferences in Los An-
geles, CA, USA, in the Westin Bonaventure Hotel, August 2-7, 2015. It will
cover a broad spectrum of themes related to HCI, including theoretical issues,
methods, tools, processes, and case studies in HCI design, as well as novel in-
teraction techniques, interfaces, and applications. The proceedings will be pub-
lished by Springer. More information will be available on the conference website:
http://www.hcii2015.0rg/

General Chair

Professor Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece

E-mail: cs@ics.forth.gr
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Abstract. In this paper, we introduce Awear, a context-aware hearing system
comprising two state-of-the-art hearing aids, an Android smartphone, and a
body-worn Streamer to wirelessly connect them. Awear aims to improve the
sound quality perceived by individual hearing aid wearers by learning from
their stated preferences. Users personalize, or “train,” the system by performing
several listening evaluations daily. The Awear app features two types of user-
initiated listening evaluations, the A/B Test and the Self-Adjustment Screen.
After a longitudinal (6-week) study in which hearing impaired participants (n =
16) used Awear, 10 of the participants stated a preference for training their
system using the A/B Test, 3 preferred using the Self-Adjustment Screen, and 3
stated No Preference. Of the 10 who chose the A/B Test, 7 named simplicity or
intuitiveness as the primary reason for this preference. We also found a strong
correlation between user level of functionality and listening evaluation
preference, and a supplemental interview (n = 24) verified this correlation.
Lastly, we discuss the most important aspects of the user experience: cognitive,
functional, and psychological dimensions.

Keywords: User experience, hearing aids, smartphones, personalization,
mobile apps, listening evaluations.

1 Background

According to the World Health Organization, 360 million people (over 5% of the
world’s population) have hearing loss [17]. In the United States, hearing loss affects
34.25 million people, more than 10% of the population; surprisingly only 1 in 4
Americans with hearing loss uses hearing aids [12]. In Germany, France, and the UK,
hearing aid adoption is only slightly higher, perhaps due to government incentives
[10].

For those who can benefit from hearing aids, have the financial means, and are
willing to take action, the first step to better hearing is often to undergo a thorough
evaluation by a hearing care professional. A fundamental part of the hearing care
professional’s audiological assessment is to use an audiometer to generate an
audiogram, a representation of the softest sounds a patient can hear at different
frequencies in each ear. Another important consideration during the audiological
assessment is choosing a fitting rationale. A fitting rationale is a prescriptive formula

A. Marcus (Ed.): DUXU 2014, Part III, LNCS 8519, pp. 3-14, 2014.
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describing the electro-acoustical characteristics of the hearing aids in response to
given inputs.

The audiogram and fitting rationale only partially address the fact that hearing loss
is an individual experience. How the brain processes sensory information varies from
person to person, and two people with similar audiograms and fitting rationales may
experience different levels of satisfaction in the long run [5]. Therefore, most fittings
require multiple office visits to fine-tune the parameters correctly.

A person wearing advanced hearing aids in their daily life benefits from the
devices’ real-time digital signal processing, implementing a selected fitting rationale
and employing sophisticated algorithms to automatically select settings to enhance
speech or suppress transient noise. Hearing aids have many automatic features, such
as turning Directionality and Noise Reduction on and off, as well as classifying the
current sound environment (quiet, noise, speech in noise, etc.). Nonetheless, a hearing
aid has very limited sensor inputs, relying entirely on its two on-board microphones to
collect information about incoming sounds. Furthermore, current adaptive algorithms
in hearing aids lack the ability to improve performance over time in response to
sensor inputs.

In 2007, Edwards described future hearing aids that could allow fine-tuning to be
done automatically outside of the clinician’s office and that would have the ability to
learn, making them “intelligent.” Edwards predicted a greater industry shift from
uniformity of patients and universal treatment to individuality of patients and therapy
[6]. While the relatively slow processing speed, small storage capabilities, and limited
user interface of hearing aids have largely prevented Edwards’ vision from becoming
reality so far, these limitations may be overcome by regarding the smartphone as part
of an intelligent hearing system.

The smartphone has the potential to revolutionize the way users interact with their
hearing aids, providing unprecedented personalization and increased satisfaction
levels. Smartphones provide a powerful mobile computing platform, with formidable
sensing, processing, communication, and memory capabilities. While the hearing aids
will continue to perform the real-time sound processing, the smartphone opens new
possibilities for an additional layer of processing that takes into account factors that
change on a much longer timescale — such as the user’s sound environment, location,
or even her intentions — known in the field of computer science as context awareness
[15].

2 Related Work

Although Awear is, to our knowledge, the first context-aware hearing system, there
are a number of hearing aid-related apps on the market today. These may be
segmented as enabling users to interact with their hearing instruments through their
smartphone, akin to a remote control, or as transforming a smartphone itself into a
“personal amplification device.”



User Experience in Training a Personalized Hearing System 5

2.1 Remote Controls

Today’s advanced digital hearing aids can store several preset programs in their
memories, each created for a different listening situation. There may be a general-
purpose program, one for listening to music, and one for understanding speech in
noisy environments. Program changes, along with volume control, are the primary
mechanisms for users to make adjustments to improve sound quality. Presently, users
may change program and volume via buttons on the hearing aids themselves, on
gateway devices, or on dedicated remote controls.

ReSound [13] and Starkey [16] are two manufacturers that have launched apps that
enable remote control of hearing aids via a smartphone. The ReSound Control and
Starkey T2 Remote (Figure 1) have simple and straightforward interfaces that allow a
user to control her device’s volume and program on her smartphone. Although
Control and T2 Remote do not offer any novel features, they open the door to a world
of possibilities by giving users a much higher degree of convenience and discretion in
controlling the settings of their hearing devices.

zZ Hl.urkr)-

- O+

Volume Control:

- o +

Fig. 1. Starkey T> Remote User Interface

2.2 Personal Amplification Apps

These apps use a smartphone’s built-in microphone to pick up sound, amplify and
adjust different qualities, and transmit the resulting sound using an off-the-shelf
earpiece. Their primary advantage of these personal amplification apps is that they
eliminate the need for users to purchase expensive hearing aids. However, software
running on smartphones lacks the sophisticated digital signal processing of hearing
aids and are often used without consulting a hearing care professional [2].
Furthermore, earpieces such as headphones and ear buds are not meant to be worn all
day.
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BioAid [1], created by a group at the University of Essex in England, aims to make
sound amplification more accessible to those who cannot afford the steep cost of real
hearing devices. The app offers six basic settings that the user can fine-tune using six
additional screens. Finally, a “Noise Gate” allows the user to adjust background noise
between 0-100%. This complicated interface raises the question of whether or not the
average user will know how to interpret and make use of moderately technical
language, or if users will ever even explore all twenty-four possible settings instead of
settling for one of the presets. The same holds true for other available apps that try to
mimic hearing aids without the actual devices. Apps including the Sound AMP from
GingerLabs [8], HearYouNow from ExSilent [7], and others allow the user to control
sound quality by adjusting the volume of individual frequencies, the volume of each
ear, and even in some cases the controls for a dynamic compressor.

Eiofig s

Home

Saly EE
0 b0 6o
50 5o

Fig. 2. BioAid (left) and Sound AMP (right)

3 Awear: A Context-Aware Hearing System

3.1 Hardware

The Awear off-the-shelf hardware (Figure 3) comprises a pair of state-of-the-art
hearing instruments, an Android-based smartphone, and a gateway, a body-worn
device with a built-in microphone that wirelessly links the hearing aids to a mobile
phone. In the future, we expect technological advances to enable direct 2-way
communication between the hearing aids and the smartphone.
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Hearing Aid Streamer Smartphone

(=

Fig. 3. Hardware components of the Awear system

3.2  User Interface

Although the Awear user interface works as a remote control — allowing the user to
switch programs and change volume on the hearing instruments — its primary purpose
is to solicit current user preferences for hearing aid microphone Directionality (on or
off) and Noise Reduction (on or off)l. These interactions take place via user-initiated
listening evaluations. There are two kinds of listening evaluations: the A/B Test and
the Self-Adjustment Screen.

A/B Test. The A/B Test (Figure 4) is a standard method of comparing two variants
applied here in a novel way to compare two hearing aid settings, A and B. The
participant listens to both settings and gives a subjective, relative evaluation (“A is
better,” “B is better,” or “No difference”). The settings corresponding to A (for
example, “Directionality on and Noise Reduction off’) and B (for example,
“Directionality off and Noise Reduction off”’) are randomized during each evaluation.

Fig. 4. A/B Test Screen Sequence

! Hearing aid microphones can be configured to pick up sounds uniformly from all directions
(Directionality off) or primarily from the front (Directionality on). With Noise Reduction on,
the hearing aids attempt to reduce amplification of non-speech signals while preserving the
amplification of speech signals. Turning Noise Reduction off simply disables this digital
signal processing step.
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Self-Adjustment Screen. The self-adjustment screen (Figure 5) allows users to turn
Directionality on/off and Noise Reduction on/off until they find their absolute
preferred setting. Whereas the A/B test conceals the names of the settings, the Self-
Adjustment Screen explicitly labels the settings, making them visible to the users.

AW ERT

Fig. 5. Self-Adjustment Screen (Directional Listening has just been turned on)

4 Method

Between July and December of 2013, we conducted a longitudinal (6-week) study of
Awear with 16 participants (10 men, 6 women, mean age = 55.5 years) from the San
Francisco Bay Area, enrolled by various private audiology clinics. All participants
were at least 18 years old, had sufficient cognitive ability to successfully operate a
smartphone and Awear software, and had moderate to severe hearing loss.

To understand which type of listening evaluation (A/B Test or Self-Adjustment
Screen) benefited users more, we used a within-subjects study design. In the pre-
interview, we asked participants about their background and demographics. Most of
the data collected was self-explanatory, with the exception of “Experience” and
“Functionality.” Experience refers to that person’s familiarity and use of computer
and mobile technology. Table 1 is adapted from the typology in [9].

Table 1. User Experience Levels with Computer and Mobile Technology

Experience Typical Assets Typical Actions
High Laptop Use computers for programming, creative
Tablet work, or other advanced tasks
Smartphone Use mobile devices for calling, texting,
information, sharing, and entertainment
Medium Laptop Use computers regularly for information,
Cell Phone sharing, and entertainment
Use mobile phones for calling and texting
Low Desktop Use computer to explore internet and stay in
Cell phone touch with friends

Use mobile phones for calling and texting

Zero Landline phone No online access
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Functionality indicates how deeply a person delves into the features of a product.
For example, a Low Functionality user may prefer to use point-and-shoot cameras,
whereas a High Functionality person might want to explore the camera’s technical
features. Table 2 illustrates typical attitudes of these user types with regard to hearing
aids.

Table 2. User Functionality Levels with Hearing Aid Technology

Functionality  Typical Assets Typical Actions
High Hearing aids with Actively change programs, use each one in
multiple programs its intended listening situation.
and volume control  Change volume several times per day
Low Hearing aids with Put on the hearing aids and forget
only one program,  Laissez-faire attitude
no volume control

During in-situ use, participants were instructed to wear the system as often as
possible during the test period of 6 weeks. Participants were instructed to do
approximately 8 listening evaluations daily, especially whenever they encountered an
interesting or challenging listening situation. At the conclusion of the test period, we
asked the participants open-ended questions about hearing situations that they
experienced and the performance of the context-aware hearing system.

In January 2014 we conducted a brief follow-up interview where we presented the
two types of listening evaluations, in random order, to an additional 24 hearing
impaired persons. The purpose of this interview was to confirm or refute the
qualitative listening evaluation preference results of the previous study.

5 Results

The 16 participants completed a total of 3,754 listening evaluations (5.5 per person
per day). At the conclusion of the test period, we asked each participant to give us his
or her subjective assessment of the two types of listening evaluations: A/B Test, Self-
Adjustment Screen, or No Preference. To find the key predictors of listening
evaluation preference, we compared participant responses to pre-interview data
(Table 3).

As Table 3 indicates, 10 participants preferred the A/B Test, 3 preferred the Self-
Adjustment Screen, and 3 stated No Preference. Figure 6 lists the reasons given for
choosing the A/B Test. Simplicity and intuitiveness, with 7 responses, was by far the
most common response.
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Table 3. Test Person Characteristics and Listening Evaluation Preference

Attributes
Person | Age Gender Years with Experience  Functionality Smartphone | Evaluation
Hearing Aids Owner Preference
1 21 M 11 High Low No AB
2 34 M High Low Yes AB
3 41 F Medium Low Yes AB
4 46 M 15 High High Yes SA
5 46 M 4 Medium High No SA
6 48 F <1 Medium Low Yes AB
7 51 F <1 Medium Low Yes AB
8 54 M 5 Medium Low Yes NO PREF
9 54 M <1 Low Low No AB
10 61 F <1 Medium Low Yes AB
11 64 F 15 Medium Low Yes AB
12 68 M 15 High High Yes SA
13 73 F <1 High Low Yes AB
14 73 M 8 High Low Yes NO PREF
15 76 M 23 Low Low No NO PREF
16 79 M 4 Medium Low Yes AB

Reasons for pi

Caould better tell the difference

referring the A/B Test

Simpler, more intuitive 7 |

between selfings (perceived)

Took less time to complete 2 | NN

Reasons for preferring the Self-Adjustment Screen

Bution labels useful in appropriate situations 1

Could better tell the difference

Fig. 6. Participant-given reasons for listening evaluation preference

1

between settings (perceived)

Less trial and error 1

.
£

3 I

3

4

Number of Responses

[=

A simple statistical analysis of the data in Table 3 indicated a strong correlation
between Functionality and Listening Evaluation Preference. Of the 13 participants
with Low Functionality, 10 preferred the A/B Test and 3 stated No Preference. On the
other hand, all 3 participants with High Functionality preferred the Self-Adjust

Screen.



User Experience in Training a Personalized Hearing System 11

Since 16 respondents was inadequate for generalizing the result of this
investigation, we conducted a brief follow-up interview where we presented the two
types of listening evaluations, in random order, to an additional 24 hearing impaired
persons. With a sample size of to 40 (19 men, 21 women, mean age = 63 years), we
computed the chi-square test for independence of each attribute with respect to
listening evaluation preference.

Table 4. Chi-square test for independence p-values per user attribute

Attribute p (n=16) p (n=40)
Functionality 0.000335 0.000230
Gender 0.0561 0.254
Years of Experience with Hearing Aids 0.221 0.485
Age 0.735 0.574
Experience 0.768 0.744
Smartphone Owner 0.837 0.861

With both the small and larger sample sizes, we see that Functionality is the only
attribute where the p-value is less than the significance level (0.05). Thus, we
conclude that there is a relationship between Functionality and listening evaluation
preference.

Overall, 23 respondents preferred the A/B Test, 10 preferred the Self-Adjustment
Screen, and 7 claimed No Preference. Reasons for preferring the A/B Test were
“simpler, more intuitive” (18) and “took less time to complete” (4). Reasons for
preferring the Self-Adjustment Screen were “button labels useful in appropriate
situations” (8) and “less trial and error” (2).

20
18
16
14

12

10

Average Number of Adjustments

0 10 20 30 40 50 &0 70 80 90 100
Self-Adjustment Screen Instance

Fig. 7. Moving Average for Number of Adjustments by Participant



12 G. Aldaz et al.

For the Self-Adjustment Screen, we wondered if participant engagement, measured
by number of adjustments, would lessen over time. We recorded every time the
participant pressed either the Directional Listening or the Noise Reduction button
during a particular instance of a Self-Adjustment Screen. Figure 7 shows a running
average of the number of adjustments each participant made over time. In general, we
see that each participant maintained a constant level of number of adjustments. This
indicates that the participants remained engaged and continued to try to find the best
setting in each listening situation during the entire training phase.

6 Discussion

We conclude with a discussion of the most relevant user experience dimensions
regarding training a personalized hearing system: cognitive, functional, and
psychological.

Cognitive. The process of selecting participants for the longitudinal study revealed
that presently there is a significant portion of the hearing impaired population for
which smartphone apps are not appropriate. The average age of our study participants
was 55.5 years, compared to the average age of a hearing aid user, which is around 70
years [11]. Two major exclusion criteria were low cognitive skills and Zero
Experience (did not own computers or cell phones, were never online), which are
more prevalent among the 80+ age group. In the follow-up interview, only 4 out of 9
(44.4%) in the 80+ age group felt hearing aid personalization could be of value, while
100% in the <80 group expressed it could be useful. However, in the future, we can
expect an increasing percentage of hearing impaired people to be familiar with
smartphones and apps.

To gain a better understanding of the participants' mental models [3], we asked
them during the post-interview what they thought the Awear app did and how it
worked. Participant 15 had the most difficulties. He had no recollection of the Self-
Adjustment Screen, although the data showed that this screen did come up regularly
and he did not make any adjustments. Regarding the A/B Test, he stated that,
“Program A is best for speech comprehension and not bad for music. Program B is
best for music listening — sounds are clearer and expanded and subtly muffled for
speech.” Although Settings A and B were randomized, that did not prevent Participant
15 from creating his own, very detailed mental model.

As Figure 6 illustrates, 3 of the participants who preferred the A/B Test stated that
it was because they could better tell the difference between settings in the A/B Test
than in the Self-Adjustment Screen. On the other hand, 1 participant who preferred
the Self-Adjustment Screen claimed the opposite. The settings were inherently the
same in both types of listening evaluations, but individual participants started to find
patterns where perhaps none existed. Nonetheless, 14 out of 16 participants reported
positive feelings of clarity, competence, and mastery of both types of listening
evaluations.
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Functional. All 16 participants understood the purpose of the listening evaluations
and the overall app functionality. We uncovered that, of the user attributes elicited,
listening evaluation preference correlated highly with the Functionality user attribute.
At least in the field of hearing, one option for future apps would be a layered
approach: a simple, intuitive UI (such as the A/B Test) as the default, while offering
affordances for a more in-depth, technical UI (such as the Self-Adjustment Screen)
that only the High Functionality users will choose to access.

Psychological. We left the choice of when they wanted to complete their listening
evaluations entirely up to the participants. This participant-triggered self-reporting
contrasts with the traditionally time-triggered Experience Sampling Method (ESM)
used in psychology experiments [4]. Although participants averaged 5.5 listening
evaluations per day — below the target of 8 per day — they did so with no reminders or
further encouragement from us. Of the 21 participants who started the longitudinal
study, 5 dropped out within the first few days for various reasons. The remaining 16
participants completed the 6-week study, with only 2 being asked to retain the system
longer to accumulate more data. This shows the extreme level of participant
motivation when involved in co-creation and personalization in an issue as
fundamental to well-being as hearing.

7 Conclusion

Advances in wireless technology are quickly eliminating the need for intermediate
body-worn devices such as the Streamer used in the Awear experimental setup. A
new generation of Personal Sound Amplifier Products (PSAPs), which can be sold
directly to consumers as electronic devices and are exempt from government
regulations, connect directly to smartphones [14]. Hearing aid manufacturers are
following suit. The user experience for these apps, as well as those designed by the
hearing aid companies, are going to shift from simple remote control operation to
incorporating increasingly sophisticated levels of personalization.

We have found that participant-triggered listening evaluations allow the user to
become part of the hearing device fine-tuning process, thus leveraging to some extent
the positive motivational effects of co-creation and participatory design. As
customary, no single user experience design is right for every user. Designers in the
arena of hearing-related apps must take into careful account the cognitive, functional,
and psychological aspects of the user experience.

Acknowledgements. The authors are indebted to all personnel at Oticon A/S who
supported this research, as well as the study participants. The project was funded by
the Oticon Foundation.
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Abstract. The authors have been involved with developing a number of
mHealth smartphone Apps for use in health or wellness research in
collaboration with researchers, clinicians and patient groups for clinical areas
including Sickle Cell Disease, Attention Deficit Hyperactivity Disorder, asthma
and infertility treatment. In these types of applications, end-users self-report
their symptoms and quality of life or conduct psychometric tests. Physiological
data may also be captured using sensors that are internal or external to the
device. Following a discussion of the multiple stakeholders that are typically
involved in small scale research projects involving end-user data collection,
four Apps are used as case studies to explore the issue of non-functional
requirements.

Keywords: m-Health, Requirements Engineering, Software Engineering, User
experience, Ethical issues in DUXU, Healthcare/Medical systems and DUXU,
Management of DUXU processes, Medical/healthcare and DUXU, Mobile
products and services.

1 Background

Mobile health (mHealth) applications (Apps) based on cellular phones, Smartphones
and tablet computers are a rapidly growing trend in healthcare [1-3]. Healthcare
researchers are increasingly turning to mobile apps for data collection as it is seen as a
quick, easy way to obtain data from end-users (patients, carers or members of the
public) in their everyday environment, using devices that users either own themselves
or are becoming increasingly familiar with.

Apps can be used for a variety of purposes for monitoring or self-reporting of a
person’s health state or well-being (including performing tests) and to assist with
tracking of adherence to medication use and/or treatment. They may also capture
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and/or process data sources from sensors that are capable of physiological
measurement that are either internal to the device (accelerometer, gyroscope, camera,
microphone, GPS) or external where they are carried or are worn on (or potentially in)
the body or clothes or are present in the near environment [4].

However, it has been noted that Apps are often designed with little health
professional involvement [5,6] and that end-user Apps are often produced from the
healthcare system perspective rather than with a user-centred approach [7]. In
addition, the importance of a number of other stakeholder considerations are evident,
including ethical and other research governance requirements and potential for
interaction with healthcare informatics infrastructure within the research institution or
provider organisation(s). Some of these themes are common to other healthcare
technologies or software, whereas others are the result of the mobile nature of the
devices and the relatively uncontrolled environments in which they operate.

2 Multiple Stakeholders

A typical set of stakeholders for an App being developed for use in a small research
project is shown in Fig. 1. This consists of four main groups: research institution
and/or healthcare provider organisation, researchers, users and applications
developers.

Research institution/

Provider organisation

e  Research
governance

e  Ethics

Application
Developers

Researchers

e  C(Clinical/Scientist

e  Engineering/
Analyst

e Involvement

Users
e  C(linical user

e  End-user

Fig. 1. Stakeholder groups in the App design process and flow of requirements

The make-up of an App development project team for a research application may
include some or all of clinical/scientist, engineering/analyst and involvement
researchers who will all have a role in software requirements production and also
have their own requirements, not least because there is usually a tight timeline for
completing the study.
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In a university, for example, a research collaboration could include all three types
of researcher. The goals for the researchers will be the effective testing of an App
prototype for its functionality, usability and reliability in a real-world setting and to
then use it to successfully capture end-user data for the study.

The clinical/scientist researcher will typically supply the App’s requirements in
terms of clinical or wellness outcomes (from prior knowledge or from liaison with
providers) and will usually provide the study design methodology to be implemented
e.g. questionnaire or psychometric test. A clinical/scientist researcher may also be a
user especially at the early prototype stage or in a small study. An involvement
researcher will ensure clinical user or end-user engagement throughout the process.
The engineering researcher, if any, acting as a software analyst, will be responsible
for producing the Apps requirements for the application developer or alternatively
they may also be involved in the application development and implement the
requirements themselves.

In software engineering the ‘how?’ of implementation is generally separated from
the requirements process. However, there are some aspects of mobile development
which mean that non-functional requirements [8,9] may strongly influence the choice
of implementation platform and so for the application developer a number of
implementation choices have to be made in parallel with the requirements process
[10] e.g. What range of devices and operating systems should be supported? What
device functions will be available and which are likely to be used by other
applications? For mobile Apps this quickly leads to the question of whether to choose
a native, web or hybrid implementation [11]. Furthermore, unless the App is
standalone there is a question of server-side interfacing and interoperability across
healthcare IT systems which may be prescribed or regulated though an API or
interoperability toolkit. The use of Apps and sensors in a network may demand that a
range of security issues be addressed in the system design [12].

Additional non-functional issues to be addressed in the development process
include fully eliciting end-user & clinical/scientist user needs and fulfilling ethical
and research governance requirements of the research institution or healthcare
provider organisation(s). It is likely these will be addressed via the research team by
liaison with clinical or end-users and with appropriate review of the proposed
research by institution or provider contacts.

Ethical requirements include the practical aspects of ensuring personal data
security and anonymity. Other ethical factors are privacy during the study (in
particular when the App is dealing with sensitive information), burden on the patient
relating to the degree of active or passive monitoring and the frequency of data
collection, and impact on clinical care (e.g., potential impact on health in the course
of App use due to possible stress or anxiety). Assessment of such ethical issues at an
early stage of technology development is advisable. Trust in such security and privacy
measures by the users and confidence in the system in general should help them offer
honest and full responses, whilst early consideration of user requirements and
interactions will improve the design of the research study through an improved
understanding of burden, potentially leading to reduced withdrawal/drop-out rates.

User requirements include identifying all potential users and their capabilities,
needs and preferences. As with Apps in general, users’ physical and cognitive
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abilities, prior experience of using computer systems and the internet and preferences
for modes of communication will all have an impact in mHealth. Also relevant are
practical issues when devices are used for everyday interaction at the same time as
being used for monitoring health, including text messaging and use of native phone
functions such as accelerometers, alarms, microphones and cameras. Participants in
research studies may rely on existing usage of these phone functions and so the
mixing of their normal daily use and use for a study may conflict. We have proposed
audits with the clinical population as a way of exposing these requirements [4,11] in
addition to more traditional methods such as focus groups or drop-in sessions with
early prototypes.

Furthermore, mHealth App users do not always keep devices turned on or charged
up. For a research study this could be inconvenient or result in loss of data. However,
a research instrument may also become a product and if an App is being used to
monitor care it will need to be rigourously assessed for accuracy and reliability.

Constant and honest communication about requirements and expectations between
researchers and App developers is essential to prevent frustration, misunderstandings,
or problems when the research starts. For example, if the end-user is frustrated or has
a poor experience then this may result in poor adherence or withdrawal from the
study. Researchers need to be able to tell the developers what they require and in
turn clinical researchers need to know the capabilities (and restrictions) of the
technology so that their expectations are realistic. Developers on the other hand, will
need to know about potential ethical restrictions at the outset.

This paper now draws out some of the stakeholder requirements from four case
studies of App developments with researchers, all of which include one or more of the
authors as the researcher(s).

3 Case Studies

3.1 Mild Asthma Self-reporting with and without Physiological Measurement

The first case study concerned persons with mild asthma. This project (described in
more detail in a previous paper [4]) was a pilot study of self-reporting by means of a
daily smartphone questionnaire without and then with additional twice-daily
physiological measurements from a pulse oximeter and peak flow meter, to study user
requirements and interactions between self-reporting and the measurement tasks.

The stakeholders in this study were University of Nottingham researchers in the
Faculty of Engineering and School of Computer Science who were conducting the
user requirements study and the end-users were recruited from volunteers at the
university identifying themselves as having mild asthma. The application
development was carried out by a graduate student.

From the researchers there was a requirement for a quick solution since the study
was due to take place over 12 weeks. Since one component was a text-based
questionnaire (requiring readings from peak flow meter to be entered into the
questionnaire manually), it was decided to implement the study as a web App and use
an inexpensive third party Android App to capture data from a Bluetooth pulse
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oximeter. where Android smartphones would be lent to the users by the project
researchers over a period of 2 weeks, therefore it was decided to implement the study
on an Android platform only.

The other main non-functional requirement prior to the study commencing was
ethical. The ethics committee expressed a requirement for data security which was
fulfilled by using an HTTPS connection with password protection and for analysis the
data was downloaded over a secure connection to university computers, with the usual
safeguards restricting access to named personnel. No user identification was collected
or stored on the phone. In addition, participants were able to set a passcode to lock the
phone, preventing unauthorised access during use.

From the end-user perspective a number of non-functional requirements were
identified during the pilot study including convenience (e.g. inconvenience from
sitting down to use the pulse oximeter), confidence in the success of data upload and
dependability of the Wi-Fi, Bluetooth and battery. Another requirement was that the
App should not affect the users’ condition and which was not evident during the study
although one participant did express the opinion that thinking about a cough may
exacerbate it. On a positive note, one participant reported that using the App acted as
a reminder to carry their asthma inhaler.

3.2 IVF Treatment Stress Diary

The second project concerned women undergoing in-vitro fertilisation (IVF)
treatment [11]. The requirement was for ecological momentary assessment during
IVF treatment using patients’ own phones, allowing them to complete entries in a
stress diary and respond to prompts to perform a psychological test IPANAT [13]) in
a secure manner.

The requirements were supplied by a postgraduate psychology student and their
research supervisors at The University of Nottingham, School of Medicine one of
whom was a Consultant Gynaecologist. They also organised patient recruitment. The
requirements were produced by researchers in the Faculty of Engineering and
application development was carried out by an in-house application programmer who
was also a researcher on the project.

Since patients were to use their own phones, a phone survey was first carried out in
which all participants were found to have access to some kind of mobile device and
three-quarters of these were found to own a smartphone and use Apps [10].
Communication preferences showed a majority preference for an App to collect diary
and test results and communicate them to the researchers but some participants’
preferences were for other modes of communication (SMS text, voice, paper
questionnaire). Furthermore, wide usage of an alarm clock function was found.

The subsequent ethics committee submission to an NHS panel for the main study
raised some interesting non-functional requirements. In particular, the panel thought
that text messaging for prompting could potentially compromise confidentiality and
security of the data if the phone was lost. The advantage of using an App would be
that data would be recorded on a secure server with password protection. Also for this
particular project, the potential use of telephone conversations as a method of
prompting/signalling users to carry out the ecological assessment was considered to
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be an unacceptable burden because this would entail contacting the patients every two
days. This would also have been a burden on the researcher.

Due to the requirement for patients to use their own phones, and the fact that the
survey found that most participants had either an Android phone or iPhone, it was
decided to implement an App for each type of phone. The native alarm would be
more acceptable for prompting since this could be turned off by the user and did not
reveal the source of the prompt. Implementation of the App in Android phones used
Eclipse Integrated Development Environment (IDE) with the Android Development
Tools plug-in and for iPhones, Xcode was used [11].

3.3  Sickle Cell Disease Pain App

The aim of this project was to develop a valid, reliable and acceptable method of
remotely monitoring blood oxygen saturation (SpO,) for people with Sickle Cell
Disease (SCD). Two data collection studies were planned. The first was a focus
group study to collect subjective information from adults with SCD. The results of
this were used to inform the design of the second study: a feasibility trial of a new
device for home monitoring of SpO, using a Bluetooth pulse oximeter (using the
same device as in case study 3.1) interfaced to a custom designed App (instead of the
third party App in 3.1).

Stakeholders included researchers at the University of Nottingham, Faculty of
Engineering including the same in-house developer as in 3.2 and the Sickle Cell
Society who assisted with the recruitment of volunteers with SCD.

The aim of the feasibility trial was to test the function of the sensors to monitor
variations in oxygen saturation and to gauge the acceptability of the monitoring
process to the participants with SCD. Participants were given Android phones and a
pulse oximeter for a period of 3 months. During this time they were be asked to take
their SpO, readings twice a day and to record symptoms of pain and answer questions
about quality of life and breathlessness several times each day, according to their
location. No clinical decisions about treatment were to be made on the basis of the
readings.

The requirement to include questions about symptoms of SCD in the App came
from both the researcher and the users, however, this was for different reasons.
Individual users wished to be able to report exactly how they were feeling in a way
that was natural and meaningful to them and this varied somewhat from person to
person. For the researcher, however, it was important that symptom information was
collected in a standardised way that would allow comparisons to be made between
users and across time.

This was resolved by a number of informal and group discussions between the
researcher and potential users which aimed to discover how they talked about their
symptoms with clinicians and how they talked about them with their families. The
result was that validated clinical scales were used that met the requirements of the
researcher but additional questions were added based on the views of the users. For
example, rather than just asking about general pain, users were able to record the
body area that they were experiencing pain.

Many people within the user population for this study (adults with SCD) come
from disadvantaged backgrounds and a large number of potential users did not own a
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smartphone. As a result phones were lent to users for the duration of the study and
because of budget constraints the decision was made to develop an Android app
because of the lower cost of Android handsets.

Implementation of the App was in Eclipse IDE with the Android Development
Tools plug-in.

3.4  Snappy App: Attention Deficit Hyperactivity Disorder Assessment App

Attention Deficit Hyperactivity Disorder (ADHD) is a neurodevelopmental syndrome
that is characterised by three core symptom domains; inattention, hyperactivity and
impulsivity. Given the variation in causes and behavioural consequences of ADHD,
diagnosis, symptom monitoring and response to medication currently rely on
subjective interpretation of information gained through clinical interview and
questionnaires. Standardised measures of cognitive function offer the potential to
provide a more objective measure of symptoms and response to medication, and could
potentially speed up the process of treatment optimisation.

A pilot study was conducted on a non-clinical sample to establish the feasibility
and validity of a smartphone application which could be appropriate for monitoring
symptoms in a clinical population. The researcher preference was for users to use
their own phones because of budget constraints.

The stakeholders supplying the requirements are psychology researchers in the
School of Medicine and researchers in the School of Engineering who produced the
requirements and these were initially implemented as a smartphone App by the same
in-house application developer as for 3.2 and 3.3.

The primary aim of the pilot study is to establish whether it is feasible for end-
users to conduct a continuous performance test (CPT) [14] whilst their physical
activity is measured using the in-built motion sensors (accelerometer, gyroscope)
[15]. This type of psychometric test involves presenting a sequence of letters (or
alternatively a series of images or audio cues) and asking the user to respond when a
specified target occurs e.g. by clicking a switch, or in this case via the touch screen or
a button on the screen of the smartphone, whilst remaining passive to non-target
stimuli.

Initially, due to time constraints, an App was developed to implement the CPT on
an Android platform only. Development in Eclipse with the Android Development
Tools plug-in employed a Java API to access the accelerometer and (where present)
gyroscope readings, during presentations of the CPT cues. The native alarm function
was used to prompt the users to take the test. However, since the test was to be
conducted at a low frequency of twice a week and there had been some problems with
the alarm setting function in initial tests with users, it was subsequently deemed not
too burdensome to email the participants instead. At the same time the researchers
also expressed a preference to widen the platform to iPhones but it was no longer
possible to use the original in-house application developer.

As a result, with an extra month to make the change, it was decided to switch the
implementation to a web App written in Javascript using HTMLS device motion and
orientation features to access the accelerometer and gyroscope data and to dispense
with the native alarm function which would not be controllable from a web client.



22 M.P. Craven, A.R. Lang, and J.L. Martin

Server collection of the data was implemented using HTTPS. The web App was
implemented by another of the Engineering researchers.

For the researchers, meaningful correlations were found in this initial study with
activity data collected from the phone sensors however it was found that it was
possible to collect accelerometer data from only 6 of 11 phones and just 4 phones
were able to provide gyroscope orientation data [15]. This situation may improve in
the future when more phones support HTMLS functions. Results from the study from
the end-user point of view showed that the task was considered to be easy and not
stressful, however preferences were expressed about screen background colour, font
size, display of the time, and a number of usability suggestions included choice of
user name, addition of a help function, further reminders (by text messaging) and a
gamification function (scoring or ranking system for participants).

4 Conclusions

The results of the four case studies give some insight into the production of research-
led Apps which were produced, implicitly, through a Scrum-like process [10] using a
small in-house development team.

Non-functional requirements were dominated by development time from the
researcher point of view and are seen to influence the implementation choice e.g.
limiting it to one platform. Cost requirements also acted to limit implementation
choices. Data security, privacy and concern for end-user burden dominated the
requirements of the research institution ethics committees, which in turn limited
implementation choices, in one case excluding text-messaging in favour of the native
alarm clock for prompting the end-user (case study 3.2). Ethical challenges associated
with App-based research are an ongoing issue for which theory and regulation is still
catching up with current opportunities arising from the use of these technologies for
research purposes.

From user feedback in case study 3.1 a number of user requirements were revealed
including reliability of data collection and dependability of device networking and
power. In 3.3 the App was required by end-users to produce information beyond that
required by the researchers and in 3.4 there were several aesthetic and usability
requirements that emerged, some of which may conflict with ethical or researcher
requirements.

Device-independence is an implicit requirement that is mostly not being met and
choices were made in each of the examples which acted to exclude some devices and
hence also either excluded their users, or demanded that they use phones that were
lent to them by the researchers. An interesting solution is a modular framework for
cross-platform development, LambdaNative, devised by Petersen et al. for mHealth
applications, using the Scheme (Gambit C) language, where they describe an oximeter
application, a wireless monitoring and messaging device for multi-bed patient data
and an anesthesia drug controller implemented as a client-server system. However,
they accept that the use of Scheme will present a learning curve for engineering and
the medical community personnel and that this had been the biggest challenge in their
work so far (their development team consisted of four code developers on staff; one
programmer, two physicists and one engineer, with diverse coding backgrounds) [16].
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Requirement for the collection of sensor data from devices provides an additional
challenge where it is seen from the result of 3.4 where not all phones provided motion
and/or orientation data, in part due to variable support for HTMLS5 Javascript
functions in the web App.

Due to the nature of the case studies we have not been able to explore
interoperability or other informatics issues but this will involve further requirements
production, in particular from provider organisation stakeholders.
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Abstract. A significant proportion of society experience mental illness, many
of which uses the Web for advice and support relating to their illness. With a
high proportion of society experiencing anxiety and depression, it is important
that web designers are informed of specific requirements to ensure Websites are
accessible, particularly those websites that provide support and advice for
mental health. Anxiety and depression can affect cognitive functioning, which
can then impact upon the accessibility of web based information. The premise
of this research is to look at design elements that are most likely to cause issues
for people experiencing anxiety and depression. During a focus group, people
who have a diagnosis of anxiety and depression were asked to discuss
difficulties they experienced when carrying out specific tasks. The results from
the study show that the problems encountered can be categorized under three
main themes: information retrieval; information presentation and the
understanding of information.

Keywords: Web Accessibility, Guidelines, Health Care, Mental Illness,
Anxiety, Depression.

1 Introduction

Across the world, a significant proportion of society experience mental illness, many
of which will use the Internet. The World Health Organization states that more than
450 million people worldwide have a mental health problem. (WHO, 2010) To put
the problem into perspective, both the USA and the UK report 1 in 4 people who have
experienced mental illness (ONS, 2013; NIMH, 2012). Anxiety is one of the most
common mental health disorders with 1 in 5 people affected (NIMH, 2012,
particularly people between the ages of 40 and 59 or over 80 (ONS, 2013). When one
considers the predominance of mental illness within society, particularly in terms of
anxiety and depression, the issue of web accessibility for this user group should be an
important consideration. To clarify, we use the term web accessibility to imply the
ease with which people can access web based information, regardless of impairment
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or ability Thus, when designing web resources specifically for people with mental
illness, web accessibility should be paramount.

1.1  Using the Web as a Resource for Self-Help in Mental Health

The Web is increasingly providing access to the provision of health care via the Web
and plays a significant role in providing information on mental health. This includes a
variety of resources that facilitate support and self-help, such as information sites;
social networking sites; communities as well as others (Good et al, 2013; Van de belt
et al.,, 2010). When we consider that in 2010, people in the USA spent 10 billion
dollars on self-help materials (Harwood & L’Abate, 2010); it is hardly surprising that
a significant number of people are increasingly also looking to the Web for self-help
resources. Easy access to information and anonymity as opposed to potential stigma
from using more traditional routes has certainly helped to pave the way.

1 in 5 people with a diagnosed mental health condition will use the Web to find
information about mental health (Powell et al, 2007). In fact Powell at al carried out a
study in 2007 that sought to investigate the extent of information seeking on mental
health. The study found that 18% of Internet users had searched for information on
mental health, with a higher prevalence with people who had either a history of
mental health problems or who were currently experiencing psychological problems.
One of the recommendations from the study was that ‘there needed to be a better
understanding of how individuals actually use the Internet’. (Powell et al, 2007).
Given the extent to which people clearly use the Internet as a tool to manage their
illnesses, it is important to ensure that the information is accessible, particularly given
the effect that anxiety and depression has upon cognitive functioning.

Whilst research into designing for sensory and physical impairments has led the
way with accessibility related research, it is more recently however, that there has
been a drive towards focusing upon designing for people with mental illnesses
(Doherty et al, 2010; Rotondi et al, 2007). When looking at accessibility design
guidelines, mental health disorders tend to be categorized under cognitive
impairments. However, simply designing for cognitive impairments in general
presents many challenges, not least because of the range of impairments included
under the label of ‘cognitive’ and in turn, the complex diversity of user needs arising
from this ‘range.

2 The Effect of Anxiety and Depression Upon Cognitive
Functioning

Anxiety and depression affects cognitive functioning in many ways but what is
particularly interesting is that the same issues relate to both disorders. Anxiety and
depression has been shown to affect cognitive functioning in activities that relate to:
learning; memory; attention and verbal ability (Papazacharias & Nardini 2012;
Gualtieri & Morgan 2008; Porter at Al, 2003). Furthermore, cognitive performance
can be significantly decreased up to 3 years even before depression has been
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diagnosed and episodic memory impairment in particular can remain after recovery
from depression (Airaksinen, E et Al, 2005). There are also a number of
neurobiological studies that indicate a correlation between depression and functional
changes in brain regions that relate to cognitive functioning, particularly episodic
memory (Campbell at al, 2004; Frodl et al, 2002

These problems in cognitive functioning will undoubtedly impact upon the ease
with which people that are experiencing anxiety and/or depression, can perceive and
understand Web based information and indeed operate certain interface components.
Web pages can then become inaccessible to people who are experiencing impaired
cognitive functioning as a result of anxiety and/or depression. The identified user
group may well already be experiencing symptoms relating to a mental health
disorder prior to commencing their information seeking activity. If they encounter
accessibility issues relating to the design of web pages, this could result in increased
anxiety which then further impacts upon cognitive functioning.

3 Design Guidelines for Cognitive Impairments

There continues to be a drive towards making the Web inclusive; to ensure that
regardless of user needs, the Web can still be accessible to all. These needs can relate
to physical, sensory and cognitive deficits; both permanent and indeed temporary.
Published guidelines have been available since 1999 to advise on Web accessibility
for a wide range of physical and cognitive impairments (Trace Research and
Development Center, 1996; World Wide Web Consortium [W3C], 1999; W3C,
2004). Yet whilst accessibility guidelines have focused upon some cognitive
impairments, there is less that relates specifically to mental illness. Given that a large
number of web-based resources are designed to provide services specifically for
people with mental health problems, accessibility of the information itself is
paramount to ensure that regardless of disability or impairment, websites should strive
for inclusiveness.

To clarify, the Web Content Accessibility Guidelines 2.0, which were developed to
help designers create content that is accessible regardless of disability, have
developed guidelines under 4 main principles: perceivable; understandable; operable
and robust.

1. Perceivable - Information and user interface components must be presentable to
users in ways they can perceive and not be invisible to all senses

2. Operable - User interface components and navigation must be operable and not
require interaction that a user cannot perform

3. Understandable - Information and the operation of user interface must be
understandable.

4. Robust - Content must be robust enough that it can be interpreted reliably by a
wide variety of user agents, including assistive technologies. (WCAG 2.0, 2012).

Guidelines to help web designers create content that is accessible to people with
disabilities or impairments are produced by the W3C Web Accessibility Initiative
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group. The website also provides extensive information on how people with different
disabilities are able to use the Web. Disabilities or impairments are categorized as
follows: Auditory; Cognitive and neurological; Physical; Speech and Visual (W3C,
WAL, 2012). Within the category ‘Cognitive and neurological’ are a range of
disabilities that do also include ’Mental health disabilities’, which cover mental
illnesses from psychosis through to anxiety and depression. Accessibility problems
with this user group are cited as:

“Difficulty focusing on information, processing information, or understanding it.
In particular medication for these disorders may have side effects including blurred
vision, hand tremors, and other impairment” (W3C/WALI, 2012).

3.1  W3C/WAI Guidelines for Cognitive and Neurological Impairments

The W3C/WAI does provide general guidelines for designing content that is
accessible for cognitive and neurological impairments:

Clearly structured content that facilitates overview and orientation

Consistent labelling of forms, buttons, and other content parts

Predictable link targets, functionality, and overall behavior

Different ways of navigating websites, such as through a hierarchical menu or
search option

Options to suppress blinking, flickering, flashing, or otherwise distracting content

e Simpler text that is supplemented by images, graphs, and other illustrations
(W3C/WAL, 2012).

Whilst there are guidelines in place that cover the general area of cognitive
impairments, the premise of this paper is to look design elements that specifically
cause problems for people with mental illness, but in particular, anxiety and
depression. We are interested to find out whether there are general themes with the
problems our targeted user group might experience and the degree of anxiety
experienced. This could then help web designers to better understand the importance
of accessibility for this user group and the main issues to address.

4 Understanding Accessibility Issues for People with Anxiety
and Depression

It is important for our research to gain users’ perspective of accessibility issues for
this user group. To this extent, we wanted to carry out user centered research and talk
to people who experience anxiety and depression. The aim of the research was to
gain a better understanding of the accessibility issues this user group experience.
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4.1 Method: Focus Group

We considered an appropriate tool for user centered research was a focus group, made
up of people who have had a diagnosis of anxiety and/or depression. Two focus
groups were held, each with 10 people plus a facilitator. Participants were asked to
complete two tasks. The first task was locating information that advised on their
condition from two websites of their choice. The rationale for this task was based
upon the extent to which people use the Web to find information about mental health;
1 in 5 people (Powell et al, 2007). The second task was to find a self-help book
relating to their condition, using an online shop of their choice. The rationale for this
task relates to the extent to which people seek self-help books (Harwood & L’Abate,
2010). Participants were asked to write down the problems they encountered and to
rate the level of anxiety that each problem caused, from 1-3, with 1 being low anxiety,
2 being moderate anxiety and 3 being assigned as a high level of anxiety.

4.2  Results

The participants identified a range of issues that caused difficulties when carrying out
the tasks.
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Fig. 1. Design Elements Affecting Accessibility for People with Anxiety and Depression

Furthermore, we were able to see the degree of anxiety which some design
elements caused. Figure 1 shows the identified issues, along with the predominance of
each issue. Poor navigation is shown to be the most commonly reported issue
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amongst the 20 participants, with 8 identifying it as being a significant problem. Other
notable issues were: malfunctioning search bars; confusing menu options; complex
purchasing process and registration process as well as excessive advertisements.

Whilst we wished to identify common accessibility problems with this user group,
we were also interested as to what extent these problems caused anxiety. In figure 2,
we can see that the issues that tended to cause the most anxiety related to problems
with: locating information; poor navigation; malfunctioning search bars and a
complex purchasing process. These results correlate with the number of participants
that identified these issues as being problematic, as shown in figure 1.
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Fig. 2. Design Elements Increasing Anxiety for People with Anxiety and Depression

5 Discussion

Whilst the results from this research indicate common accessibility problems for this
user group, we were interested in whether there were any identified common themes.
We were able to establish three common themes from the 14 issues raised. These
were notably issues with the presentation of information, understanding of
information and searching of information. Table 1 shows how the issues were
categorized into themes, with the associated number of participants included.
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Table 1. Categorizing Design Elements Causing Accessibility Issues

Presenting Understanding Searching oth
er
Information Information Information
. . . Confusing menu o Time limited response
Distracting design |2 . 1 |Poor navigation 8
options forms
. Slow response in
. Non perceivable Unable to locate . .
Information overload|3 |. 1 1. . 3 |websites loading 2
icons information . .
information
Poor organization Complicated .
. 3 |Poor filters 3
and presentation language
Excessive 4 Complex purchasing 4 Malfunctioning 5
advertisements process search bars

We can then see in figure 3, a comparison of the identified themes. Issues that
relate to ‘searching for information” were most prevalent.

Searching for
information
20

15
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Understanding
information

Other issues

No of Participants

Presentation of
information

Fig. 3. Categorizing Design Elements Causing Accessibility Issues

Certainly the issue with understanding information correlates with the W3C/WAI
guidelines that state people with cognitive impairments experience: “Difficulty
focusing on information, processing information, or understanding it” (W3C/WAI,
2012). Furthermore, the guidelines for web designers provided by W3C/WALI also
correlate to the general themes identified in this research, as seen in table 2.
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Table 2. Correlating themes with W3C/WAI Guidelines

W3C/WAI Guideline Identified Themes from the Research
Clearly  structured content  that | Presentation /Searching
facilitates overview and orientation

Consistent labelling of forms etc Presentation

Predictable link targets Understanding / Searching
Different ways of navigating sites Searching

Options to supress distracting content Presentation

Simpler text Understanding

Perhaps the most notable finding from this research is the theme of accessibility
problems that cause the most anxiety for this user group, that being searching for
information. In figure 2.2, we see that out of the 4 issues that cause the greatest
anxiety, 3 of these relate to problems relating to searching for information. We know
from the literature featured earlier in the paper that people with anxiety and
depression can experience difficulties with cognitive functioning, relating to learning,
memory and attention (Papazacharias & Nardini 2012; Gualtieri & Morgan 2008;
Porter at Al, 2003).

Recommendations to Web designers, particularly when designing web based
resources in mental health are categorized under the accessibility themes:
¢ Searching for Information: Provide intuitive navigation and ensure filters and

search functions work properly.

o Presentation of information: Ensure information is organized well and avoid
distracting design.

e Understanding of information: Avoid complicated language and ensure menu
options and links are easy to understand.

Further to these recommendations is to advise Web designers to carry out user centred

evaluation of their Web sites. These can be as simple as cognitive walkthroughs

using predominant tasks, as well as more involved user testing.

This research should be considered more as an exploratory study, given the small
number of participants, and therefore the results should be viewed as indicative and
also as a prelude to further research into evaluating and improving accessibility to
Web based mental health resources.
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Abstract. This paper describes an interaction study conducted in Brazil that
aimed to investigate how people read a digital medicine leaflet in a mobile de-
vice. This insert summarizes the main typographic characteristics of Brazilian
current digital leaflets. Tests were held with the participation of 20 volunteer
individuals and consisted of four stages: (1) definition of participants’ profile,
(2) task 1: finding specific information in the digital leaflet, (3) Task 2: reading
the digital leaflet in a mobile device, (4) follow-up interview. According to the
results of the interaction test, there is evidence that the current structure of the
digital medicine leaflets in Brazil is not designed for access via mobile devices.
The findings of this study point to the need of information design guidelines for
the Brazilian digital medicine leaflets, considering interactivity and navigability
aspects. It is important to propose new solutions for digital leaflets and test them
with people, in order to ensure the legibility and usability of these documents.

Keywords: patient information leaflets, mobile devices, usability.

1 Introduction

Medicine information leaflets are frequently regarded as documents with several
problems concerning legibility and readability. Small letters, lack of attractiveness,
technical language, poorly defined information hierarchy and paper transparency,
among others, are examples of these deficiencies [1-5]. In contrast, the literature
states that medicine leaflets play a very important role in providing information about
healthcare for patients [1-3]. In order to make people become aware of the rational
use of medicines and to help them getting involved in medical decision making, the
PILs (patient information leaflets) are considered tools to empower patients [6-9].
Such discourse is a central point of some health policy moves in countries around
Europe, US, Australia and New Zealand [2].

Legislations enacted in several countries try to address these issues, but the lack of
strong evidences about how to write, design and deliver information about medicines
has led to many different approaches [2]. In Brazil, since 2003 the National Health
Surveillance Agency (Anvisa) regulates form and content for medicine leaflets [10],
[11]. Along with regulations for the print versions of leaflets, Anvisa has also insti-
tuted the digital medicine inserts, available online on the system Buldrio Eletronico
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(electronic archive of medicine leaflets). This database has been released in 2005 [12]
and provides free access to information leaflets for many of the medicines sold in
Brazilian drugstores. There are two versions available for each leaflet: one produced
to inform patients and another specifically made for health professionals. The first one
must contain summarized information, written in appropriate and plain language [11].
On the other hand, leaflets intended for the use of health professionals need to present
technically detailed information [7]. Distinguishing between professional and patient
information leaflets is a legal obligation in Brazil since 2003, as a revision process of
the national legislation about medicine leaflets [10], [13]. These changes in legislation
have also been important in order to provide tools for the management of medicine
leaflets produced in Brazil, creating an electronic system to that purpose called E-
Bulas and the abovementioned archive of medicine leaflets, Buldrio Eletronico [12],
[13], [14].

With the rise in sales of smartphones and the growing number of accesses to the
web in mobile devices in Brazil, it is important to consider designing content to be
accessible in such equipments. However, the current structure of Buldrio Eletronico
demonstrates lack of concern to this statement. Patient and professional information
leaflets are available as PDF files, which demand that people download them before
having access to the content. Moreover, the configuration of these digital leaflets is
clearly oriented for print and not for reading in electronic devices.

2 Digital Medicine Leaflets as Print Documents

Despite the efforts made by Anvisa to regulate and establish a minimum quality stan-
dard for content and form of medicine leaflets, the electronic versions of these docu-
ments are practically ignored in the Brazilian legislation. The current legal text, pub-
lished in 2009 and corrected in the beginning of 2010 [11], provides guidelines to
typographic aspects such as the choice of typeface, minimum body size for text set-
ting, measure of text columns, leading — interline spacing —, text alignment, use of
uppercase letters, bold, italic and underline to highlight text passages. All these speci-
fications clearly define formatting of print documents. There is only one paragraph
that describes the form of leaflets for publication in Buldrio Eletrico, stating that these
versions should not be set in more than one column of text.

Comparing the currently available digital leaflets to the literature about typogra-
phy, there is evidence that many problems regarding legibility and definition of
hierarchy occur in the formatting of the leaflets. Such problems include excessively
lengthy lines of text, insufficient leading, tracking disorders, with altered word
spacing and weak differentiation of hierarchical levels of information. Thus, the doc-
uments available on the electronic archive of medicine leaflets still show several defi-
ciencies related to the graphic presentation of content. So, it is questionable if the
problems detected can have any influence in reading the digital leaflets in mobile
devices, due to the limitations in the screen size, the interaction in the touch interface,
the use of zoom and pan gestures.
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3 Investigating How People Read Digital Leaflets
in Mobile Devices

In order to address the questions raised before about reading digital leaflets in mobile
devices, an interaction test with 20 participants was conducted in Brazil. It was de-
signed based on former research on reading strategy for print leaflets held by Fujita
[15], and on the study about interaction in handheld devices by Pottes [16]. The inte-
raction test also followed some of the guidelines for readability tests conducted in the
European Union, especially regarding the number of participants [17]. Each person
was asked to read a fictitious digital leaflet in an iPod Touch device, and then to en-
gage in a follow-up interview. The leaflet prepared for this study was set in order to
reproduce the most frequent typographic patterns found in Brazilian digital inserts.
Therefore, the main characteristics of the document were:

Size: A4 (210 x 297 mm);

Margins: 28 mm (superior and left), 26 mm (inferior and right);
Typeface: Times New Roman;

Body size: 10 pt;

Leading (interline spacing): 12 pt;

Column measure: 156 mm — 109 characters per line;

Text alignment: justified.

All results were video recorded, and participants’ navigation in the digital leaflet, the
use of zoom and pan gestures were assessed through screen captures.

3.1 Defining Participants’ Profile

In this first part of the interaction test, participants were asked to write down in a
questionnaire some information that could be used to identify their profile. This includes
genre, age, level of education and also data about habits of reading patient information
leaflets, opinions about quality of graphic presentation of these documents and fami-
liarity with mobile devices.

The sample of 20 participants was selected so as to have equal numbers of male
(n=10) and female (n = 10) individuals, since this study did not consider possible
discrepancies in the variable genre. Former research did not indicate the occurrence
of noticeable disparities in the distribution of genre in readers of medicine leaflets
[4]. Concerning age, there was no control over this variable and the sample was
formed by people from the following groups: 18-25 years old (n = 13), 26-30 years
old (n = 2), 31-40 years old (n = 3) and more than 50 years old (n = 2). The analysis
of level of education showed that most of the participants (n = 12) were undergra-
duate students.
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When asked about familiarity in reading patient information leaflets, participants
generally rated themselves with medium or high levels (n = 12). Regarding quality in
the graphic presentation of leaflets, the results point that it has been assessed as
medium (n = 6) or low (n = 12). Comments justifying these opinions frequently cited
the same deficiencies indicated in the literature, particularly the small letters (n = 15).
Opposed to the familiarity with printed leaflets, most of the participants were unfami-
liar with digital leaflets (n = 18). However, this is not due to lack of contact with
electronic devices. It has been found that participants had medium or high levels of
familiarity with mobile devices (n = 18).

Since not all of them declared to be accustomed to using devices such as iPod,
iPhone and iPad, a brief training stage was offered to level the people who engaged in
the interaction test. Participants had a small tutorial on how to use zoom and pan ges-
tures (these last ones referred to as horizontal and vertical scrolling) to navigate
through a PDF file opened in the web browser Safari for iOS on an iPod Touch. The
first practical task of the interaction test started after this stage.

3.2 Task 1: Finding Specific Information in the Digital Leaflet

In this first task, participants were asked to find some pieces of information in the text
of a fictitious digital leaflet prepared for the study. The questions have been formu-
lated in order to contextualize situations in which people need to find information in
leaflets, as recommended by Maat and Lentz [18]. To provide the answers, partici-
pants had to relate aspects of graphic presentation and understand the hierarchy of text
elements in the digital leaflet.

When asked to find a warning, people often confused this kind of information with
secondary headings (n =5) or lists (n=11) due to the similarity in the typographic
setting. Similar findings were reached when participants had to relate a primary head-
ing to another element in the document hierarchy. Different kinds of information,
such as the main title of the leaflet (n = 3), secondary headings (n = 18) and warnings
(n =2) have been pointed as answers, along with the correct item (n = 4). Some indi-
viduals indicated more than one item as answer, so the sum of results is more than the
number of participants.

To finish this task, people should find a specific section of the text and differentiate
a third level heading from a warning. Because of variations in the length of these two
sorts of information, the participants could tell one from the other easily, despite the
resemblance in the typographic patterns of both. In this case, context of the informa-
tion in the text aided people to distinguish the hierarchical structure, but the same did
not occur on the first questions, when the typographic style of formatting confused the
participants and led them to relate items improperly.

After this task of finding information, the individuals were requested to read the
leaflet in the following step.
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3.3  Task 2: Reading the Digital Leaflet in a Mobile Device

As an instruction to carry on this second task, participants were asked to read the
digital leaflet naturally, as if they were in a real situation of use of that medicine.
Thus, there was no need to read the whole document, only the parts they use to read.
In addition, the individuals should perform this reading loud, so that their comments
and the precise indication of what sections in the text they were paying attention to
could be registered in audio.

The results of this phase of the interaction test revealed frequent use of pan ges-
tures to scroll in both horizontal and vertical directions. From the 20 participants, it
has been noticed that 14 used this pattern as a way to move through the text of the
digital leaflet. Another important aspect observed was the orientation of the device.
There was a subtle preference for the horizontal arrangement, maintained throughout
the task by ten users. Among the remaining individuals, eight used the device in the
vertical orientation to perform the complete reading task, whilst two other people,
although having started the activity with the iPod Touch in the vertical position, opted
to change it to the horizontal arrangement.

Using zoom gestures was also a recurring feature during the reading of the digital
leaflet. Throughout the tests of the 20 participants, it was observed that they used
gestures to zoom in content 70 times, while zoom out was used 58 times. In some
cases, inaccurate gestures of panning or zooming made people involuntarily activate
the text selection tool. In this situation, a magnifying glass appears to help the user
select the desired passage of text. However, this feature is not intended to assist in
reading and may cause some kind of discomfort to individuals. This is an event ob-
served in 12 of the 20 interaction tests, with a total of 28 documented occurrences.

In a more detailed examination of specific aspects of the interaction test, it was
found that the reading time varied greatly between users, with a minimum of 1min
53s and a maximum of 16min 20s. In average, people took approximately 7min 33s to
read the leaflet. Among the 14 items in the text structure, the ones that demanded
longer reading time of the participants were: 4. What should I know before using this
medicine? (2min 7s average), 8. What kinds of harm this medicine can cause? (1min
30s) 6. How should I use this medicine? (1min 13s). Fig. 1 shows the average time
calculated for all 14 topics in the digital leaflet used during the reading task.

Results obtained for use of zoom (Fig. 2) reveal relevant parallels with the time
that participants required in reading the leaflet. Similarly, the items on which partici-
pants used more gestures tom zoom in and out were: 8. What kinds of harm this medi-
cine can cause? (zoom in: n = 11, zoom out: n = 12), 4. What should I know before
using this medicine? (zoom in: n =13, zoom out: n=9), 6. How should I use this
medicine? (zoom in: n =9, zoom out: n = 9). In addition, topic 1. Why is this medica-
tion prescribed? also presented results that stand out for the use of the zoom (zoom
in: n =10, zoom out: n = 8), although the average reading time was low (28s). This
must be due to the fact that this section has a smaller length than the others previously
mentioned.
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Fig. 1. Average time required by participants to read each item of the digital leaflet

Id: Medicine identification — name and active ingredient; P: Presentation; W: Warnings;
C: Composition; 1: Why is this medication prescribed?; 2: How does this medicine work?;
3: When should I not use this medicine?; 4: What should I know before using this medicine?;
5: Where, how and for how long can I store this medicine?; 6: How should I use this medicine?;
7: What should I do if I forget to use this medicine?; 8: What kinds of harm this medicine
can cause?; 9: What if someone uses a larger amount of this medicine than indicated?;
Lw: Legal wording
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Fig. 2. Use of zoom gestures while reading each item of the digital leaflet

Id: Medicine identification — name and active ingredient; P: Presentation; W: Warnings;
C: Composition; 1: Why is this medication prescribed?; 2: How does this medicine work?;
3: When should I not use this medicine?; 4: What should I know before using this medicine?;
5: Where, how and for how long can I store this medicine?; 6: How should I use this medicine?;
7: What should I do if I forget to use this medicine?; 8: What kinds of harm this medicine
can cause?; 9: What if someone uses a larger amount of this medicine than indicated?;
Lw: Legal wording
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Concerning the exploitation of textual structure of the leaflet, it has been noticed
that the items pointed out by the results obtained for average reading time and zoom-
ing were read by of most participants: item 1 (n=17), item 4 (n=19), item 6
(n =20), item 8 (n=19). These topics are part of a section entitled Patient informa-
tion. This section attracted in general more people’s attention. Information regarding
the Identification of the medicine (items Id, P, W and C) and Legal wording (item Lw)
were commonly dispensed by users.

The results for average time of reading and use of zoom gestures point that partici-
pants developed a more careful and detailed reading, as intended for this task, in items
1, 4, 6 and 8. Specifically in these topics, the use of horizontal scrolling was frequent-
ly observed among participants: item 1 (n = 8), item 4 (n = 11), item 6 (n = 11), item
8 (n =12). Use of horizontal scrolling is regarded as something tedious and dull, that
should be avoided [19]. Additionally, the combined use of scrolling in both horizontal
and vertical directions is discouraged [20]. The need of using horizontal scrolling is
due to the oversized column measure and the small letters. Therefore, readers need to
zoom in so they can identify the typographic characters; in doing so, they must scroll
to read a complete line of text. This demonstrates that the graphic presentation of
leaflets is not meant for reading in small screens, such as those of mobile devices.

Task 2, focused on reading the digital leaflet in the iPod Touch, ended the practical
stage of the interaction test. It was followed by an interview, intended to identify par-
ticipants’ perceptions and opinions about the previous activities.

3.4  Follow-up Interview

This interview included questions about two main themes: (1) the graphic presenta-
tion of the digital leaflet and (2) the interaction with the mobile device while reading.

Regarding the first subject, participants stated that the typeface used, Times New
Roman, did not create difficulties in reading. The body size, though, has been noticed
in different ways by the individuals, yielding two trends: those who considered the
body size uncomfortable to read (n=7) and those who stated it was easy to read
(n =9). Four participants were indifferent to the effects of body size in reading the
leaflet. In fact, the type size displayed in the iPod Touch screen varied according to
the users’ preferences, since it was possible to zoom in and out. Some people pre-
ferred reducing the visualization of the document, in order to avoid horizontal scrol-
ling. They were also asked about the text column measure, generally answering that it
was too large (n = 14). Evaluations of comfort affirm that this oversized length was
uncomfortable to read (n = 11). Answers for indifference (n = 5) and for comfortable
reading (n =4) due to the column measure had less occurrences. In contrast, the last
aspect of typography addressed in the interview, leading, showed more positive
(n = 12) evaluations than negative (n = 4) or neutral (n = 4) answers.

Opposed to what has been observed in tasks 1 and 2, participants stated they could
easily distinguish the various hierarchical levels of information in the digital leaflet
(n=14). This result is similar to the answers of users about difficulties during the
interaction with the mobile device. Eleven individuals did not point any problem
while reading the digital leaflet, and 13 people said that the graphic presentation of
the document aided them in reading the leaflet on the iPod Touch. In spite of this,
participants raised some questions, such as the use of excessive scrolling, that were
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not considered difficulties but indicate only a partial approval of the leaflet for read-
ing in mobile devices. So, the full positive evaluations (n = 6) were less numerous
than negative (n=7) and partially positive (n="7) evaluations. Thus, most partici-
pants recognized some issues of the visual presentation for reading on small screens,
even if such difficulties have not led them to consider this structure a hindrance to
read the digital leaflet.

When asked about the situations in which they could read a digital leaflet, partici-
pants’ answers revealed also details regarding the priority between the print and the
digital version; in what kind of devices they would read the digital leaflet; conditions
to reading this kind of document in mobile devices; situations and the main goal of
reading leaflets. The number of answers in each category is presented in Table 1. It
shows that the people who engaged the interaction test prioritize print leaflets.

Table 1. Classification of responses about the use of digital leaflets for the participants

Category Participants answers n. answers
Priority Print leaflet 14
Digital leaflet 5
Kind of device =~ Mobile devices 4
Other electronic devices (e.g. desktops) 2
Conditions Appropriate system for reading in electronic devices 4
People need to know Buldrio Eletrénico 1
Situations Lack of the print leaflet 16
Before buying the medicine 8
During medical consultation 1
Main goal Answer doubts about the medicine 6

Table 2. Classification of responses about the use of digital leaflets for other people,
in participants’ opinion

Category Participants answers n. answers
Priority Print leaflet 7
Digital leaflet 10
Kind of device = Mobile devices 9
Other electronic devices (e.g. desktops) 2
Conditions Appropriate system for reading in electronic devices 5
People need to know Buldrio Eletronico 3
Reducing number of steps to access the digital leaflet 2
Situations Lack of the print leaflet 11
Before buying the medicine 3
Main goal Answer doubts about the medicine 4
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When asked to project these impressions on the use of digital leaflets by other
people, results were noticeably different. Participants demonstrated they think that other
individuals could prioritize digital leaflets instead of the print documents. Table 2
shows the complete results obtained for this question.

To finish the follow-up interviews, participants’ were asked if they thought that
mobile devices are an appropriate means to read digital leaflets. Most of them stated
that these devices can be used to that purpose, totaling 18 answers approving this use
and only two neutral answers.

4 Conclusions and Final Considerations

According to the results of the interaction test, it is possible to assert that the current
structure of the digital medicine leaflets available at the Brazilian online database for
medicine leaflets is not designed for access via mobile interactive devices. The PDF
file formatted as print document displayed in the small screen made not only visualiz-
ing sections of the text difficult, but also searching and finding information within
the text. Thus, interaction and navigation are negatively affected by the digital leaflet
structure.

The typographic variables, notably the body size and the column measure, required
users to frequently use gestures to zoom and scroll in two directions, which contra-
dicts guidelines found in the literature. Regarding the typeface used in document for-
matting and the interline spacing; users did not have demonstrate difficulties caused
by such variables. Regarding the hierarchy of information in the digital leaflet, results
show that typography in the document, instead of providing cues to participants about
the structure of the text and helping them distinguish the relationship between textual
elements, led to misinterpretations of how content was organized. In some cases, people
pointed out the lack of distinction between hierarchical levels as a difficulty, mainly in
what concerns locating information in the leaflet. For other individuals, these relation-
ships were more satisfactory than the standard of printed leaflets, which led to posi-
tive evaluations of digital leaflet.

In conclusion, the visual presentation of the digital leaflet did not aid participants
to read medicine information in the device. The document did not provide options for
users to choose a comfortable setting of typographical aspects, so people have had to
struggle to be able to access the desired information. The tolerance that was found in
the study, in an environment with controlled conditions, may not occur in real con-
texts of use, especially in situations of stress. So, it is pertinent to search for alterna-
tive solutions, based on user-centered design.

The findings of this study point to the need of information design guidelines for the
Brazilian digital medicine leaflets that consider interactivity and navigability aspects
in order to ease reading and information searching/finding. Moreover, the structure
for Brazilian digital medicine leaflets must not only be designed but tested with
people to ensure their legibility as well as their usability, taking advantage of the re-
sources available through software for mobile devices.
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Abstract. Healthcare material is an effective communication platform to offer
an innovative professional care system which provides a more accurate,
accessible and applicable educational platform for patients in a diversified
society. However, immigrant populations are vulnerable to serious health
disparities, and language barriers may further exacerbate their limited health
literacy in accessing health information. Recent studies indicate that visual
design might service as a powerful mean for the delivery of health information
because vivid information combined with visual elements seems to affect both
affective and cognitive processes to maximize comprehension. Yet, ways to
identify the visual factors of healthcare material that best affect low-literate
users to learn is a question that remains unanswered. The purpose of this study
is to identify the visual factors of healthcare leaflet that affect low-literate users’
satisfaction, thus establishing guidelines for designing visual healthcare
materials for low-literate users. The study was implemented in three stages, the
first of which reviewed existing literature to survey current strategies to
evaluate visual design in healthcare for low-literate users. Secondly, 36
appropriate leaflets from existing health educational materials in Taiwan were
collected and analyzed. Thirdly, semi-structured interviews were conducted
with 10 Vietnamese participants who were new immigrants with a low level of
education in Taiwan. The results showed that the factors of healthcare material
that affect low-literate users’ satisfaction range from creative ideas, design
layout of cover, design layout of index, typeface design, color design, pictorial
illustrations to realistic photos and cultural factors. A checking list for
designing visual healthcare materials for low-literate users was also listed.
Successful health communication depends on the health information properly
coded by the providers and correctly decoded by the consumers. The findings of
this study are expected to be valuable, not only for the providers and consumers
of health information, but also for the designers of healthcare material.
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1 Introduction

At present, rapidly shifting immigration trends pose a real challenge for health care.
Kreps & Sparks (2008) indicate that immigrants often have significant language and
health literacy difficulties, which are further exacerbated by cultural barriers and
economic challenges to accessing and making sense of the relevant health
information. Recent research suggests that good health educational materials can help
to reduce the literacy barrier and enhance health outcome, because they can help
modify attitudes, shape positive behaviours, and improve patients’ self-prevention
(Andersen et al., 2008; Atkinson, 2009). However, the majority of health educational
materials are constructed for well-educated users rather than those with low literacy
skills, numbers of new immigrants are forced to seek health information in a non-
native language and navigate significant culture barriers.

Recent studies indicate that visual design might service as a powerful mean for the
delivery of health information because vivid information combined with visual
elements seems to affect both affective and cognitive processes to maximize
comprehension. For example, Rajwan & Kim (2010) indicate that the use of visual
attributes, images, information graphics, diagrams, and animations to convey and
absorb information can provide techniques and tools to help patients gain situational
awareness of medical information. Simplifying large data sets and accelerating
communication may aid users’ decisions more quickly. Furthermore, Choi & Bakken
(2010) point out that using concrete and realistic pictures and pictographs with clear
captions will maximise the benefit of visuals. Future designs of low-literacy interfaces
should include a careful selection of icons and visual images, since these are more
realistic than abstracts, and closely resemble the intended meaning of the visuals. At
this time, visual appeal plays an important role in bridging the gap between the
information provider and the consumer. Yet, ways to identify the visual factors of
healthcare material that best affect low-literate users to learn is a question that
remains unanswered.

Printed health education resources have been identified as being one of the most
influential media for improving the quality of healthcare. Patients can bring them
home and reread them to remind themselves of key points if they are too shy to ask in
the clinic (Harvey, et al., 2000). However, racks of health information brochures in
clinics are still ignored by patients and these account for much of the government’s
annual budget for health promotion (Kreuter et al., 2010). The purpose of this study is
to identify the visual factors of healthcare leaflet that affect low-literate users’
satisfaction, thus establishing guidelines for designing visual healthcare materials for
low-literate users. Considering the issues of concern above, the primary research
objectives of this study are described below:

e To survey current strategies to evaluate visual design in healthcare for low-literate
users.

e To identify the visual factors of healthcare material which affect users’ satisfaction

e To establish guidelines for designing visual healthcare materials for low-literate
users
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2 Theoretical Backgrounds

2.1 Developments and Assessment of Healthcare Leaflets

Leaflets are probably the most popular educational materials, because they are
relatively inexpensive to create and easy to carry. However, they provide no feedback
only one-way communication and are nor tailored for specific audience. The factors
of leaflets to appeal to users to pick up or cause them to give up reading health
information are varied. Frederikson & Bull (1995) investigated whether or not the
impact of leaflets really encouraged patients to adopt a more thoughtful and prepared
approach toward consulting their doctor. The results showed that there were clear
differences between the control and experimental groups in terms of the proportion of
consultations being perceived as containing good, average and poor communication.
However, the sample size was relatively small and the use of a single doctor seriously
limited the generalisability of the findings. Moreover, Steele et al. (2011) developed
and evaluated health information leaflets to promote public awareness of the link
between lifestyle and cancer. They made use of feedback from the general public,
healthcare practitioners and design professionals by means of focus groups,
questionnaires and semi-structured interviews to design newly-developed leaflets.
Therefore, they conducted usability surveys and awareness tests to compare the
attractiveness and effectiveness of the newly-developed leaflets and existing standard
leaflets. The result showed that both of the leaflets increased awareness of the link
between lifestyle and cancer but participants expected the healthcare leaflets could be
more usable as well as legible and comprehensible.

Do healthcare leaflets have a similar impact on low-literate users in terms of
promoting the acquisition of knowledge and changing attitudes? Kripalani et al.
(2007) conducted a randomised controlled trial to explore the difficulties and needs of
low-literate patient in healthcare materials. The results showed that almost all the
patients declare that it was difficult to understand prescription drug labels and other
medication instructions and considered an illustrated medication schedule might be a
useful and easily understood tool to assist with medication management. Moreover,
Shaw et al. (2009) recruited 321 patients at an in-patient cardiology unit to examine
the readability of healthcare leaflet. The findings showed that 22% of the patients
interviewed were found to have a low level of literacy. Many of them felt that the
health information on the leaflets should be written in plain language. Apparently,
there is a broad gap between patients and leaflets, because most of the existing
educational leaflets do not consider both internal content and external presentation.

2.2 Visual Appeal in Healthcare

Recent studies indicate that visual appeal might service as a powerful mean for the
delivery of health information. For example, Doak et al. (1996) investigated whether a
message showed with visuals and graphics is better than a message showed with
sound. The results showed that the memory systems in the brain favour visual storage
and visual presentations have been shown to be 43 per cent more persuasive than
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unaided presentations. Furthermore, Brotherstone et al. (2006) explored the
effectiveness of visual illustrations in improving people's understanding of the
preventive aim of Flexible Sigmoidoscopy (FS) screening. They recruited 318 older
people to attend FS screening and randomly allocated them to receive written
information alone, or written information plus illustrations. The findings confirmed
that pictorial illustrations resulted in significantly better understanding.

Low-literate users may have different preferences from high-literate users in terms
of visualisation, what are the underlying factors of visual design that need to be
considered for users with lower literacy? Choi & Bakken (2010) indicate that using
concrete and realistic pictures and pictographs with clear captions will maximise the
benefit of visuals. Nevertheless, one emerging theme is simplicity in design, content,
and technical features. They also suggest that future designs of low-literate interfaces
should include a careful selection of icons and visual images, since these were more
realistic than abstracts, and closely resemble the intended meaning of the visuals. In
addition, Rajwan & Kim (2010) indicate following perspectives to make use of
visualisation to support patient-provider health communication, which includes
physical and biological aspects of the participants; language, literacy, numeracy, and
graphicacy encoding and decoding; shared mental models and common ground;
concordance in the understanding by the participants. They also suggest some
consideration for supporting patient cognition regarding medical decisions, such as
the patient’s ability to use visualisation techniques and tools, the patient’s ability to
perceive, encode and decode information as it is presented, the patient’s ability to
interpret visualised information in a way that is correct and consistent with care goals,
and the patient’s ability to make decisions based on interpreted data in an informed
fashion.

2.3  Visual Factors of Healthcare Media

What are the visual factors of healthcare media that might affect users’ satisfaction?
Frascara (2004) indicates that ‘graphic design’ as a term is more descriptive and
appropriate than ‘visual communication', because it encompasses various creative
aspects related to the following issues: perceptual message, cultural recognition,
source collection, publication organisation, aesthetic styles, broadcasting media,
technical quality, and written and spoken language. Arntson (2003) also suggests that
designers should apply the following principles of visual perception to practice visual
communication: information perception, a dynamic balance, good gestalt, usage of
text types, layout styles, illustration and photography in design, advertising design,
and designing with colour. Ambrose & Harris (2009) stress that graphic design is a
multidisciplinary process that draws on many creative sources, including
industrialisation, technology, typography, consumerism, identity and branding, social
responsibility, modernism and post-modernism, nostalgia and rhetoric, semiotics, and
the vernacular. Dabner (2010) points out that the fundamental components of graphic
design are positive and negative space, form and space, symmetry & asymmetry,
basic principles of layout, style of layout, pace and contrast, size and format,
coordination and identity, and photography and illustration. When taking a
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comprehensive view of the above scholars’ opinions, it would appear that the
fundamental components of graphic design within healthcare materials cover diverse
disciplines ranging from message presentation to aesthetic styles, technical quality,
typography design, layout arrangement, colour contrast, cultural recognition,
advertising strategy and photography and illustration.

In terms of creative ideas, although advertising strategies involve a constant search
for a new and innovative way to express sales appeal, there are also some creative
formats that have worked over the years; for example, creative strategies that involve
straightforward demonstration, comparison, scene from everyday life, humour, and
celebrity may attract attention, stimulate interest, and foster audiences’ positive mood
(Altstiel & Grow, 2010; Moriarty et al, 2012; Fill, 2013). In terms of layout design, a
good arrangement of graphic elements, such as headlines, sub-headings, pictures,
branding, etc. will achieve a smooth flow of information and eye movement for
maximum effectiveness or impact. A visual structure of repetition, rhythm, pattern,
series, sequence, balance, symmetry, and movement are probably the most common
layout arrangements (Frascara, 2004); In terms of typography design, a typeface has
aesthetically powerful impacts and is varied in colour, form, and spacing. It is better
to use a suitable font size to improve the readability of the content and different styles
and forms of typeface to better organise the content better and make it easier to
understand (Ambrose & Harris, 2009; Dabner, 2010). In terms of colour scheme, it is
crucial for designers to remember that bright colours are excellent for attracting
attention; contrast value is the key to legibility. The psychology of colour may evoke
emotional feeling, and the symbolic meanings of colours provoke an immediate
association with synesthesia. (Dabner, 2010; Sherin, 2012); In terms of illustrations,
these are many ways to visually represent an idea, object, person, or place can be used
to evoke audiences’, but the picture has to be well-composed, with a fashionable
concept, designed in a good tonal range, and matching the aims of the title (Dabner,
2010; Sherin, 2012). In terms of the cultural issue, how can the gap of cross-cultural
communication be bridged in order to appropriately deliver the desired message to the
audience? Liquori (2011) indicates that designers need to consider a wide range of
features, such as language, symbol, image, colours, and navigational ways of reading.
Since each culture has its own unique way of constructing sentences, sharing icons,
matching images, associating colours and navigating reading. All the aforementioned
concerns about graphic design will be integrated into further semi-structured
interviews to provide a holistic framework.

3 Methodology

In order to identify the visual factors of healthcare media that affect low-literate users’
satisfaction, semi-structured interviews were conducted with 10 Vietnamese
participants who were new immigrants with a low level of education in Taiwan.
Based on the orientation of the data collection, in-depth interviews can be classified in
a variety of ways including formal, less formal and informal; structured, semi-
structured and unstructured; focused or non-directive; and informant interviews
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versus respondent interviews. However, semi-structured interviews are more suitable
for obtaining people’s opinions; furthermore, they guarantee good coverage and
enable the interviewer to probe for answers (Drever,2003). Successful semi-structured
interviews require much more advanced preparation and investigation than fully
structured interviews, as well as more discipline and more creativity during the actual
interviews, and more time for analysing and interpreting the results (Wengraf, 2001).
Therefore, the method of semi-structured interview was chosen for this study. The
main questions for the semi-structured interviews were planned in advance to create
the overall structure and what was said during interviews was recorded to be analysed
and interpreted later.

These interviews were conducted separately to avoid individual participants’
statements affecting others’ opinions. These interviews were also processed
accompanied by a Vietnamese interpreter to reduce their stress and create a safe
environment for these low-literate participants. During the face-to-face interviews,
some common graphic terms were interpreted to help them to express the factors that
affected their satisfaction. All the predicted answers were listed in a questionnaire
format to ensure that the responses of the interviewees followed the structure of
questionnaire, while all the unpredictable answers were recorded in an open text box.
The duration of each interview was an hour and interview data was recorded either by
hand-written notes or by audiotaping. The audiotaped data from entire interviews was
transcribed and used as data to analyse the evaluation process. After searching the
leaflets related to health education in Taiwan, some inappropriate issues were
discarded, while some appropriate issues were retained to be applied to this research.
36 pictures from existing health educational materials in Taiwan were collected and
divided into 8 categories based on the above-mentioned issues. Each category was
presented with four test pictures and several corresponding interview questions, as
follows: What do you see in these pictures? What do they mean to you? What
emotions do you feel as you look at this? Which are your favourite pictures? Why are
them your favourite? Which are your dislike pictures? What are your reasons for
disliking?

4 Discussions and Suggestion

The findings from this study that contribute to new knowledge about visual designing
in healthcare for low-literate immigrants are described below.

4.1 Creative Ideas

The participants considered some specific factors of creative ideas that help low-
literate audiences to learn best, the first of which was the concept of being
straightforward; for example, a breastfeeding photo to convey the message of the
advantage of breastfeeding or an anti-smoking icon to convey the message of anti-
smoking. Most of the participants mentioned that they preferred if when designers
informed them of the main theme directly rather than describing a long story in detail,
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whereas a few of them mentioned that the idea of straightforward showed superficial
creativity in design. Some of the participants pointed out that ridiculous humour may
have a negative educational effect, such as using a bespectacled boy in a photo to
promote the prevention of myopia. The third creative idea was the celebrity
endorsement; for example, a slogan presented by an idol, a politician, or a movie star
could enhance the credibility of health promotional media. However, the celebrity
should be familiar to the target audience and not show a commercial intention. The
fourth creative idea was conveying a cultural message using specific symbols. Most
of the participants indicated that they felt being respected by local people by seeing
the scenes of Vietnamese culture adopted in educational material, whereas some who
had just arrived in Taiwan felt that emphasizing the Vietnamese image was
discriminatory. In addition, all the participants pointed out that the idea of shock or
metaphor should be avoided because they did not like the use of religion or illness to
show the desire for behavioural change neither did they like the use of text under the
table or the use of images beyond their understanding.

4.2  Design Layout of Cover

Most of the participants agreed that a layout containing the subjects in high contrast
and the background in low contrast highlighted the theme because they did not want
to spend too much time distinguishing the subject from the background. The second
scheme of design layout of cover was symmetrical arrangement, and some of the
participants mentioned that they would like to see a balanced design with a
symmetrical arrangement of the subjects rather than a rhythmic design with the
subjects spontaneously arranged. The third issue involved plenty of empty white
space adopted in the layout, the majority of participants mentioned that they expect a
limited content presented on a layout that contains the appropriate amount of white
space, but they couldn’t stand for a tiny subject shown in a wide white layout; All of
the participants declared that a rhythmic composition could stimulate them to stop and
read the message on the layout, because an irregular arrangement with small pictures
on the layout could cause an unstable composition and further result in visual
disorder. In addition, some of the participants claimed that they did not like the use of
hi-tech techniques to show the creative idea; for example, an overlapping presentation
combined with pictures and text created by Photoshop, because they could not
distinguish the text on the upper layer from the image on the lower layer.

4.3 Design Layout of Content

Most of the participants mentioned that they preferred divided sections rather than the
complete information because of their low level of patience. The second issue of was
scheme with one topic per page. The majority of the participants pointed out that they
didn’t like the idea of too much information on the same page and several themes
presented at the same time. Some of the participants pointed out that the theme was
clearer when the subject was placed in the middle. The third issue was the scheme of
bullet points. Most of the participants stressed that they preferred numbering rather
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than bullet points because it was easier to recognize. The fourth issue was the scheme
of one picture per paragraph. Most of the participants said they preferred that every
question is accompanied by an interpretive photo, and the illustrations were placed
near the relevant text. In addition, some of them declared that they preferred the text
were arranged in a row rather than the text was actively placed around a picture
because they could not find the beginning and ending of the content. Some of the
participants pointed out that the advertising should be clearly distinguishable from the
editorial content. They would not pick up any educational material that looked like a
general flyer.

4.4  Typeface Design

Most of the participants indicated that for typeface design, they would like to see the
title, heading, subheading, and context presented in a variety of styles. However,
some of them mentioned it would be better to use no more than two kinds of
typefaces for the context, because graphic typography is incomprehensible and
abstract. The second issue was the use of a suitable font size. The majority of the
participants agreed with the use of a large text size to increase legibility, whereas a
few of them suggested that a smaller font size, i.e. 12 points, would leave more space
for the text, because they wanted to see sufficient information rather than it being
limited. Moreover, some of the participants indicated that they expected a large font
size, bright colour, and clear title rather than a small, dull and blurry title because they
wanted to determine whether or not the specific theme met their needs at first glance.
The third issue was the use of artistic headings and corresponding monochrome text.
Some of the participants stressed that a monochrome text with a simple style was easy
to read, but it sometimes looked boring, whereas coloured text with an artistic style
was difficult for recognising the text but sometimes looked versatile. Therefore, a title
with an artistic style accompanied by body text with a simple style would be the best
typeface scheme; on the contrary, all the participants declared that they preferred the
use of underlined text rather than the use of graphic devices to highlight key
messages. Designers should not presume that highlighting is a useful method to help
readers to find the key terms in an article.

4.5 Colour Scheme

Some specific factors of colour scheme were considered by the participants, the first
of which was using bright colours & familiar ad colours, and most of the participants
mentioned that they preferred a highly contrasting design to generate an active feeling
and a well-known advertisement colours makes them remember the content at first
glance; however, a few of the participants declared that the use of fancy colours could
generates a vulgar feeling, whereas others thought that that drawing attention to the
advertisement may cause negative effect. The second scheme was the use of
monochrome colours. Some of the participants believed that the use of monochrome
colours made the content look comfortable and valuable because of a natural
associate, whereas others thought that a dull colour scheme made them feel excluded
because of a blur associate. The third scheme was using colour for different genders;
for example, warm colours are always regarded as being feminine colours, whereas
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cold colours are always regarded as being masculine colours. Therefore, pink and
orange colours are used to promote women’s health, while blue and green colours are
used to promote men’s health. Most of the participants stressed that they were eager
to pick up healthcare materials related to men’s health, because their husband were
general older and needed home cares. On the contrary, all the participants declared
that they disliked the scheme of using ethnic colours to stimulate them to fight for
their identity, because they don’t not know which colours can represent Vietnam.

4.6  Pictorial Illustrations

The majority of the participants mentioned that they preferred artists to make use of
watercolours to sketch the natural world, whereas a few of them thought that the
outline of subjects illustrated by watercolours was too vague to be recognised. The
second factor of illustration was line drawing. Some of the participants declared that
the use of line drawing gives an impression of professionalism and is convincing,
whereas others thought that the use of contour line drawing shows that the designer
was in a hurry to finish it. The third factor of illustration was photography, and some
of the participants indicated that they preferred realistic photos to serve as visual aids
to deliver healthcare information written in unfamiliar terms or complex phrases, but
they can’t accept a stranger’s photograph or a photo that tell a miserable story. The
fourth factor of illustration was cute cartoons. Some of the participants showed their
interest in digital cartoons because of their cute characters, whereas others mentioned
that the use of cartoons was not very convincing because they were fake. In addition,
some of the participants stressed that they expected an interesting topic to be
accompanied by a beautiful drawing rather than a sloppy design accompanied by
monotonous pictures because nobody wants to go home with an ill-designed leaflet to
prepare the necessary healthcare.

4.7  Realistic Photos

Some specific factors of realistic photos were considered by the participants, the first
of which was a scene from everyday life. All the participants agreed that the use of
innocent children’s faces and warm family scenes make health educational material
more welcoming, but they prefer to see familiar faces and scenes in pictures since this
makes them feel safe. Besides, most of the participants indicated that they would love
to see a scene of three generations to depict endless happiness, but the people should
be healthy and beautiful to represent a positive vision. The second factor of realistic
photos was using of specialization. Most of the participants preferred the use of a
photo of a doctor to represent professionalism, whereas others thought that
professional medical photo made them feel that the content of the article was hard to
read and even reminded them that they couldn’t understand what the doctor says in
the clinic. The third factor of realistic photos was using symptoms of a disease, and
some of the participants mentioned that the photos of symptoms which could help
them to recognise the disease were useful, whereas some of them couldn’t accept the
use of detailed symptoms of diseases which made them feel uncomfortable. On the
contrary, the majority of the participants declared that the application of general
medical equipment and supplies should be avoided, because they didn’t like unrelated
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photos only used for decorative purposes, but with no connection to the subject. They
felt cheated if they depended on the photo to decide whether to read the text or not. In
addition, some participants pointed out that they didn’t want to see indecent photos
that embarrassed them, for example, clear photos of breastfeeding, lovers kissing, or
naked bodies.

4.8  Cultural Factors

Some specific cultural factors were considered by the participants, the first of which
was adopting the factor of a hometown landscape, and the majority of the participants
agreed that a familiar scene would remind immigrants of their origin, but the
character of hometown landscape must be prominent to represent Vietnam. The
second scheme was adopting the factor of hometown festivals. Some of the
participants claimed that they would love to see specific props, costumes, dances and
festive activities to give the impression of a family reunion, but the activities should
be famous nationwide. The third scheme was adopting the factor of living habits.
Some of the participants preferred to show off their delicious home-made meal to
represent their uniqueness; whereas others were afraid they would be overlooked if
such simple ingredients were used to represent Vietnam. However, most of the
participants declare that they couldn’t accept a description of a lower standard of
living which made them feel being discriminated. On the contrary, the adoption of the
religious references was abandoned by the participants because most of them didn’t
have religious beliefs and didn’t like the use of serious religion to represent the
relaxed lifestyle in Vietnam.

The woman varied many issues, some of which were contradictory. This shows
design is not an exact science and designs need to do bespeak testing. However,
despite a low sample number, the rich discussion that occurred allows us to
recommend the following guidelines:

Table 1. A checking list for visual low-literate healthcare materials

Creative Idea - Suggest Creative Idea - Avoid
® Using the concept of straightforward ® Avoid using the idea of intimidation
® Using the concept of humour ® Avoid using the idea of metaphor
® Using the concept of celebrity ® Avoid using idea of infamous celebrity
® Using the concept of culture ® Avoid using imitation advertising
scheme
Layout Design - Suggest Layout Design - Avoid
® Using plenty of empty white space ® Avoid using rthythmic composition
® Using symmetrical arrangement ® Avoid using unbalance composition
® Using the scheme of bullet points ® Avoiding using tiny subjects shown in a
® Using the scheme of segmentation wide white layout
® Using the scheme of one topic per page @ Avoid using the scheme of full layout
® Using the scheme of illustration of subtitle
commentary
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Table 1. (continued)

Typeface Design - Suggest

Typeface Design - Avoid

® Use of an eye-catching title

® Use of suitable font size

® Use of a variety of styles of typeface

® Use of artistic headings and corresponding
monochrome text

® Avoid using of graphic devices to
highlight key messages

® Avoid using monochrome text for whole
section

® Avoid using same style for title and
content

Colour Design - Suggest

Colour Design - Avoid

® Using bright colours

® Using familiar ad colours

® Using colour for different genders
® Using contrasting scheme

® Avoid using ethnic colours

® Avoid using scheme of low contrasting

® Avoid using scheme of similar colours
for subjects and background

Illustration Design - Suggest

Illustration Design - Avoid

® Applied with watercolour

® Applied with line drawing

® Applied with photography

® Applied with the subject of
generations

three

® Avoid applying fake cartoon
® Avoid applying negative vision.
® Avoid applying line drawing in draft

Photo Design - Suggest

Photo Design - Avoid

® Using everyday life
® Using photo of a doctor
® Using symptoms of a disease

® Avoid using intimidating photos

® Avoid using indecent photos

® Avoid using detailed photos of diseases
and treatment

® Avoid using photos unrelated to the
theme

Cultural Design - Suggest

Cultural Design - Avoid

® Adopting the factor of hometown
landscape
® Adopting the factor of hometown festivals

® Adopting the factor of living habits

® Avoid adopting the factor of religion

® Avoid adopting unfamiliar living style

® Avoid adopting the factor of a lower
standard of living
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Abstract. Information Technology is an important part of the healthcare
environment. Accuracy and integrity of the information in any hospital system
is necessary. Then, this information has to be up-to-date as well to achieve
continuous quality improvement in any organization and particularly in a
complex area like healthcare. Therefore, diverse information systems must be
integrated across the healthcare enterprise. The main objective of this research
is to develop a framework for the exchange of patients records located in
different hospitals in Saudi Arabia, adding insurance and prescriptions
information along with the patient’s record to facilitate the insurance process
and to automate the medicine prescription process that is currently manual in
most hospitals. The proposed framework aims to improve the regular ways of
obtaining patients medical records separated in each hospital. For instance, if a
particular patient has different medical records in different hospitals visited by
that patient, our architecture focuses on the method by which data should be
searched and retrieved efficiently from a database on the cloud from different
hospitals by preprocessing the data in current hospital’s and saving them in the
database that resides on the cloud. Our system design is based on cloud
computing service oriented architecture. Some of the information included in
these medical records is: medical history, prescribed medications and allergies,
immunization status, laboratory and test results, radiology images, personal
stats like age and weight, diagnoses, order tests and appointments. All of these
records are identified by the national ID of the patient. these systems will be
utilized by web services asp.net based framework, the doctor will use his/her ID
and password to enter the system for security and then enter the patient’s ID to
send a request for that patient’s record that will be sent back to the doctor, the
record will be up-to-date since the last visit of the patient to any hospital in
Saudi Arabia. The main aim of this study is to provide a data exchange model
of patients records, it is used to decrease the time and cost of patients, and help
doctors to get up-to-date and accurate information of patients from the records
from any hospital in Saudi Arabia. By using e-Patient medical records and
Mirth Connect program which use HEALTH LEVEL 7 (HL7) protocol. HL7
protocol is a standard information format of healthcare for data exchange. We
provide a single, complete automated patient medical record to give a better
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patient care that avoids medical mistakes due to lack of information and
unavailability of medical records.

Keywords: patient medical records, Cloud Computing, HL7, healthcare.

1 Introduction

The need for patient’s medical accurate and up-to-date information each time a
patient visits a different hospital increased the need for rapid patient medical data
exchange. Healthcare organizations use different applications and infrastructures
which always need to be updated as a result of the fast growth of healthcare services
[2]. The variances in the ways of how these organizations maintain their operations,
like patients medical records may result in the difficulties of accessing these data.
This paper research studies the implementation of cloud computing in healthcare
organizations in order for doctors to have an easy way to access patient’s medical data
from a browser or mobile.

The objective of this project is to provide the patient with comfort and facilitate the
process of transfers between hospitals to get radiations or other required data, taking
into account the reliability and availability of the required information quickly in
times of need under the privacy.

Better patient care could be provided by avoiding medical mistakes due to lack of
information that results of unavailability of the medical record. There would be
single, complete and up-to-date e-patient medical records other than only fragmented
ones. Communications between all types of doctors would be enhanced, whether they
worked on a single treatment for a patient, over many treatments, or over the lifetime
of a patient. There would be a single place to permanently store environmental
conditions and diseases for an individual that can provide greater emphasis on an
individual’s preventive care and diseases could be prevented before they occur. Public
health agencies can be more quickly informed about public health problems. Facilitate
the long process of insurance and make the process of medicine prescription easy and
automated. Some amount of money can be saved.

We will create a web application for hospitals, to unify and facilitate the exchange
of patient information for different healthcare systems to have complete and accurate
e-patient medical records, along with other services for insurance and pharmacy
prescriptions.

Target Users

1. Doctors: doctors in any hospital have a full access to e-patient medical
records in the web application.

2. Receptionist: receptionists have partial access to the e-patient medical
record; they can create a new e-patient medical record or search for the
patient’s record if it already exists along with payment and insurance
information.

3. Nurses: nurses have partial access to the e-patient medical record; nurses can
search for the patient and fill in the examination information for the patient
necessary before the doctor examines the patient.
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4. Pharmacist: pharmacists have partial access to the e-patient medical record,
to make it easy to access the prescription prescribed by the doctor to the
particular patient.

5. Insurance-employee: insurance-employees have partial access to the e-
patient medical record, to access the necessary patient information to have
accurate information about the patient’s health to determine the necessary
insurance level for the patient.

In section 2 discusses methodology. In section 3, the SHEFA’A package is

introduced. The paper conclusion is presented in section 4.

2 Methodology

As explained in our system, In case some hospitals don’t want to exchange their
current legacy system as it was purchased with millions, and they want to have access
to SHEFA’ A to benefit the complete set of patients' records, and on the other hand we
need the data processed in a specific hospital to be transferred to our storage. As a
result different data formats from different hospitals will need to be transferred to our
central storage; the problem is that data from different hospitals will have different
formats. So in order to get the data, for example, previous patients’ information from
any hospital to SHEFA’A, we should put the data in a unified format, and send it as a
message to SHEFA’A’s central storage in that format. This study proposed the use of
Health Level Seven International (HL7) which is widely being adopted by health care
institutions in several nation-wide EMR implementations [2]. HL7 creates standards
for the exchange, management, and integration of health care information system
which enable interoperability of messages and documents in standardized way which
also bring efficient communication among different users that assist in sharing health
care information which makes the integration feasible [3]. Using HL7 we can transfer
data without worrying about the current structure of the data. We can use Mirth
application in SHEFA’A server in the cloud, in which we can connect to the
database’s hospitals and get their information dynamically. This open source solution
gives us the ability to get the previous data from the database and also whenever
there’s an update in the database it will be automatically upload it in the cloud
database which will leads into synchronized database in the cloud [4].

Mirth Connects template driven approach to creating interfaces allows you to
specify the type of message your will be receiving or sending, and then create your
mappings and transformations.

Mirth Connect supports numerous transfer protocols used across the healthcare
industry and for SHEFA’A we choose HL7 [5] Protocol as the type of sending
messages between our system and others healthcare systems.

3 SHEFA’A Concept, Model, and Structure

Only an integrated model of EMR can lead to the health care service quality
improvement by strengthen the users’ role in managing their own medical care [6].
The use of integrated EMR system will enable data sharing, analysis tools, and
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infrastructure that can speed up many research, especially in health care services, by
enabling new insights and enhancing efficiency [7]. Figure 1 shows an overview of
SHEFA'’A system as a model. We divided our system into three separate levels that it
could accommodate each hospital with its own needs with different kinds of services

and different ranges of requirements.
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Fig. 1. SHEFA’ A System Model

3.1 The Work Flow

Flowchart is a simple schematic mapping tool that shows the sequence of actions
within a process. Below is a four-step flow chart diagram for SHEFA’ A system.

Step 1: Search Patient or Create a New Account

At the begging the patient can create his account at home or at hospital's

reception.

The receptionist can search the patient record in the system by using pat SSN.
If it was exist, the receptionist can view the patient history and all information that

he need. He can create a new visit by confirming the reservation.

If it was not exist in the system, he/she can create a new account for the patient and

fill all required information and confirm the reservation.
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Fig. 2. Search patient or create a new account flow chart

Step 2: Patient Diagnosis

If step 1 is done that means the patient reservation is confirmed and the doctor can see
the patient record in the patient diagnostic list. After all the initial examination and
diagnostic comment done, the doctor can decide if the patient needs an order to create
e-prescription for sending it to the pharmacy. Then, this visit with all the details will

be updated in the patient history.
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Fig. 3. Step 2: Patient Diagnosis flow chart
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Step 3: e-Cloud Outpatient Order

If step 2 is done, the doctor can review patient’s order result to add any diagnosis
updates or create another e-prescription by clicking Patient Waiting Order Result List.
Then, all the updates will be stored in the patient history.
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Fig. 4. Step3: e-Cloud Outpatient Order flow chart

Step 4: e-Cloud Prescription Process

At the pharmacy, the pharmacist looking up, for patient prescription if the medicines
available in the pharmacy. If it is valid, the pharmacist can update the prescription if
needs any editing and then all the changes will saved in the patient history.
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4 Conclusion and Future Work

In this work, we provide a data exchange model of patient’s records in HL7 standard,
to decrease the time and cost of patients, and help doctors to get up-to-date and
accurate information of patients from the records from any hospital in Saudi Arabia
and can be accessed and edited by authorized users from anywhere. our architecture
focuses on the method by which data should be searched and retrieved efficiently
from a database on the cloud from different hospitals by preprocessing the data in
current hospital’s and saving them in the database that resides on the cloud. Our
system design is based on cloud computing service oriented architecture.

Finally, we have on mind plans to improve our system and reach our future goals.
So, we intend to make our system more reactive with patient by making a mobile
application contains all services plus the urgent numbers depends on the chosen
country by the user. Farther more, improving the existing notifications service by
sending notifications to the patient account about any update in his record like
completed lab results and sending a notification to remind the patient about his
appointments. For critical situations, we intend to add features such as the finger print
and eye print as a replacement of SSN to find the medical record of the patient. Also,
globalizing SHEFA'A system, so patients records can be accessed from anywhere
around the world in case a patient has medical emergency or just wants to be
diagnosed by a doctor from another country.
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Abstract. Nowadays, technology affects our quality of life in various ways.
One necessary aspect of using technology as a tool is to achieve optimal health,
in other words, to make health focused decisions about everything in life.
Different applications of technology now enable people to track their activity or
food intake through applications, web-sites or mobile products. Now, the
challenge is to interpret and use large sums of available data in order to improve
people’s wellbeing and promote health. In order to understand the possible
approaches to promoting health, a study was designed with an aim of
understanding what people would expect from a virtual personal health coach
and whether there is a difference by gender on priorities. The paper makes
conclusions of the possibilities of designing according to the different needs and
expectations of women and men from a virtual health coach.

Keywords: Health promotion, virtual health coach, personal technologies.

1 Introduction

Today, technology has a vital role in people’s lives, as it affects their lives in many
areas by making them learn and share information [1, 2]. One necessary aspect of
using technology as a tool is to help people to take health-focused decisions to
achieve optimal health. Several applications and personal products have been
designed with an aim of making people healthier or keeping their health status stable.
Each system focuses on a specific kind of problem and increases the possibility of
avoiding serious illnesses such as cancer or heart diseases, by collecting data from the
user and analyzing it to help them make conscious decisions about their health.
However, the current systems serve for several specific dimensions of health
promotion; but the systems that cover the all the other dimensions of health promotion
is required for a holistic approach. This paper, first explores the current state in using
technology to improve wellbeing. Then a user study in which people were asked
about their priorities from a possible virtual health coach for wellbeing is explained
with analysis and synthesis. The paper further discusses the importance of HCI in
maintaining a holistic approach in wellness research.
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2 Using Technology to Improve Wellness

For this paper, it is important for HCI researchers to know that, in literature wellness
has strong relation with people’s optimum health to sustain their quality of life [3].
Wellness is a continuous, multidimensional and active state, which is geared towards
balancing one’s physical, emotional, social, intellectual and spiritual wellbeing in
order to enhance one’s life quality [4-8]. In several references, wellness has been
defined with six dimensions [4, 6, 8-13], including physical wellness which is related
to physical health and participation of physical activities; emotional wellness which is
about being comfortable with one’s emotions; social wellness which is about people’s
positive feelings about self and the environment; intellectual wellness which is about
thinking critically about issues and making decisions and also finding solutions; and
spiritual wellness which is about finding the meaning of life and creating tolerance to
other beliefs.

“Being well” can be defined as being in a continuum of average of all the listed
dimensions. Health is mostly considered wellness as not being ill or having no
disease, but The World Health Organization defines health as a state of complete
physical, mental and social wellbeing and not merely the absence of disease of
infirmity [3]. On the other hand, wellness term is used interchangeably with health,
[12] as both contain similar issues such as, physical, emotional, spiritual and social. It
is possible to state that all the issues are related to the quality of life. In relation to
these, the terms “wellbeing”, “wellness” and “health” have been widely used by
human computer interaction researchers, however they are used interchangeably in
the holistic approaches [9, 14]. Preventive approaches are stated to decrease the rate
of unhealthy life and decrease the treatment expenditures for governments with an
aim of keeping people’s quality of life at a certain level and this connects preventive
approached to wellness research [15]. In that sense, wellness has gained great interest
and has become the focus of several researches that try to combine technology and
wellness.

The developments in technology, now, enable people to use mobile products for
wellness purposes in any context. Several applications and personal products have
been designed in order to make people healthier. Each system increases the possibility
of avoiding serious illnesses such as cancer or heart diseases, by collecting data from
the user and analyzing it to help people make decisions [16]. Informatics systems are
now being used for capturing older adults wellness [17]. Innovative technologies are
also being used for health coaching to increase people’s health state and helping them
to life healthy [18]. In another example, statistical inference algorithms are used to
assess the level of stress by using mobile phones [19]. In addition, people can prefer
online support about their nutrition behavior to gain knowledge and counselling such
as DietAdvise [19]. There are also approaches that specifically focus on measuring
physical activity and giving virtual feedback [20-24]. As an example, Bodymedia, is a
system that includes biometric sensors and measure different physical parameters to
measure physical activity [25]. Personal technologies [26], including smart phones
and tablets [23], can also be used as a possible technology for improving wellbeing



Exploring Possibilities of Designing Virtual Personal Health Coach 65

that are now able to track physical activities [27], nutritional intakes gaining a great
potential to be developed and keeping people out of hospitals [28].

Still, it is argued that technology may not be a sole media to improve wellbeing,
but it requires any systems that keep doctors, nutritionists and physicians in contact to
develop integrated methods and technologies for increasing the health and wellness
state of people [27, 29]. For instance, when a technology pushes the user to do more
physical activity, can create serious heart problems if the user already has one. That’s
why, the issue should not be considered on the bases of single dimension only, but
instead it should try to cover all possible problems. A large amount of data can been
collected with different technologies, but currently the challenge is to interpret and
use all these large sums of available data in order to improve people’s wellbeing
properly. Therefore, this study aims to find users’ expectations from a virtual health
coach which aims to fulfill all areas of health for an individual by understanding their
needs in their daily life.

3 Methodology

A study was designed with an aim of understanding what people would expect from a
virtual health coach, specifically how they would like to be supported, and whether
there is a difference between priorities of women and men. In this paper, gender
difference was specifically explored, as in several wellness related studies, significant
difference was observed between men and women in relation to their wellness
perceptions [30-32].

3.1 Instrument and Participants

For the study, six health promotion behaviors [13] were used as the possible support
dimensions. For each dimension, one visual card was designed and printed on
10cmx10cm cardboards (Fig. 1). It should be noted that these cards were designed to
support the interviews with visual materials. In total, 40 participants (20 women and
20 men) were interviewed, ages ranging from 25-35.

3.2 Data Collection Procedure

Each participant was interviewed either in the participants’ or researchers’ offices.
The participant was first introduced the health promotion support dimensions through
the visual cards and was asked to rank the importance of the support that would come
from a virtual health coach. Following that, the participant was asked to talk about the
reasons why the support is important. Specifically, participant was asked the reasons
behind that ranking, why the support dimension is important or not important,
whether there is any dimension-related problem that they would like to solve through
virtual health coach and if any, how they would like to interact with the virtual health
coach.
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A typical session lasted between 35-45 minutes and all the interviews were voice
recorded with permission.

’ 1 W

NUTRITION BEHAVIOR SUPPORT HEALTH RESPONSIBILITY LIFE APPRECIATION SUPPORT
.
@, C=1.2
—
EXERCISE BEHAVIOR SUPPORT STRESS MANAGEMENT SUPPORT

Fig. 1. Visual Cards

3.3  Data Analysis

To analyze data, the voice records were transcribed first. For qualitative data, initial
open coding was done with a small set of data [33]. With these initial codes, a
glossary of terms was built to reach at consistent analysis at the end. The final
glossary of terms was used for data analysis of all the interviews. Participants’ rank
ordering of dimensions were analyzed, first in general and then in relation to gender.
This was done by adding up all the rankings of participants. Finally, details of rank
ordering results were interpreted in relation to findings gathered from the interviews.

4 Findings

The general rank ordering results show that, participants need nutrition behavior
support more than other supports (Fig. 2). Following that, health responsibility
support and exercise behavior support are ranked at the same importance level. Stress
management support is at 4" place; and social support and life appreciation support
are at 5™ and the 6™ place in the overall ranking (Fig. 2). On the other hand, gender-
related rank ordering results shows that exercise behavior support is in the 1% place
for women participants, but is in 3" place for the men; while nutrition behavior
support is in the 2™ place for both genders (Fig. 3). A striking result is achieved in
health responsibility support, as the men ranked it on the 1* place, as women believed
it was the 4™ most important among the support behaviors.
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Fig. 2. General Ranking of Support Dimensions

General Ranking for Female Participants General Ranking for Male Participants

Health Responsitity suppor:

Fig. 3. Gender-Related Ranking of Support Dimensions

Not surprisingly, the results show that the main reason why people need a virtual
nutrition behavior support is their desire to promote health status. Participants
stated that, they cannot change their nutrition behavior as they are either unable to
motivate themselves to change it or unable to be conscious about nutrition behavior.
Participants stated that nutrition behavior should be supported with exercise and
health responsibility feedbacks to maintain their holistic wellness. While the reasons
do not differ, the design solutions differ for women and men; women prefer only
visual tips on healthy nutrition behavior and healthy receipts, while men prefer visual
prescriptive personal nutrition information that might come from a smart mobile
technology. In addition, men prefer audio motivational stimulus on healthy nutrition
behavior and have reminder-type intrusive stimulus while women do not.

In relation, participants want health responsibility support to prevent health status
by them, to change their health responsibility behavior, and to be conscious about
health responsibilities. The number of comments was similar for each need, but the
possible design solutions differ for women and men. For instance, women prefer a
personal check-up system by a mobile device; report of vital signals, log of menstrual
cycle, medical tips on a visual platform especially from computer at work. On the
other hand, men prefer to monitor their vital signals by a mobile device which they
can carry everywhere. Men also prefer solutions about gathering information about
health responsibility behaviors such as health responsibility tips and reminder from a
mobile platform in an intrusive way. It was interesting that women prefer visual
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stimulus about unhealthy behaviors such as nutritional information on credit card bill
or barcode, while men prefer audio personal healthy tips that alerts them when they
are alone, like driving car.

Results show that, people need exercise behavior support to promote physical
wellbeing and they expect to be motivated for physical activity and exercise, and to
manage body weight. It was interesting that men stated that they cannot motivate
themselves to keep regular exercise, while women participants cannot motivate
themselves to exercise actually. It was also interesting that women stated that their
lack of motivation for physical activity is mainly because their constantly changing
psychological state, while men related their lack of motivation to their lack of
knowledge on exercise. Still, custom databases and to-the-point tips on exercise with
reminding features are preferred by both men and women. They also prefer to have
custom visual database and intrusive stimulus from virtual health coach on managing
body weight. On the other hand, while men stated that monitoring their physical
activity and exercise can increase their level of motivation, women did not mention
about that possibility.

The agreed reason upon why people need a virtual stress management support was
unsurprisingly to overcome stress with the reasons of people’s inability to manage
stress level and to solve problems. There was no apparent difference between women
and men apart from women’ inability to solve daily problems. In the design solutions,
both women and men prefer visual plans about time and work and also for daily
activities. In addition, men preferred audio and visual relaxing stimulus when stress
level is critical. Some of the women suggested building a smartphone application to
help them about selecting dress in the mornings. For stress support, women just prefer
to manage their emotional status such as overcoming stress, while men prefer to be
physically active and also to overcome stress.

Desiring to manage emotional status is the reason of why people need a virtual
social support through which they can promote their emotional status with social
activities. Mostly, people need social support for managing emotional status by
getting social suggestions to realize positive side of life and to be motivated for social
plans. Both women and men prefer prescriptive personal suggestions for possible
social activities on a visual platform. The other reason of need for a virtual social
support is surprisingly to be physically active. Mostly men expected social support
about the shared physical activity plans of friends so that they can socialize with
friends during exercise or they can make physical activity plan with friends.

Life appreciation support was listed as the least important support in comparison
to other needs. Still, the major need for this support was to realize positive side of life
and to appreciate life so as to realize their daily achievements. Both men and women
stated to have a report of daily achievements. In addition, men expect to have tips on
how to appreciate their life. Alternatively, women stated that a stimulus to boost their
emotional status can work well for life appreciation such as a song or prompts.
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5 Discussion

We believe that with our findings, a virtual health coach can be designed that covers
all dimensions of health promotion behaviors, focusing mainly on the top three
important dimensions; nutrition behavior, health responsibility behavior and exercise
behavior and supporting stress management, social and life appreciation behaviors.
The results of the study showed that people can need a virtual health coach with
several reasons; they can use it to prevent or change an undesired behavior or
situation; manage a situation that is encountered or promote a desirable behavior or
situation (Fig. 4).

A virtual health coach should With a priority of

NUTRITION BEHAVIOR SUPPORT STRESS MANAGEMENT SUPPORT

*Prevent——_*Promote L ! L
/ \ HEALTH RESPONSIBILITY SUPPORT) SOCIAL SUPPORT
/’ Cﬁ%’ W
*Change *Manage |

EXERCISE BEHAVIOR SUPPORT

LIFE APPRECIATION SUPPORT

Fig. 4. Summary of the Findings

While the problems faced do not differ much between men and women, design
solutions differ substantially. While women users require instant and specific
solutions for a current situation, men participants require solutions that can affect their
habits in the long run. The virtual system should work as an intelligent personalized
system that create awareness and lead people to health choices or practical solutions,
such as advising a healthy meal serving place instead of a fast-food restaurant. Design
solutions, mostly clustered to be intrusive to be a motivation source for both women
and men. We suggest that, the systems would work better when they are designed by
considering the gender differences. Prescriptive solutions, like instant exercise
suggestions for women or like personal workout plan for men users, with an
additional feedback on their movement technique can work for all users that also use
visual and audio feedback.
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Concluding Remarks

Our study showed that women and men have similar needs from virtual health
supports and facing similar problems in related to health promotion behaviors. On the
other hand, expected design solutions vary for women and men users. We believe
that, in building-up new health promotion systems, applications, or implementations
designers can consider our findings and relate their design solution to user
expectations in relation to gender differences.
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Abstract. The purpose of this study is to understand how the human
displacement in large buildings takes place and suggest solutions to improve its
flow. The type of installation to be focused on is the hospital environment. For
case study, we took as example a hospital based in Recife, capital of
Pernambuco - Brazil. The importance of this research lies in the fact that it
opened new horizons for the study of accessibility, bringing together areas of
management and design, which are often treated in an isolated manner, but
actually complement each other in order to reach an overall result for the
various users of this type of system.

Keywords: Wayfinding, Design, Ergonomics and Usability, Healthcare.

1 Introduction

Space is essential for the survival of human beings and it is through it that man
creates environments to fulfill ones tasks. In order to carry out activities there will
always be a space built with specific functions. One of man’s main tasks is the act of
moving between spaces, which consists of moving from one point of origin to a
destination. This act of displacement is considered the basic unit to perform almost all
human activities, that is, the functional basis of a built environment is to facilitate
orientation and mobility between sectors. Clear access to built environments is a basic
requirement of every architectural design [1].

The influence of the environment in the way people carry out their activities,
shows the importance of evaluating the quality of built environments that are
increasingly inefficient for user performance [1]. We live today in a more complex
and saturated world. Therefore, we are forced to live in areas where boundaries are
difficult to be discerned. To detect the specific characteristics and nature of the
environment allows for the creation of communication systems that improve human
interactions [2].

According to modernity with its new technologies has brought about profound
changes in the way of conceiving space. The built environment should now be
thought to accommodate a greater diversity of people and perform different activities
[1]. In light of such developments, people start to travel longer distances in shorter
periods. However, their spatial skills are insufficient for locomotion in spaces of high
complexity without support from systems thought to adapt the environment for
everyday activities.

A. Marcus (Ed.): DUXU 2014, Part III, LNCS 8519, pp. 72-82, 2014.
© Springer International Publishing Switzerland 2014
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It is understood that the act of signaling is a multidisciplinary study, that plans the
space globally, i.e., it goes beyond the use of graphic language in built environments
and is above all the act of planning space with dynamism, to facilitate the flow of
people in a safe, natural and orientated way [3]. An example of a complex space with
high variety of services and movement of people is the hospital, where it is of
complex nature and presupposes certain urgency in the flow of patients and staff. It is
this background that the current study focuses on, analyzing specifically a hospital
based in Recife, capital of Pernambuco - Brazil. This hospital is a nonprofit
organization designed to provide eye care services to the population using public
health system. Its current building is used in a disorderly manner. It consists of
adaptations and extensions of several houses in the region, forming an improper
complex for the activity that is proposed.

To conduct the case study, this work is based on complementary theoretical
references that represent a series of recommendations that will bring to the
environment not only agility in moving and task performance, but will also give the
environment larger personality. It is known, however, that the use of wayfinding as
main reference is the best way to minimize weaknesses and find solutions forhigh
complexity and great population flow locations.

The use of sefialética of Costa [2], as a theoretical reference, comes after the flow
issues and spatial organization are well studied and will serve as an additional
signaling system. According to O'Neil cited in Ribeiro [1], in installations with
wayfinding issues, the use of graphics system serves to compensate the complexity of
the design and those who perform the route gain speed. Finally, informational
ergonomics is used as support both for wayfinding studies and for studies of graphic
signage.

The aim of this study is, in addition to point out the major flaws of flows and
sectorization in hospitals, to generate unified method recommendations based on
principles of Wayfinding, Sefialética and Informational Ergonomics, in order to
minimize disruption caused by environments without architectural planning and make
them able to facilitate the tasks that each user will have to find their own destiny
within a building.

2 Methods and Techniques

2.1 Wayfinding

The theoretical basis for the unification of methods aimed at improving the spatial
organization and the flow of users within built environments is wayfinding that has as
its object of study the dynamic relationship of human behavior with the space,
resulting in drawing up a plan of action in which three processes are involved:
decision making, implementation of the decision and information processing [1]. The
process of wayfinding is a dynamic relationship which involves the individual, one’s
personal skills and the environment in which one is inserted. Thus, wayfinding is a
process of behavior, design and operation.



74 L.B. Martins and H.F.V. de Melo

Behavior is the external manifestation of the processes of perception and cognition
related to the skills and experience of each person, i.e., involves the individual and the
person’s ability to interpret space and from that take decisions based on the
information gathered in the environment. Spatial navigation requires capacity of
perception, interpretation, memorization and spatial skills from the user, thus the
subject is capable of building the mental map of the given environment [1].

Design involves the elements and organization of the built environment such as the
system of architectural information that studies the morphology of the building. In
order to facilitate the morphological definition of a building, Arthur and Passini cited
in Ribeiro [1] distinguish three phases to define wayfinding layout: identification of
spatial units; grouping of these units in zones; and, finally, sectorization no these
areas and the connection between them.

Another aspect of design concerns the way the room is decorated, i.e., the
information system of objects, which are the spatial elements that reveal the identity
of the environment and the function of each sector [1]. The information system of
objects consists of geometry, colors, lighting and finishing, as well as the furnishings
and equipment that make up the space [1]. The purpose of implementation of object
information system goes beyond the generation of comfort and enhances the
informational matter in the environment.

A final aspect of the design is the information system that, according to [1], is
everything that complements the environments in which previous systems do not
address the issues of wayfinding. These systems can be graphic in nature (use of
signaling signs, displays, maps and brochures), sonorous (whistles or sirens), verbal
(interpersonal communication) or tactile (signaling through textures on floors and
walls and Braille used on maps, signs and brochures).

The transaction relates to administrative decisions that managers tend to make in
the built environment, which will affect the way space is considered and,
consequently, affect positively or negatively the behavior of users in the system. They
are: the choices of terminology in graphic signage, the way employees are trained to
receive and inform users, the deployment of anticipated information when there are
changes in the sectors and maintenance of the imaging signal system.

2.2  Senalética

Sefialética is a discipline that collaborates with engineering, architecture, environment
and ergonomics, under the graphic design vector, responding to the needs of
information and orientation caused by the contemporary phenomenon of mobility,
which is the movement of different groups of people able to generate new situations
and difficulties in environment navigation [3].

The concept of sefialética is divided into three systems of language (linguistic,
iconic and chromatic) which, although they relate to form the graphical signaling
system, contain expressions that should be studied in detail for the creation of a
cohesive system, integrated with the identity of the studied area and always taking
into account the studies of informational ergonomics.
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2.3 Informational Ergonomics

The discipline is interested in improving the human interface of workspaces and its
objects, taking into account how the environment acts in the performance of people in
their workplace and during the work break [4].

In this study, fundamental concepts will be used of what is known as Informational
Ergonomics, based on studies of legibility and comprehensibility of texts and images,
however, regarding the signaling of constructed environments, informational
ergonomics can cover not only what relates to graphic design issues, but also the
layout issues of the environment and the types of flows they generate, in addition to
studying human behavior when connected to these factors [5].

In terms of environmental design in wayfinding, the main contribution of
informational ergonomics is to add surveys concerning zoning and recording the
movements of users in the location to define dislocation problems, thus indicating
possible solutions in improving the flow of people in the building.

3 Results and Discussion

3.1  Mapping of the System

The System User. Through institution database research and on-site observations,
information from users of this health system was obtained. Because this is a charity
hospital, it can be said that the majority of the patients are public health system users,
so those without financial means to pay a private health insurance or treatment and
who already attend the hospital long enough need to develop a cognitive map of the
environment.

Given the previous matter, it was noted that the attendance regarding age varies
between children, adults and seniors; however, with a slight advantage for the elderly,
since the main vision problems in need of surgery occur at this stage of life. The
increased demand from children occurs due to the existence of a program focused on
the rehabilitation of this public. It was also found a great demand for routine and
urgent medical appointments, both with patients varying in terms of age and physical
condition. With regard to education, we observed a lot of people with problems of
functional illiteracy and again, in this matter, the elderly are the ones with the most
difficulties. In terms of physical impairment, motor and visual were the most
noticeable types. Again, it was found that the elderly public accounts for most cases
of disabled people seeking care.

Based on this survey, it is necessary to think of a wayfinding system focused on
comfort, with simple morphology for users to be able, during the visits, to create a
cognitive map of the location. In terms of graphical signaling, one must think about
panels that favor the elderly, children and disabled users, i.e. panels with effective
printing and contrasts, besides the use of good graphic resources, since the location is
used by children and persons with low reading proficiency.
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The Architectural Information System. The layout of a facility shall be defined by
identifying the spatial units so they can be grouped by zones, and these shall be
organized and close to each other according to the similarities in needs and demand
from users [1]. The environments are grouped by areas having common
characteristics and, in turn, the zones should be differentiated from each other.

The areas should be grouped according to the homogeneity of services, facilities,
functions and even types of users. The zoning of an installation should always be
done by taking as basis the main areas, i.e., the most important and most sought after,
followed by their sub-areas and so on, always following a hierarchy of importance or
demand [1].

Evaluating the layout of the hospital blueprint (Figure 1), it is possible to identify
that the sectorization of its current headquarters is made in an arbitrary manner and
that even if an environment that grew without planning, zoning could be done
correctly, taking into account space limitations.
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Fig. 1. layout of the hospital blueprint — sectorization arbitrary

Even without solving the chronic wayfinding problems of the current headquarters
the institution first because it is a structure that was not born to house a hospital,
second because the demand for services has surpassed all limits of the physical space,
it is possible to indicate a simple sectorization and more integrated into the
environment, as long as there are changes in the layout of the building, which should
be held in a multidisciplinary way between architects, decorators, designers,
ergonomists and administrators.
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After mapping the environment sectors, it is necessary to trace the flow of user
movement because this movement record will identify the dilemmas of environment
areas, i.e., the places where bifurcations in the flow of movement occur. Based on the
informations of the movement registration on the floor plan, it is also possible to set
the existing activity flowcharts in the hospital, and its type of morphology.

As can be seen in the representation of the movement flow below (Figure 2), in
order to navigate between sectors, users and hospital staff are required to perform
unnecessary tasks to go from a given starting point to a destination. People with
different needs within the facility stumble confusedly, without knowing where to go
and therefore depend, for the most part, on the verbal assistance of staff and
volunteers.
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Fig. 2. representation of the movement flow below - unnecessary tasks

In view of the flow movement analysis it is possible to say that all dilemma points
and sectors of the institution can be linked together, creating an interconnected
system. This does not follow any organized route and the circulation paths are sinuous
and defined on the basis of pre-existing barriers in areas that were annexed as the
headquarters expanded. In this type of movement organizational pattern is random,
there is no structural order and its information structure can only be performed using
reference points and anchor points at intersections, because hierarchical order among
the sectors is nonexistent.
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The Information System of Objects. Environmental aesthetics is one of the
strongest subjective components within a health institution and directly influences
staff, patients and visitors [7]. The correct combination of hospital sectors, associated
with the right choice of color, lighting and texture, makes the healthcare environment
less stressful, and serves to reinforce the cognitive map of each visitor at the facility
[1].

The health institution studied flees from all aesthetic rules applied to hospitals, but
not in a positive way. While healthcare environments have mostly white walls as the
main color and blinding lighting, the hospital analyzed has as main tone gray color
followed by blue, considered the standard color of the institution, and brown, present
in much of the furniture. The lighting, especially in the corridors, is precarious (see
Figure 3). Not being enough the fact of it being a narrow place with dim lighting, to
further aggravate the difficulties of movement, the sectors consist of cool colors
poorly differentiated from each other and that, instead of increasing the lighting and
giving the idea of expansion, they retract and absorb the little lighting existing in the
building. Being a monotonous environment, the psychological result of misuse of
colors are boredom, fatigue, drowsiness, unwillingness, decreased attention and,
consequently, the disorientation.

Fig. 3. The lighting is precarious in the corridors

The System of Additional Information. The main system of additional information
to the institution is the verbal system, i.e., personal communication of staff and
volunteers with patients and visitors. Through field studies, it could be noted that this
is the only system that really works, especially among users who visit the institution
for the first time and older people who have the greatest difficulties to build cognitive
maps. The institution users are approached by volunteers at the entrance, which is the
beginning of the process. Instead of people seeking the reception, they are welcomed
because the physical structure of the current building no longer absorbs the daily
demand of patients, i.e., to prevent that a patient spend a lot of time in the wrong line
or waiting for a service that will not work that day, volunteers are ready to report
availability for treatment and directing people entering the wrong traffic flows.
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Despite being an institution with a focus on visual impairment, there is no tactile
signage to minimize possible embarrassment to the blind and visually impaired. There
is a notorious lack of use of graphical signs, starting by the visual identity which is
reduced to a logo without manual standardization, implementation and use
restrictions. The existent graphical signs are facades and location plaques (Figure 4),
placed without the slightest concern for the image of the hospital, so important in the
study of sefialética approached by Costa (1992).

Fig. 4. The existent graphical signs are facades and location plaques

The Operational System. Based on field research and interviews with hospital
workers, it was possible to find the following administrative restrictions which can
lead to problems in the implementation of a future wayfinding system [1]: lack of
knowledge or interest in the technical standards dealing with organization quality
management; lack of understanding the relationship between ease of navigation in the
environment and quality of the services; ignorance of real importance for a designer
to work with architects during the new building development, which is already in
planning progress. Another limitation arising from administration is that they think
that a signaling system is reduced only to the creation of direction and location
support.

However, a wayfinding system covers issues that deal even with how an institution
manages its spaces and services. For example, always looking to improve the
infrastructure system and make a regular maintenance of the environment, and seek
greater efficiency in service flow. The control over decisions on layout and ambiance
of the facilities is in the hands of management and without the involvement of a
multidisciplinary team. The result is poor sector division, many employees are
unaware of the environments subjacent to their workplaces, and do not understand
how the process of care within the hospital works. As a result, workers are unprepared
to provide adequate information to system users, the forms for scheduling of
appointments, exams or surgeries do not provide sufficient information for patients to
find their destinations on days when attendances are marked.
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As one can see from the moment the administration restrictions for each
wayfinding subsystem are understood, and thereupon adjusted, the professionals
involved in designing a new wayfinding system have greater dominance in applying
the new project, which according to Carpman and Grant [1] should solve the existing
problems and prevent new ones. For a project focused on studies of wayfinding to
have wide success, it is necessary that the administration understands its physical
environment as dynamic, that is, able to avoid further issues arising from possible
structural changes or extensions.

3.2 Recommendations

Bearing in mind that the analyzed institution is to plan a new building, it is necessary
to suggest, before the design of the new building, a type of movement system that
takes into account the most sought after areas for their users. With respect to
morphology and zoning, the most appropriate thing for the types of services offered
by the institution would be a system of hierarchical central circulation, where the
pattern of organization is through a network. In this case, users of the system come
into contact first with the most popular environments, and these determine the next
steps to reach the most important sectors of the building. The two most sought after
areas within the hospital would be the general reception area, which does not exist in
the current circulation system, and the emergency.

There is also need for a circulation system for employees that connects the
restricted areas adequately to public areas, focused on the mobility of patients. In this
case, it is necessary to understand how worker sand health professionals should flow
within the system. Only a multidisciplinary study involving architects, designers and
administrators of the hospital is able to reach a circulation system that is born already
predicting future extensions and modifications, since an architectural system such as
the system of hospitals, is dynamic and should be expanded over time, according to
the birth of new specialties, sectors and technologies. From a well resolved circulation
system, it is possible to start the design of the floor plan having in mind a structural
pattern that takes into account the priority needs of users, so that they reach their
destinations in a safe and more agile way.

Regarding the information system of objects, it is necessary to bear in mind the
their aesthetic integration to harmonize and thereby help the users in designing the
cognitive map of the building. In the hospital environment there should be two kinds
of lighting, natural and artificial [7]. Some studies, according to Hood and Brink [7],
show that the use of natural lighting benefits the health of people who spend many
hours of the day indoors, and brings economy to the institution. The natural lighting is
crucial tool for connecting the hospital building with nature, assisting in the circadian
system. However, in the case of this institution that is focused on eye care, there has
to be caution with the excess of natural light in the environment so no problems are
cause to patients with serious ocular sensitivity.

On the use of color and knowing that most of the guidelines for its use in design is
based on pre-established cultural beliefs and that there are no universal guidelines for
such use in hospital environments, due to the complexity of groups that use this type
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of environment, especially those focused on public health, Young cited in Hood and
Brink [7], conclude that the definition of color for environments is subject to a
number of approaches that should work jointly and they will always vary according to
installation type and work carried out in the area. The choice of colors to compose the
environments of a hospital building must conform to the design principles that take
into account the best degree of reflection, culture, local behavior and representative
visual identity of the institution. These aspects should be arranged so that they make
the best composition of lighting, surroundings and graphic signage chromaticism.

Regarding the proper use of the furniture when they are well selected, they can
enhance spatial orientation of those inserted into the system as well as improve the
populational flow, providing support, comfort, safety and promoting the correct
interaction between visitors and employees [7]. In terms of the current case study, it is
suggested that furniture use be considered so that it is appropriate in terms of comfort
to the types of users in the institution. The color coordination should follow the
principles of color research that should be used in the environment, i.e., in addition to
providing comfort, furniture should work on strengthening user’s cognitive map.

For the additional information system, the main suggestion is around the use of
appropriate informational graphics systems in the new layout and objects aesthetic to
be applied to the analyzed hospital environment. The system of graphic signs must
respect principles of hierarchy and suggested information in the work of Joan Costa
[2] Directional signs should have three to four information and messages neatly listed
according to the degree of importance or demand for each sector, giving particular
emphasis to primary information, ie, the name of the entry sector. The planning for
the sub-sectors should be given following the order of distance of each destination.
On the use of color in panels, one should always seek the contrast, i.e. the colors for
each of the main sectors of the hospital should be quite different from each other so
there is no orientation confusion among users of the system. Another important
question regarding the use of colors is to avoid a large number of shades, answering
only to the key sectors, because a large number of chromatic signs disrupt the
recognition of sectors, especially for people with visual impairments.

Regarding the use of pictograms, as this study analyzes a big hospital with public
health insurance, the proposition is to work the historically accepted style, the
silhouettes technique produced by AIGA and applied in the research of the program
"Hablamos Juntos" in partnership with the SEGD [8]. Regarding the use of maps, it
would be interesting to work with them like infographics. Infographics combines
images and words harmoniously, making the information in the panels contain a story
for the user with beginning, middle and end [6]. The proposal to use Infographics
refers to the journalistic work, since the current study goes further, suggesting that
this type of approach be used not only in so-called general location maps or part of a
signaling system, but also in newsletters that should be printed to educate users,
causing them to become accustomed to the system of pictograms and to the
movement flow logic of the institution being discussed.

Regarding other systems of additional information, it is required the use of a tactile
system on floors for the visually impaired, where the textures on floors should be able
to guide passersby not only to the maps with Braille communication, as well as to the
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main destinations within the facility. About the additional verbal system, it is
necessary, in accordance with the operating system, proper training on the flow
dynamics of the hospital for all staff and volunteers, so that they become part of the
system helping to guide patients and visitors. This training can be done from the
process flow diagram, which shows all steps of the users in the search for appropriate
services within the building.

4 Conclusions

With the current research it can be concluded that to effectively work a signaling
system is to go beyond the graphics system. One must work together with other
disciplines beyond the ambit of graphic design. This set of disciplines addressed in
harmony is called Wayfinding, which means to know where you are, know your
destination and walk up to it, always having in mind evidence that the route taken is
correct, without going through unnecessary procedures, Environments where the
architecture favors navigation cause people to improve their cognitive skills.

An environmental project focusing on wayfinding promotes not only physical and
mental health of users, but also the financial health of the institution, because it is
implicit that employee productivity problems are associated with navigation issues,
since they often waste time guiding patients instead of performing their tasks.

Finally, it is concluded that this case study is a rich example of how not to use
health environments, as they contain errors ranging from the use of space to employee
training, encompassing flaws in all subsystems of wayfinding. Therefore, it is
important to demonstrate that healthcare environments should be designed by
multidisciplinary teams in order to minimize future errors.
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Abstract. This paper presents a part of a wider research about GHS symbols
comprehensibility. Here, a field survey was conducted using a digital device,
instead of traditional platform — printed paper. Participants were health care
professionals and other professionals and a comparison among the results about
these groups is presented and discussed.

Keywords: symbols, comprehensibility testing, ergonomics.

1 Context

Comprehensibility of symbols used worldwide is a wide area for research.. Once
these symbols must be comprehensible and understandable for all individuals,
different tests according American National Standard Institute’s Criteria for Safety
Symbols (ANSI Z535.3, 2011) have to be conducted. In this paper, GHS - Globally
Harmonized System of Classification and Labelling of Chemicals Symbols are
studied.

The system called "Globally Harmonized System of Classification and Labelling
of Chemicals (GHS)", addresses classification of chemicals by types of hazard and
proposes harmonized hazard communication elements, including labels and safety
data sheets. It aims at ensuring that information on physical hazards and toxicity from
chemicals be available in order to enhance the protection of human health and the
environment during the handling, transport and use of these chemicals. The GHS also
provides a basis for harmonization of rules and regulations on chemicals at national,
regional and worldwide level, an important factor also for trade facilitation (UNECE,
2013).

Hesse et al (2010) confirm that “sweeping globalization over the past several
decades can be viewed as a double-edge sword. On the one hand, it has given rise to
unparalleled economic growth and opportunity as products and services are
increasingly freely traded among many different countries throughout the world”.

A. Marcus (Ed.): DUXU 2014, Part 1T, LNCS 8519, pp. 83-90, 2014.
© Springer International Publishing Switzerland 2014
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As presented by Kalsher & MontAlvao (2010) “one goal of existing research on
this topic has been to determine how people assign blame for injuries sustained
through the use of or exposure to consumer products and how various entities
associated with either the production or use of consumer products view responsibility
for safety.”

These authors also argue that because contextual information shapes perceptions
and attributions, this suggests that decision makers in a legal context (e.g., jurors,
judges) may attribute responsibility for accidents on the basis of the amount and type
of information accessible to them.

This paper gives a continuity of a research considering cross cultural aspects in this
context, as presented in Hesse et al. (2010), when an experiment was conducted with
312 non-student participants; comprising a U.S. and Brazilian samples. Now, a new
experiment was conducted, considering health care professionals and other
professionals/non-students participants.

The objective in this research — and the idea of including the health care
professionals - began with the ideas of health communication and its implications on
patients, teams and risk management. Once GHS symbols affect everyone, does
health care professionals must be more aware of them? Their perception about how
others will understand information can be more accurate? This research tried to find
some answers for these questions.

2 Method

2.1  Participants

A total of 60 participants (30 males and 30 females) were recruited (M = 35.6 years;
SD = 11,6). Samples from two population pools were collected: 30 were health care
professionals (12 males and 18 females) and 30 comprised other professionals (14
men and 16 women).

Considering both samples, the average age of participants was 36.5 (SD = 11.3)
and 36.6 (SD = 12.0), respectively, as shown in Table 1. It"s important to point out
that the sample “other professionals” comprises the all kind of subjects, that aren’t
students, but that don’t work in health care area.

Table 1. General demographic data

Sample Sample Age (M) Std deviation (SD)
Health professionals 30 36,5 36,6
Other professionals 30 11,3 12,0

Total 60 - -
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2.2  Procedures and Materials

As suggested by United Nations (Annex 6, Comprehensibility testing methodology,
UNECE, 2013), questionnaires and experimental tests can be conducted to evaluate
signal words, colors and size of GHS pictograms, as well the comprehension of
hazard symbols.

First step consisted on fulfill an informed consent. Just after that, participants were
answered a general interview, about demographic and other data as a basis for
analysis as age, gender, occupancy and if they have some familiarity with some of
these two groups of symbols: pictographs used in Brazil to identify health care waste
and GHS pictographs.

Just after the general interview, volunteers were asked to evaluate, using the
comprehension estimation procedure (ANSI Z535.3, 2011), five pictographs used in
Brazil to identify health care waste and eleven GHS pictographs. In this phase a
digital device in this field survey.

All tested symbols are shown in Figures 1 and 2. Is important to mention that in
both groups of symbols there are one pictograph that is used represent 2 distinct
products. Considering the group of symbols to identify health care waste, the same
pictograph is used to represent Biological waste and Perforating-cutting waste.

When considering the groups of symbols to identify GHS pictographs, we have 2
repetitions: the same pictograph is used to represent Carcinogens and Reproductive
toxicity, and Flammables and Pyrophoric liquids.

© Ej 4

Biological waste Chemical residues Radioactive waste

e
& 3/

Common waste Perforating-cutting waste

Fig. 1. Five pictographs used in Brazil to identify health care waste, tested in this research
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O OP O

Acute toxicity, dermal  Acute toxicity, oral Carcinogens/ Compressed gas
Carcinogenicity
Corrosive to metals Explosives Flammables Hazardous to

aquatic environment

® & &

Oxidizing Pyrophoric liquids Reproductive toxicity/
liquids/solids mutagenicity

Fig. 2. Eleven GHS pictographs, tested in this research

It’s important to say that health care professionals are familiar to health waste
pictographs, even all volunteers answered that aren’t directly involved with health
care waste.

For each pictogram, with a subtitle with its description and after provided with the
context in which each of the pictograph would likely be seen, participants were asked
to estimate in their perspective, the percentage of people in Brazil who would
comprehend its intended meaning. All of them were presented in black and white to
avoid interferences related to color usage.

According to Hesse et al (2010) the comprehension estimation procedure is
beneficial because it is less expensive and time consuming than the open-ended
procedure.

3 Some Results

Symbols and pictograms are considered acceptable if 85% of the study participants
are able to understand its meaning with no more than 5% critical confusions,
according to criteria outlined in the American National Standard Institute’s Criteria
for Safety Symbols (ANSI Z535.3, 2011).
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First, considering the evaluation of health care professionals

and other

professionals about health care waste symbols, it is possible to highlight a huge
difference. If for health care professionals just 3 in 5 symbols meet ANSI acceptance,
on the other hand ,for other professionals, none of them are acceptable. It is also
important to note (as shown in Table 2), a high std. deviation - around 10%.
Surprisingly, the symbol with highest acceptance for both groups of subjects was the
Radioactive waste when it was expected that the one used for Common waste - that
can be easily found in packages and trash cans - could achieve a better acceptance.

Table 2. Results for health-care professionals (N= 30) and other professionals (N= 30) for

health care waste symbols

Category Health professionals Other professionals
Mean (Std Dev) Mean (Std Dev)
Biological waste 86,00 10,37 27,87 11,04
Chemical residues 83,00 09,79 24,77 09,31
Common waste 83,67 10,50 26,63 04,48
Perforating-cutting waste 85,17 10,21 23,40 09,26
Radioactive waste 87,50 07,04 42,63 08,90

But results of both samples show a unity among GHS symbols acceptance, as

shown in Table 3.

Table 3. Results for health-care professionals (N= 30) and other professionals (N= 30) for

GHS symbols

Category Health professionals Other professionals
Mean (Std Dev) Mean (Std Dev)
Acute toxicity, dermal 33,10 15,17 36,30 15,17
Acute toxicity, oral 51,10 14,53 56,40 15,62
Carcinogens/ Carcinogenicity 27,50 11,94 30,80 14,41
Compressed gas 19,20 15,28 23,60 14,61
Corrosive to metals 33,70 16,65 36,80 11,94
Explosives 56,70 21,46 60,10 17,82
Flammables 61,90 14,79 67,00 19,65
Hazardous to aquatic environment 41,80 15,23 48,30 15,62
Oxidizing liquids/solids 9,10 7,67 19,10 14,79
Pyrophoric liquids 25,90 12,32 29,50 14,00
Reproductive toxicity/ mutagenicity 11,80 13,20 15,30 14,32

It’s also interesting compare these results with the ones obtained in a previous
research and presented in Kalsher & Mont’Alvio (2010). In this previous survey, 87
subjects answered about the comprehensibility of GHS pictograms using the same

testing methodology.
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It’s possible to notice that non-health care professionals have similar perception
about comprehensibility of GHS pictograms, as shown in Table 4.

Another important thing to comment about these two samples is about standard
deviation. In 2010, in this wider sample, it’s possible to notice a higher std. deviation
in results. But when comparing the standard error in both samples, they are almost the
same. It can indicate that maybe the perception of subjects, in this 3-years period,
changed.

Table 4. Results for non-health-care professionals (in 2013, N= 30) and other professionals (in
2010, N= 87) for GHS symbols

Category Other professionals (in 2013) Subjects (in 2010)
Mean Std Dev  St. Error | Mean Std Dev ~ St. Error

Acute toxity, dermal 36,30 15,17 2,77 34,70 31,25 3,35
Acute toxity, oral 56,40 15,62 2,85 53,00 39,08 4,19
Carcinogens/ Carcinogenicity 30,80 14,41 2,63 31,00 28,17 3,02
Compressed gas 23,60 14,61 2,67 21,50 24,44 2,62
Corrosive to metals 36,80 11,94 2,18 34,30 32,93 3,53
Explosives 60,10 17,82 3,25 58,60 31,34 3,36
Flammables 67,00 19,65 3,59 65,50 31,71 3,40
Hazardous to aquatic environment 48,30 15,62 2,85 46,70 34,32 3,68
Oxidizing liquids/solids 19,10 14,79 2,70 22,40 26,58 2,85
Pyrophoric liquids 29,50 14,00 2,56 27,10 28,17 3,02
Reproductive toxicity/ mutagenicity 15,30 14,32 2,61 14,50 | 25,74 2,76

About the health care waste pictograms, they are considered highly more
acceptable for other professionals than for health care professionals.

Considering this scenario, in 2013, the symbol that presented the worst evaluation
for health professionals sample was the category Oxidizing liquids/solids, that scored
9,70% (S.D.=7,67) while for non-health professionals was the one used to represent
the category Reproductive toxicity/ mutagenicity , that score 15,30% (S.D. = 14,32).

On the other hand, the best evaluation was for the symbol that represents the
category Flammables for both health-professionals (Mean = 61,90; S.D.=14,79) and
for non-health professionals (Mean = 67,00; S.D. = 19,65). All these 3 symbols are
shown in Figures 3, 4 and 5.
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Oxidizing liquids/solids Reproductive toxicity/ mutagenicity Flammables

Fig. 3. 4. and 5. Worst and best scored GHS symbols for the studied sample. Fig. 3 (on the left)
category Oxidizing liquids/solids, Fig. 4 (in the middle), category Reproductive toxicity/
mutagenicity, Fig. 5 (on the right), category Flammables.

4 Final Comments

Just 3 health care waste symbols met the ANSI Z535.3 criteria for correct
comprehension (i.e., infectious waste, chemical waste, radioactive waste, common
waste, perforating - cutting waste) when considering 85% comprehension criteria in
health care professionals’ sample. But when observing data from other professionals
sample, all results were below 50% of comprehensibility.

But when considering results for the eleven GHS pictograms, none of categories
met ANSI Z535.3 criteria in both the health care and non-health care professionals
samples.

As a final comment, the idea that health care professionals are more sensitive about
other people perception wasn’t confirmed. In all results, other professionals sample
was more “optimistic” about general population comprehensibility. Their perception
isn’t more accurate, even considering health care waste symbols.

Another important thing to mention is related to the use of a digital device while
testing. When comparing to printed paper, there are no significant differences. Digital
device allows better visualization once the quality of the image is better than the
printed one.

5 Next Steps and Future Research

These results lead us to another questions and discussions, for example, to better
understand the way that these international symbols are tested and used. It is
necessary to “learn” what a symbols means, or it should be “understandable” for
everyone? Do the cultural aspects are considered when they are designed? All forms
of application in chemical industry (printed in paper, in adhesive, digital) are used
when tested?

Pointing out some aspects that weren’t considered in this work, new questions arise
as how health care professionals communicate with their patients? And how can we
evaluate patient’s safety communication in our scenario today? These questions lead
us to future researches.
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A comparison between the results using the digital device and the traditional way
(using paper) for comprehensibility testing are the aim for future paper.
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Abstract. In this paper we present an experimental study that investigates the
effects of a Virtual Representation of Health (VRH) — an online virtual
character that personifies an individual’s health. Testing four different
variations of the VRH, we aimed to understand which variation yields the
strongest overall positive effect on triggering health behavior change. The
results from data collected from 512 participants in three countries indicate that
all tested variations can have a positive impact on health behavior change, and
show that the ‘richest” VRH variation, a virtual character that models health
behavior using animations, juxtaposed by an animated personification of a
possible future health, has the strongest overall positive effect, compared to the
other tested variations.

Keywords: Health, behavior change, personification, VRH, 3D, animated
characters, virtual representation, visual communication.

1 Background and Related Work

Tailored health behavior-change communication strategies aim to persuade
individuals to change what they are doing and adopt a new behavior. Tailoring aims
to maximize personal connections with each individual, thereby increasing the
relevance, credibility, and receptivity of the communication [15]. Tailored behavior-
change strategies can come in many forms, ranging from interpersonal
communication between a doctor and a patient, to customized messages delivered
through print, Web, or mobile apps. Tailored health communication generally has
larger positive effects on health behavior change outcomes compared to other types of
health communication, including greater levels of nutrition improvement and physical
activity levels [11], [4], [7]. As predicted by the Elaboration Likelihood Model [14],
tailored communication recipients report greater message relevance including better
recall, sharing with friends and family, and more satisfaction with it than with non-
tailored communication [17].

To date, the vast majority of tailored health communication studies have tested
messages. In most cases these are textual/verbal messages that are sometimes
presented through a video narrative or accompanied with tailored graphics to
complement the text. Numerous papers published in the last decade report tests of
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web-based behavior change programs, demonstrating that such programs can help
people improve their health-related behaviors, have high reach, and can be cost
effective [18], [8].

Visual communication has enormous potential to motivate individuals, to teach
skills, and to increase self-efficacy. Numerous studies have shown the supremacy of
pictures over text or verbal messages, an effect that was named Pictorial Superiority
Effect [10]. The effect can be explained by dual coding theory: verbal and
information is encoded in different ways in the human brain, with the visual encoding
being more direct, thus more effective [13]. Pictures have shown to play an important
role in health communication (see [6] for a review), and animation may work even
better than pictures (see [20]). There is also a recent body of research exploring
different promising effects of avatars on (health) behavior [3]. Thus, we hypothesize
that tailoring communication through animated visuals, to be more precise, animated
virtual characters, may be as efficacious as message tailoring, if not more efficacious.

Behavioral economics research demonstrates that visualizations of future selves are
effective at serving as triggers to save money [9], [5]. A similar strategy may work in
promoting physical activity and nutrition behaviors. These behaviors are directly
associated with body weight and prevention of non-communicable diseases. Like with
retirement savings, investing in these behaviors today has long term consequences or
benefits that are not seen immediately. Thus, showing a person the future status if
they continue to behave the way they do, may serve as that trigger to change.

This study presents a novel approach to tailoring behavior change communication.
It aimed to provide online users with an engaging experience designed to serve as a
“trigger” [2] or “cue to action” [16] to change their health behavior. The center piece
of this experience was an animated character that personified the user’s health.

In contrast to related studies that have investigated the effects of animated
characters in virtual reality lab settings (e.g. [3]), this study looks at the effects that
animated virtual characters accessed through a web browser have on an individual’s
health behavior. The Internet has shown to be a valuable medium for the promotion of
health behavior change [19], and recent Web technology standards like the Web
Graphics Library (WebGL) allow for animated and interactive visualizations,
including the display of custom virtual characters. These online visualizations can be
accessed using a common web browser and can reach a far larger user base than a
virtual reality laboratory; this is of great value both for research but also for putting a
system on the market. We thus believe an online virtual character has merit and call
the new approach the Virtual Representation of Health (VRH), which fits in with the
related definitions of Virtual Representation of Self (VRS) and of Others (VRO) [1].

2 Study Objective

The objective of our study was to test the effects of distinct user experiences on an
individual’s motivation and intention for health behavior change. These experiences
consisted of an exposure to a virtual character — a Virtual Representation of their
Health (VRH) — that represented the health status of the individual, and modeled their
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health behavior or showed a possible future status of their health. The virtual
character was tailored to each study participant, based on data they provided in a
questionnaire just before viewing the VRH. The study was designed to measure and
analyze the effects of four variations of a VRH on the motivation and intention of the
user to change their eating and/or physical activity (PA) behaviors. We also wanted to
understand if people appreciated this type of health communication and would like to
return to the tool for ongoing support (triggers) for making and sustaining behavior
change.

The following section presents how we use the information provided by a
participant to tailor the VRH to their specifics — in other words, how the VRH
personifies their health.

3 Personifying Health

The design of the virtual character we use as a VRH was informed by a pre-study
where 172 individuals randomly) selected from the same population as the sample of
the study presented in this paper described the physical, visible characteristics of
health, with the aim of understanding “what health looks like”. Participants were also
asked about the visual characteristics of a person that does not look healthy.
Participants were asked to describe these characteristics and then choose the two most
illustrative characteristics for each health status (health and non-healthy). Table 1
shows an overview of the results: it presents the physical characteristics that the
participants named as the first or second best visual characteristic to describe a
healthy/non-healthy looking person. The characteristics most frequently mentioned
for both a healthy and a non-healthy person, relate to fitness, energy level, and agility,
but also to skin color (i.e., complexity) and diverse skin issues.

With the design of our VRH and its variations we cover most of the top
characteristics reported by the sample, as highlighted in Table 1. The personal
characteristics used to tailor the VRH to an individual include height and weight, the
calculated Body-Mass Index (BMI), past 7 day nutrition behavior, and past 7 day
physical activity behavior. In order to personify the individual’s health, the VRH is
designed to be variable for body shapes, body animations and poses, and skin texture.

The body shape of the VRH is tailored to healthy weight, overweight, or obese
weight, based on the body mass index (BMI) of an individual (see Figure 1).

Poses and animations are tailored on three levels of physical activity of an
individual, including a sedentary, a moderate, and a very active level (see Figure 2).
The sedentary version shows the VRH seated, slowly standing up, and sitting back
down. For the moderate PA level the VRH performs an easy workout (i.e., stretches,
bend, twists), for the high PA level a hard workout (i.e., jumps, pushups, bends,
twists).

The skin texture is tailored to show healthy-looking skin, average skin, and
unhealthy-looking skin. The skin textures were exaggerated in order for differences to
be noticeable between animated characters. The unhealthy skin texture includes
darker patches on the skin, wrinkles, bags under the eyes, and also slightly red eyes
(see Figure 3).
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Table 1. Overview of the results of the pre-study “What does health look like?” The
characteristics covered by our VRH variations (i.e., body shape, poses/animations, skin
complexity, skin/eye issues) are highlighted

Physical characteristics | n % Physical characteristics | n %
that best describe a that best describe a not
healthy-looking person healthy-looking person
Fit 68 |222% Lacking energy 61 |20.3%
Happy 55 | 18.0% Tired 56 | 18.6%
Energetic 54 | 17.6% Shortness of breath 40 | 13.3%
Healthy skin color 31 10.1% Moving slowly 30 10.0%
Strong 29 19.5% Pale skin color 29 |9.6%
Dynamic 28 [9.2% Bags under the eyes 16 |53%
Agile 21 | 6.9% Poor/bad balance 14 | 4.7%
Good posture 12 |3.9% Bad posture 12 | 4.0%
Other 8 2.6% Not flexible 12 | 4.0%
Skin problems 11 |3.7%
Swollen hands or feet 7 2.3%
Other 7 2.3%
Red eyes 6 2.0%

Fig. 1. Illustration of the healthy (left), overweight (center), and obese (right) versions of the
(female) VRH

_13
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Fig. 2. Illustration of sedentary (first left), moderate (second left), and very active (third left)
levels of physical activity. The VRH further personified moderate and high physical activity
levels without animation using rather closed or open stances (first and second right).
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Fig. 3. Illustration of the healthy (left), average (center), and unhealthy (right) variations of the
skin of the VRH, for both gender versions

4 Experiment Design and Hypotheses

We developed a controlled experiment with four conditions, in order to compare four
types of Virtual Representations of Health. The VRH was implemented using WebGL
(Web Graphics Library) and can be accessed through a modern web browser on a
common webpage. The experimental conditions were designed as follows:

1. a VRH that is tailored solely on current health status; a non-animated virtual
character

2. a VRH that is tailored on current health status juxtaposed with a second VRH that
personifies possible future health status; two virtual characters, one present and
one future, in still poses

3. a VRH that is tailored on current health status while also modeling current health
behavior; an animated virtual character

4. a VRH that is tailored on current health status while also modeling current health
behavior, juxtaposed with a second VRH that personifies possible future changes
in health status; rtwo animated, one present and one future, virtual characters

With this experiment, we aimed at understanding the differing effects of the four
variations of exposure a VRH, leading to four significantly different experiences for
the participant. Thus, a control group without any exposure to a VRH was not needed
to answer our research question.

We hypothesized that the experience of viewing one’s VRH that both models
current health behavior through animations and personifies changes in future health
status through juxtaposition, that is, condition 4, has the greatest positive effect on
motivation, intention (H1). We based this main hypothesis on the sub-hypotheses that
(H1a) viewing a juxtaposition of a present VRH and a VRH representing a possible
future health has a more positive effect on motivation and intention than viewing only
one VRH, and that (H1b) viewing a VRH that models current health behavior using
animations has a more positive effect on motivation and intention than viewing still
versions of a VRH.

Further, we expected participants in experimental condition 4 to be more
motivated, and have a higher intention to, return to the VRH tool than those in any
other experimental condition (H2).

The theoretical foundations for the study include B.J. Fogg’s Behavior Change
Model and Petty and Cacioppo’s Elaboration Likelihood Model [2], [14]. We
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hypothesized that the experience of seeing a virtual representation of the own health
status now and in the future, will serve as a trigger to change. To control for the other
variables in the Fogg model, (ability and motivation), participants were recruited
based on being motivated and able to improve nutrition and physical activity
behaviors. The study is further based on the assumption that the more tailored (i.e.,
relevant) the trigger is, the more likely a person is to change [14], [15].

Experimental conditions 1 and 2 (shown in Figure 4) used still poses. For tailoring
on the physical activity level of a participant the VRH was displayed in either a closed
pose (personifying a low level of physical activity), an average pose (for a moderate
level of activity), or an open stance (representing a high level of agility).

3 G

Fig. 4. Experimental conditions 1 (left) and 2 (right)

Experimental conditions 3 and 4 (shown in Figure 5) used repeating animations
instead of still poses. For tailoring on the physical activity level of a participant the
VRH was displayed in either a slow movement (i.e., getting up slowly from a sitting
position; personifying a low level of physical activity), a moderate speed movement
(for a moderate level of activity), or a fast, agile animation (showing the VRH
perform a complete workout; representing a high level of agility).

{_@

Fig. 5. Experimental conditions 3 (left) and 4 (right)
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5 Methods

An online experiment was used to examine the differing effects of the four user
experiences. The study participants were recruited through an online recruitment
agency and came from three European countries (German, Great Britain and Poland).
Eligibility criteria included being motivated to improving health behavior, being able
to improve eating and physical activity behaviors, the use of a modern web browser
supporting WebGL (to be able to view the VRH in the browser), and the ability to
complete questionnaires in English. The study was approved by the local ethics
commission.

Before the exposure to the VRH, participants completed a pre-test, in which they
were asked to enter their age, gender, email, education level, country of origin and
residency, height, and weight. They were asked to indicate on 7-point Likert scales
how many days a week they currently engaged in physical activity and followed a
healthy diet, as well as how motivated they were, and how much intention they had to
engage in healthy behaviors (PA and eating) in the week to follow. After the pre-
survey questionnaires which in average took about seven minutes to complete, they
were shown their tailored VRH.

After viewing their VRH (for in average just over one minute), participants were
again asked about their motivation and intention to engage in a health (PA and
nutrition) behaviors in the week to come.

Immediately post exposure to the VRH, participants completed a post-test, where
they were again asked to indicate how motivated they were, and how much they
intended, to engage in healthy behaviors in the week to follow.

Outcome variables included motivation to engage in more PA, intention to engage
in more PA, motivation to engage in a healthier diet, and intention to engage in a
healthier diet. Each behavior was asked in reference to the coming week (e.g.,
motivation to engage in a healthier diet in the coming week). Further, we measured
motivation and intention to access the VRH tool again.

6 Results

A total of 293 men and 219 women (N=512) from three European countries
participated in this study (n=186, Germany; n=177, Poland; n=149, UK). The mean
age was of 33 years. Probably due to the eligibility criteria, the sample was more
inclined to healthier weight than the European average: only 39% were overweight or
obese; in Europe, more than 52.6% of the adult population report to be overweight or
obese [12].

We conducted t-tests for data analysis. Significant positive changes were seen in
motivation to be more physically active for participants in all conditions (see the
means comparison illustrated in the left chart in Figure 6). Condition 4 showed the
most positive and most significant effects overall. The pre-post change of intention to
be more physically active in the week to follow was highest for condition 2, and
significant only for conditions 2 to 4 (see the means comparison illustrated in the right
chart in Figure 6). For significance levels refer to Table 2 below.
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Fig. 6. Means comparison of the change (pre-/post-exposure) in motivation (left) and intention
(right) to engage in more physical activity

Pre-post changes in motivation to improve nutrition behavior were significant only
for participants in condition 4. The pre-post changes in intention to improve nutrition
behavior, all conditions showed significant and positive changes, while condition 4
showed the largest change (see the means comparisons illustrated in Figure 7; for
statistical significance levels refer to Table 2 below).
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Fig. 7. Means comparison of the change (pre-/post-exposure) in motivation (left) and intention
(right) to engage in a healthier diet (i.e., better nutrition)
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Table 2. Overview of the outcome measures including statistical significance levels (+ =
positive effect, - = negative effect; * = p<.05, ** = p<.01, *** = p<.001, n.s. = not significant)

Outcome measures Experimental conditions
1. Still pose | 2. Still pose & |3. Modeling |4. Modeling &
personifying | health personifying
future behavior future
Physical activity
Change in motivation L L e .
to improve PA _ _ _ -~
behavior (p=.05) (p=.02) (p=-004) (p=-001)
Change in intention to + n.s. kk* ok +%*
improve PA behavior (p=-113) (p=-001) (p=-001) (p=-048)
Nutrition
ghfmnﬁfotlen;zgﬁgsn - n.s. + n.s. +n.s. 7k
behavior (p=.251) (p=.085) (p=.389) (p=.001)
Change in int.e.ntion to . . b .
improve nutrition - - _ -~
behavior (p=.001) (p=.001) (p=.022) (p=.001)

We measured a high level of motivation to revisit the tool with a 7-point Likert
scale; the mean values are reprinted in Figure 8. No significant differences in
motivation or intention between groups could be determined.

Likert value
D

1

WExpl mExp2

Motivation

Exp3 BMExp4

Intention

Fig. 8. Mean values of the motivation and intention to return to the VRH tool. The bars are
based on Likert level 4 as it is the medium value between “totally motivated to return” (7) and
“not at all motivated to return” (1).
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7 Discussion

These results confirm our hypothesis that the experience of viewing one’s VRH that
both models current health behavior through animations and personifies changes in
future health status through juxtaposition (H1), that is, condition 4, serves as the
overall strongest trigger to change, when compared to using still poses instead of
animations or to personifying only the current health. This is especially true for eating
behavior. Thus, looking into the ‘mirror of the future’ has potential to be that trigger
or cue to take action needed by those interested and able to change their health
behavior.

As the related sub-hypotheses Hla and Hlb are concerned, neither could be
confirmed by the results. While all outcome measures except ‘change in intention to
improve nutrition behavior’ yielded a result that we had expected (i.e.,4>1,2>1,3
> 1), only one measure each could confirm Hla and Hlb, respectively. Hla was
partly confirmed only for the nutrition motivation measure, where conditions 2 and 4
yielded stronger effects than the other conditions. H1b on the other hand was partly
confirmed only for the PA motivation measure, where conditions 3 and 4 yielded
stronger effects than the other conditions.

Our hypothesis H2 could not be confirmed by the data — the analysis did not show
any significant difference in motivation or intention to return to the VRH tool
between the experimental conditions.

Being aware that the sub-conditions Hla Hlb were mutually exclusive to begin
with, we also attribute the mixed results concerning Hla and H1b partly to the fact
that the conditions were not separated clear enough in this first experiment with an
online VRH. Future experiments could be set up using fewer experimental conditions
and directly juxtapose even more similar variations of the VRH. This way each effect
can be better attributed to a single design element. It might also be cleaner to clearly
separate the health behaviors physical activity and nutrition, and conduct distinct
experiments for each, with the aim of better singling out what type of VRH - and
what design factors — may be beneficial to the motivation or intention to change that
particular behavior.

In order to base this new research strand, it would be of value to empirically
investigate also what value a VRH has as compared to non-visual communication
strategies, or to visual representations of health that are not based on a virtual
character. Numerous questions still exist about how to provide the most relevant,
action-prompting communication to prompt health behavior change. This study serves
as a first step in such research looking at an online, visual representation of an
individual’s health. We know that the VRH can serve as a self-reported trigger to
intend to change and it increases motivation. The next step is to build on this first
evidence and conduct a study with longer-term assessments that measures behavior.
Ideally, these assessments include objective measures of health status and behavior,
both possible through some of the modern monitoring and tracking devices (also:
wearable tech) we have seen presented for example at this year’s Consumer
Electronics Show (CES) in Las Vegas. More research is also warranted to examine
the extent of tailoring needed to maximize benefits. In terms of user experience,
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further study of the effects of frequency and dose of each exposure and to what extent
people identify with the VRH will be beneficial. Further, bringing in the social
element, that is showing a person their own VRH and as it compares with others’ may
further improve the efficacy for some individuals.

8 Conclusion

The study demonstrates that non-verbal communication, in the form of animations
and virtual characters can be an effective approach in behavior change
communication. It shows that displaying current and future health status has
motivational impact on current physical activity behaviors. In terms of nutrition, the
future self may not be so critical. Much more research is warranted, including
investigation into other individual factors that may be important, such as personality,
motivations, and goals. Future research in this area should look more into
investigating possibilities of engaging experiences as triggers and calls-to-action on
smartphones and other pervasive devices, also taking into account the social factor.
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Abstract. Parkinson disease (PD) is a neurodegenerative disorder afflicting
more than 1 million aging Americans, incurring $23 billion in annual medical
costs in the U.S. alone. Approximately 90% Parkinson patients undergoing
treatment have mobility related problems related to medication which prevent
them doing their activities of daily living. Efficient management of PD requires
complex medication regimens specifically titrated to individuals’ needs. These
personalized regimens are difficult to maintain for the patient and difficult to
prescribe for a physician in the few minutes available during office visits.
Diverging from current form of laboratory-ridden wearable sensor technologies,
we have developed SPARK, a framework that leverages a synergistic
combination of Smartphone and Smartwatch in monitoring multidimensional
symptoms — such as facial tremors, dysfunctional speech, limb dyskinesia, and
gait abnormalities. In addition, SPARK allows physicians to conduct effective
tele-interventions on PD patients when they are in non-clinical settings (e.g., at
home or work). Initial case series that use SPARK framework show promising
results of monitoring multidimensional PD symptoms and provide a glimpse of
its potential use in real-world, personalized PD interventions.

Keywords: mHealth, Smartphone, Parkinson Disease, Pervasive Healthcare,
Personalized Health, Telemedicine.

1 Introduction

Parkinson disease (PD) is the second most common neurodegenerative disorder,
affecting 4 million people worldwide with over 9 million PD cases being projected by
2030 [1]. Incurring $23 billion in annual medical costs in the U.S. alone and with
projected increases as our population ages, there is an urgent need to improve lives
and reduce costs for those afflicted with PD [2]. Currently, two major issues- complex
and medication regimens and incapability of patients for frequent clinic visits hinder
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making substantial progress in improving treatments for patients with PD. A primary
challenge of PD treatment is that PD progresses uniquely in each individual. A
reliable, unobtrusive, quantitative tool for evaluating multidimensional disease
progression such as dyskinesia, freezing of gait, disability with activities of daily life
(ADL) in individuals with PD holds a great value both for clinical assessments and
personalized treatments. We have designed SPARK, a Smartphone/Smartwatch
system for Parkinson disease. Overarching goals of SPARK are to:

e Personalize PD management through intelligent sensing elements;
e Tele-monitor disease progression in PD patients in their day-to-day environments;
e Collect clinically relevant data to understand ADL affected by PD

In this paper we present the modular framework of the SPARK that is built on the
advances in clinical practice, wearable technologies, mobile computing, machine
learning, and pervasive healthcare. We present the advantages of the SPARK in
comparison to research by other groups working on similar problems. We present
three layers of SPARK architecture, enabling personalized patient-centered care for
PD. We also provide initial results of in-lab pilot studies that used the SPARK
framework to monitor multidimensional symptoms of control subjects. We conclude
this paper with a summary of the presented work and a brief discussion on some
challenges that are present in applicability of the SPARK framework.

2 Background and Related Work

2.1  Unified Parkinson Disease Rating Scale (UPDRS)

Unified Parkinson's Disease Rating Scale (UPDRS) that was originally introduced in
1987 [3] is now the most commonly used measure of PD progression [4]. Table 1
provides a complete list of UPDRS tests; with some of them require observations
made by patients or caregivers while the rest of them need physicians to evaluate
patients in clinics. The tests involve measurement of symptoms spanning from motors
functions to activities of daily life to psychiatric health. Due to lack of longitudinal
information of PD patients when they are in home settings, it makes it challenging for
physicians to; 1) understand personalized issues of patients that occur on daily basis
and; 2) make informed decisions on therapeutic or medication interventions.

2.2 Survey on the Use of Wearable Technology in PD Interventions

There are several reports of objectively monitoring movements in PD. Approaches
include wearable accelerometers, gyroscopes, electromyography, doppler ultrasound,
magnetic motion trackers, digital drawings, pressure-sensitive foot insoles, and
passive infrared sensors placed in home [6-8]. Accelerometers (often with
gyroscopes) have monitored motor aspects of PD including walking, freezing of gait,
balance, falls, bradykinesia, dyskinesia and tremor [6].
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Table 1. List of tests involved in evaluating PD patients with UPDRS (adopted from [5])

Part Domain Item (“Y” — potential use of SPARK) Obser.v er
(Location)
1. Intellectual impairment Patient/
Mentation, behavior and 2. Thought disorder .
I . Caregiver
mood 3. Depression (home)
4. Motivational/Initiative
5. Speech (Y)
6.  Salivation
7. Swallowing
8.  Handwriting (Y)
9.  Cutting food and handling utensils
(Y) .
Activities of Daily Life 10. Dressing (Y) Patient /
1I . Caregiver
(ADL) 11. Hygiene (home)
12.  Turning in bed (Y)
13. Falling (Y)
14.  Freezing when walking (Y)
15. Walking (Y)
16. Tremor (Y)
17. Sensory complaints related to PD
18.  Speech (Y)
19. Facial Expression (Y)
20. Tremor at rest (Y)
21. Action or postural tremor of hands
(Y)
22. Rigidity
23. Finger taps (Y)
24. Hand movements (Y) Physician /
1 Motor examination 25. Rapid altering movement of hands Clinician
(Y) (clinic)
26. Leg agility (Y)
27. Arising from chair (Y)
28. Posture (Y)
29. Gait (Y)
30. Postural stability (Y)
31. Body bradykinesia & hypokinesia
(@0)
A. Diskinesias
32. Duration of dyskinesia (Y)
33. Disability associated with dyskinesia
(Y)
34. Painful dyskinesia
35. Presence of early morning dystonia
Y)
B. Clinical fluctuations
« > peri i ?
2 N O el el 0| i
v Complications of therapy ' ) ' Clinician
38. Do “OFF” periods come on (clinic)
suddenly? (Y)
39.  What portion of day is the patient
“OFF”? (Y)
C. Other complications
40. Symptoms such as anorexia, nausea,
or vomiting
41. Sleep quality (Y)
42. Symptomatic orthostasis
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Of the studies in Table 2, the six highlighted studies achieved ~90% or higher
accuracy in detecting movements of interest. Four of these studies demonstrate a
personalized approach in placing sensors on the most affected side instead of placing
sensors on the same body parts in all patients. The other two studies [9, 10]
personalized their approach further by incorporating subject-specific characteristics in
analyses. Keijsers et al. [9] noted that several variables were better at classifying PD
movements in patients without tremor compared to those with tremor. Moore [10, 11]
monitored freezing of gait, a phenomenon when gait is halted and the patient’s feet
are “stuck to the ground.” Using the same threshold for all patients with a Freeze
Index (derived from spectral analyses), 75% of gait freezes were detected. This
improved to 89% when the threshold was calibrated for each subject. Together, these
studies demonstrate that a personalize approach to monitoring movement performs
better than a “one size fits all” approach. Our research group (Das et al. [11]) has
designed machine learning approaches which can build the person specific disease
progression models and reliably (more than 90% accuracy) predict “ON” and “OFF”
medication state.

3 SPARK: Smartphone/Smartwatch System in PD
Interventions

Currently no wearable technology is at disposal of neurologists and clinicians to
effortlessly monitor PD progression when patients are in naturalistic settings.
Physicians demand deployable technologies that offer longitudinal monitoring for PD
interventions in non-clinical settings:

1. Passive monitoring: This is the unobtrusive collection of data without any
interruption of routine behavior of PD patient. Data collection occurs in the
background of day-to-day activities. For patients, passive monitoring provides a
way to be monitored without interrupting routine activities or relying on abilities
that may be impaired (e.g. cognition, mobility) or thinking about “being sick.”

2. Active Monitoring: Active monitoring requires patients to interact with mobile
screen for collecting contextual data — such as speech, facial tremors, medication
intake, mood, pain, and so forth — that are experiential samples of PD progression.
In contrast to passive monitoring, active monitoring allows patients to be more
engaged and proactive in managing their health.

3.1 Smartwatch/Smartphone System

Recently, mobile health (mHealth) has emerged as a promising field in treating
patients with advanced mobile phones (Smartphones) since smartphones come with
inbuilt sensors and computing and communication resources that allow to track
individual’s course-grain geo-tagged activity unobtrusively.
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Table 2. Selected studies leveraging wearable accelerometers to monitor PD movements

Contribution Sensor type and Intervention Setting
Accuracy results
group placement Interest (task)
ACC(8): two on each :OFE” state, 3 clusters of data
Bonato [12] arm; one on each ON corresponding to
thigh; right shin and state, Lab “ON”, “OFF” and
sternum + 8§ EMG’s dyskinesias dyskinesias
> 93% accurate in
Keijsers [13] ACC(6): both upper Dyskinesias Lab thether or not
. yskinesia present
arms, both upper legs, simulated o
wrist at most affected PR 38-97% sensitivity,
. _ OFF” state home 70-97% specificity
Keijsers [9] side, and sternum. X .
“ON” state environment for detecting
ON/OFF
100% agreement
Moore [10] . between Stride
Combined Stride length Lab/home length and video
ACC+gyr0(1): worn observation
just above ankle 4 . 78% -89% of
Moore [11] Freezing of gait Lab
freezes detected
T ACC (3): above ankle, . . 73.1% sensitivity
Bichlin [15] above knee, waist Freezing of gait Lab 81.6% specificity
Patel [16] Lab 2.2-3.4% error in
. Selected tasks (UPDRS) UPDRS score
ACC (8): 2 per limb from UPDRS Lab Within 0.5 points on
Patel [17] UPDRS scale of 0-
(UPDRS) 4.
. 51.1-82.7% of
Zabaleta[18] Combined ACC+gyro( Freezing of Gait | Lab freezing episodes
6): 3 on each leg correctly detected
. . . - Gait variability was
Weiss[19] ACC (1): on waist Gait Variability Lab & home K
larger in PD
Griffiths[20] ACC (1): on wrist of gra‘tli(}'/knfsm, Lab Modest agreement
most affected side yskinesia with UPDRS
6 sets of ACC+gyro:
Tsipouras [7] one on each Dyskinesia Lab ~84% Accuracy
limb+waist
Mera[22] ACC+gyro (1): on Bradykinesia & Home Medication response
finger tremor (UPDRS) detected
Combined ACC+ Lab
gyro(4): trunk, wrist, Tremor, (UPDRS) Overall 98.9%
Zwartjes[23] thigh and foot of most bradykinesia, tasks and .
& hypokinesia accuracy
affected side daily tasks
Das[11] ACC (5): wrists, Subject specific Regular daily o
2 PD patients ankles, waist motor signs activities >90% accuracy
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Fig. 1. Smartphone with built-in sensors and body sensor network device & Smartwatch with
accelerometer

In the SPARK framework we exploit both a smartphone and a smartwatch to
establish an mobile health (mHealth) system for active and passive monitoring of PD
patients. Active monitoring is offered by a mobile Parkinson disease rating scale
(mPDRS) designed by our research group. Passive monitoring is performed by
collecting accelerometer data from a Pebble watch worn on the affected limb. In
Section 4, we describe role of SPARK’s elements including their functionality and
applicability.

3.2 mPDRS: Mobile PDRS for Personalized PD Interventions

Most investigations of monitoring movements in PD utilize wearable sensors. Other
aspects of PD symptoms such as facial expression, speech quality and components of
ADL (listed in Table 1) are overlooked in monitoring PD progression, although they
hold great clinical significance in improving treatment and life quality of PD patients
[23, 24]. Harnessing the power of SPARK framework, we have built a mobile version
of UPDRS — the mPDRS (mobile PDRS) — to objectively monitor PD severity in
remote as well as clinical settings. In other words, mPDRS is an effort to conduct a
subset of UPDRS tests through the Pebble watch and smartphone. The subset of tests
is selected in the way that multidimensional symptoms manifested in various forms
such as motor movements, speech, facial tremors, gaiting functions, and disabilities in
performing ADL are considered to offer clinicians varieties of clinical data for
improving treatment outcomes.

4 SPARK Framework

The overarching goal of SPARK framework is to monitor clinically relevant
multidimensional data — such as facial tremors, dysfunctional speech, periods of
dyskinesia, and instances of freezing of gait — from smartphones and smartwatches that
are carried by the patients remotely. As shown in Figure 1 and Figure 2, SPARK is
three-layered framework, enabling collection of sensor data from a synergistically
functional system consisted of a smartphone and a smartwatch. Each layer in SPARK is
designed such that physicians can define personalized interventions for each PD patient.
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Fig. 2. Three-layered Framework of SPARK for personalized PD interventions

4.1 Body Sensor Network (Layer 1)

Body sensor network (BSN), also referred to as wireless body area network (WLAN),
is a collection of wearable computing and sensing devices, communicating with one
another to provide contextual awareness to end-users in various application domains.
In SPARK, BSN consists of a smartphone and a smartwatch as a network of sensing
devices. A smartwatch worn on the patient’s wrist records accelerometer data that are
streamed to smartphone.

Smartphone-Smartwatch Communication. We used the Pebble watch data logging
API [25], enabling the data transfer from Pebble to smartphone. Pebble can create
multiple time-stamped logs that are queued and then transferred at set intervals when
a Bluetooth connection with smartphone is available. In order to reduce energy
consumption and battery usage, Pebble batches up data and sends it over to the
smartphone periodically.

Clinically-smart Data Management Layer. We aim to design a clinically-smart data
management layer (CsDML) that segregates clinically relevant data from background
noise on smartphones and makes the system more efficient in terms of energy and
data transmission. The targeted CsDML is based upon on-line learning algorithms
that incorporate event-driven adaptive sensor sampling and also allow forming
context-awareness personalized to individual needs.

4.2  Multidimensional Diagnostic Monitoring (Layer 2)

This second layer of SPARK comprises data storage, analysis, and visualization
layers implemented in a private SPARK cloud. The SPARK cloud stores data from
subjects and runs machine learning algorithms to classify the symptom severity. In
this layer, machine learning algorithms are aimed at looking at features of PD
symptoms in the following ways:
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1. Facial tremors: UPDRS test no. 19 involves physicians to score facial tremors
through visual observation. In this part of SPARK technology, we attempt to
automate this process through smartphone. PD patients are prompted to watch a
short slideshow on their smartphones. While they watch the slideshow, the front
camera of the smartphone records their facial video. The recorded face videos are
then uploaded to the SPARK cloud for further clinical analysis. We have
developed computer vision algorithms [27] to clinically score facial tremors in the
recorded videos.

2. Speech quality: UPDRS test no. 18 asks PD patients to read a short paragraph and
hence, physicians can score their speech functions. Similarly, SPARK adopts this
step by allowing patients to read a paragraph displayed on their smartphone screens
while the built-in microphone of the smartphone records their voice.

3. Motor tremors: There are many UPDRS tests that require physicians to score motor
tremors of PD patients when they pay in-clinic visits. SPARK offers to collect
patient’s motor data through active or passive monitoring. In order to personalize
PD monitoring and treatment, SPARK facilitates physicians to place the Pebble
smartwatch on most affected limbs of their patients.

4.3  Personalized Interventions

SPARK will provide recommendations to physicians for medication changes. As
shown in Figure 3, we will use an individualized conditioned hidden Markov model
for predicting ON (when movement is good and medication is working) and OFF
states (when movement is bad and medication is not working). Predicted OFF states
will be used to recommend medication adjustments.

Medication Current Time sinze
Amount Time last dose

Fig. 3. Conditioned Hidden Markov Model for predicting ON/OFF states to generate

recommendations for medication changes and minimizing OFF. Additional factors may be
added.

5 Pilot Trials with the SPARK Framework

We conducted focus group studies on 5 control subjects. The studies were performed
in laboratory settings to collect the experimental data through the SPARK framework.
In the studies, we collected multidimensional data of subjects using the
smartphone/smartwatch framework.
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5.1 Facial Tremors

A cardinal feature of PD is diminished facial expression (“masked facies”) and
therefore, it is crucial for physicians to look at the pattern of masked facies of their
patients when they are remotely located. We have designed a smartphone app —
FaceEngage [27] that uses the front facing camera to record facial videos while the
participant watches a 2-min slideshow of emotionally neutral images (Figure 4). We
have also developed computer vision techniques to process face videos to detect
attributes of interest such as blinking rate and parted lips instances which serve as
good indicators for scoring masked facies [27].

‘ Blink Rate
: = 1
H = |

L EE TR LR L E I F Y H E LR L EE P E T R LT 3 )

Parted Lips Phases

Facial landmarks Facial attributes processed from recorded face
of a healthy videos
subject

Fig. 4. Facial analysis of healthy individuals with emphasis on monitoring facial attributes
associated with PD

5.2 Speech Analysis

Speech impairments have been associated with PD, and voice deteriorates with PD
progression. Speech signals are an ideal choice for the remote monitoring of the
Parkinson symptoms because they are easy to obtain, there is no special skill or
instrumentation required, and they are noninvasive in nature. In the SPARK
framework we propose to use active and passive speech monitoring of PD patients
and use features of speech impairment — such as reading duration, pitch, jitter and
shimmer — to monitor the progression of PD.

5.3 Active Monitoring of Movements

In active monitoring PD patients will be asked to perform the motor movements
described in the mPDRS scale. These motor movements include wearing the
smartwatch on a limb. Typical movements in mPDRS include finger tapping, opening
and closing of hand, finger pointing, pronation and supination, foot tapping, walking,
and getting up from a seat while hands crossed. Figure 5 shows the typical profile of a
3 axis accelerometer data from a subject performing the mPDRS scale. It is clear from
the figure that each maneuver in the mPDRS carries a specific signature easily
identifiable in raw accelerometer data.
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Fig. 5. 20 movements captured on accelerometers of the smartphone while a participant
strapped the smartphone sequentially on wrists and then ankles (one location at a time) during
mUPDRS trials

6 Conclusions and Future Work

We have presented a novel framework for personalizing the management of PD.
SPARK uses smartphones and smartwatches to track symptom severity in real world
situations and assess how medications affect symptoms. SPARK provides ways to
measure speech and facial expressions/features, which are crucial for the
understanding of PD severity. We are pilot-testing the current framework with the PD
patients and evaluating the usefulness of this framework for all the stakeholders
(patients, clinicians, caregivers, and family members).

While the SPARK framework is encouraging, there are inherent limitations of the
usefulness of SPARK in PD interventions. Our project is focused solely on the motor
features of PD and does not incorporate medication side effects or non-motor features
(e.g., psychiatric disturbances, sleep problems, autonomic dysfunction, cognitive
issues). We plan to incorporate non-motor features and side effects into personalized
predictive models in the future. Despite our effort to maximize compatibility, there
will be PD patients that will not be able to use SPARK due to their inability to adopt
new technologies such as smartphones. Further, sensor misplacement, patient log
errors, device malfunction, loss of data, and limitations of algorithms are challenges
we may encounter.

Acknowledgements. We are very thankful to all of our study participants for their
support in collecting experimental data.
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Abstract. This Patient information leaflet — PIL provides support to medicine
usage. However, there is a lack of empirical evidence on the usability of PILs
since most research has focused on their readability and legibility, and legal
regulations worldwide have neglected their usability aspects. Considering the
importance of this matter, a proposal for assessing PILs’ usability is presented
here, consisting of three phases: (1) task analysis diagram flow, (2) interaction
test, and (3) follow-up interview, and the outputs are analyzed in a qualitative
manner. To validate the usability assessment proposed, a study was conducted
in Brazil with 60 participants on using medicines differing in their pharmaceuti-
cal presentation, based upon the instructions in their PILs. The results showed a
direct relation between task complexity-errors; and the decision points-actions/
steps. The usability assessment aids in identifying drawbacks in the PILs design
and information flow, thus, providing support to improvements towards their
effectiveness in medicine usage.

Keywords: patient information leaflets, usability, assessment.

1 Introduction

Several studies have been conducted on patient information leaflets — PILs. Most of
them looked at text related aspects, such as readability, legibility and typographic
structure [1], [2], [3], [4], [5] and some also investigated pictorial aspects of PILs, as
for instance the graphic presentation of visual instructions [6]. Despite their contribu-
tions to the communication success of PILs, the majority of these studies has not pro-
vided empirical evidence of their effectiveness on medicines usage, that is, how graphic
and typographic aspects of PILs may affect the task of using/taking a medicine by a
person. In this regard, research with person-centered approach might provide methods
and tools to measure usability of PILs.

The concern on effectiveness communication of PILs has been driven regulations in
the European Union — EU since 2005, when readability tests of PILs have been required
from pharmaceutical companies to have their medicines approved. However, the EU
readability tests for PILs may present limitations in assessing their communicational

A. Marcus (Ed.): DUXU 2014, Part IIT, LNCS 8519, pp. 115-124, 2014.
© Springer International Publishing Switzerland 2014
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effectiveness from information design viewpoint. The tests restrict the scope of medi-
cine usage to text comprehension, overlooking task performance and context of medi-
cine use (from prescription to usage). Thus, regardless the contribution of readability
tests to message communication, they do not actually prove PILs’ efficiency in medi-
cine usage, but how information is understood, and searched/found by medicine users
[7] [8]. In this respect, it is interesting to mention a study conducted by Raynor, Knapp,
Moody and Young [9] in the same year EU approved their regulation for testing PILs.
The authors investigated PILs and the impact of European regulations on the use of
medicine, and found that PILs were not read or noticed y several patients, and did not
meet their information needs. This ratifies the importance of having PILs tested in their
usability to minimally ensure their effectiveness, or at least that they would meet pa-
tients’ expectations to be noticed by them. In this sense, Waarde and Spinillo [10] when
discussing the development of visual information about medicines, claim that the pro-
duction of PILs should follow a ‘writing-designing-testing-process’ and embrace all
stakeholders. Moreover, they assert that legislation and guidance to develop PILs should
be performance based, that is, should be based upon PILs’ usability to medicine usage.

However, testing PILs is not a worldwide concern, even when limited to their rea-
dability. Countries in Latin America, Africa, Asia and still some in Europe do not
require PILs testing in their regulations. Thus, the pharmaceutical companies have
been marketing their medicines in those countries with no evidence on their PILs’
effectiveness. The effects of lack of comprehension of information on medicine use
have been observed in data on hospitalization and even death of patients reported by
the press and health authorities worldwide. Taking the wrong dosage or an overdose
of a medicine, adverse reactions, and taking medicines that are not suitable for use
due to inappropriate storage are examples of problems that can be caused by informa-
tion draw-backs in PILs. In USA, for instance, a report showed an increase of 65% in
the number of hospitalizations from 1999 to 2006 as a result of medication overdose
regarding pain-relief medicines, tranquilizers and sedatives [11]. As some of them are
over-the-counter medicines, i.e., can be purchased without medical prescription, their
PILs are the main source of information on the medicine usage. Similarly, a study
conducted in Brazil by Aquino [12] reported that one third of hospitalizations were
caused by misuse of medication. The impact of medication misuse on the population
health safety has pushed governments to take preventive, educational and legal meas-
ures. However, medicine regulations still neglect the relevance of verifying to what
extent PILs support medicine usage, as previously mentioned.

2 A Proposal for Assessing Usability of PILs

According to Rubin and Chisnell [13] usability regards how usable a product or a
service is. In addition, they claim that to be so, a product or service should be useful,
efficient, effective, satisfying, learnable and accessible to its users. Thus, usability
regards actual interaction between an artifact and a person, and involves tasks to be
performed. In general, the concept of usability is applied to product ergonomics and
digital systems, within the scope of HCI — Human-Computer-Interaction. In this re-
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spect, several techniques and methods have been used by researchers and developers
of products and digital systems to assess usability. Since the nineties publications
have been issued on this matter, as for instance Nielsen’s paper [14] presenting a list
of techniques to verify usability of interfaces, followed by Dumas and Redish’ book
[15] presenting a guide for usability testing. However, there seems to be a lack in the
literature on usability for printed artifacts. Despite the relevance of this topic, most
research looks at legibility and comprehension aspects, thus, ignoring how usable
printed artifacts actually are for their users. This is particularly pertinent when regards
health related printed artifacts, such as PILs.

From a usability perspective, PIL is not only a pharmaceutical source for health
treatment, but also an instructional document that provides patients with information
on how to interact with a product (medicine). Accordingly, medicine insert is an in-
formation design artifact that mediates patient/user + medicine interaction during task
performance. Thus, it empowers patients in the decision making process on health
treatment. In this sense, identifying the tasks/aspects involved in a medicine usage is
of prime importance to verify usability of PILs. Considering this, together with pa-
tient/user information needs to support task performance, a proposal for assessing
usability of PILs is presented next, consisting of three main consecutive phases: (1)
task analysis flow diagram, (2) interaction test, and (3) follow-up interview. The PIL
tested can be either an existing one or a mockup of a PIL to be produced. The former
is found inserted in actual medicine packages and its usability assessment would serve
to produce data for academic/professional/governmental reports. This allows guidance
for future improvements on the design of existing PILs, whether for the latter, the
usability assessment is conducted within the PIL design process, therefore leading to
improvements prior its production.

2.1  Phase 1: Task Analysis Diagram

Initially, a decision/action flow diagram is drawn to identify the actions to be taken by
patients/users during task performance, decision points and conditional situations to
take/use a medicine according to the information provided in the PIL. The diagram will
aid researchers to be aware of possible difficulties in task performance (e.g., measuring
dosage) and/or to decide on the questions to be made in the interview (e.g. how to
measure dosage). This diagram is based upon Moraes and Mont’ Alvdo’s [16], however
adapted to include conditional situations that may be necessary to take/use medicines.

2.2  Phase 2: User + PIL + Medicine Interaction Test

Based upon the task analysis diagram, an interaction test is then conducted in a simu-
lated manner to avoid risks to participants (e.g. using a syringe in a sponge). The
number of participants and their characteristics are defined according to the medicine
users’ profile. The material for testing consists of: an actual PIL or a PIL mockup, the
medicine and other material that may be necessary (e.g., sponge for simulated use of
syringe). The interaction test is conducted with each participant individually and
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isolation. The PIL (existing or mockup) is presented to the participant, who is asked
to follow the instructions provided in the PIL to use/take the medicine and to verbal-
ize his/her actions. Participants are informed that they may consult the PIL during
task performance whenever they find necessary. The data is recorded through video
and audio, but written notes on task observation may be used in case participants feel
comfortable with the presence of the researcher in the testing room, or if special glass
room is available for this purposed. Time restriction is not posed to participants as it
may be a variable to be measured. The interaction test will be over when participants
consider that they finished the task, or decide to give the task up. Then, participants
will be asked to engage in an interview about the task.

2.3  Phase 3: Follow-up Interview

After the interaction test, a semi-structure interview is conducted with each partici-
pant to get their reactions to the task performed, to the PIL tested, their satisfaction
with User + PIL + medicine interaction, and their suggestions to improvements. A pro-
tocol with questions on these aspects is produced to guide the interviewer and to allow
written notes, if necessary. The data recorded in video from the PIL’s interaction test-
ing can be used to aid in the interviewing process regarding questions on task perfor-
mance (e.g., elucidate doubts, identify errors). Video and/or audio recording can be
used to register participants’ responses. The following table summarizes the proposed
sequence of phases to assess usability of PILs. The columns present the phases and
their aims; and the material employed.

Table 1. Summary of proposed sequence of phases to assess usability of PILs

Phase

Aims

Material

1. Task analysis
diagram

Identify medicine usage according to PIL’s
information.

Foreseen possible difficulties and errors in
task performance.

Printed or digital
support for drawing
the diagram

2. User + PIL +
medicine
interaction test

Identify difficulties, drawbacks and errors in
task performance.

Identify possible weaknesses and/or omission
of information in PILs when supporting task
performance.

PIL
Medicine (and
related material)

3. Follow-up
interview

Identify participants’ views on/reactions

to their task performance.

Gather participants’ suggestions to improve
PILs.

Protocol with
questions

Video images from
the interaction test
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2.4  Analyzing the Data

To a proper understanding of the outcomes from the PIL usability assessment, it is
necessary to discuss data in a deeper manner. Thus, qualitative analysis seems to be
appropriate. In this sense, for the PIL interaction test, a human error classification for
the participants’ performance is proposed, considering: (1) information processing
errors, (2) action errors, and (3) verification errors (regards particularities of the tasks
such as dosage mistake). This classification is based on Barber and Stanton [17]; and
Rasmussen [18] taxonomies for human errors, which was adapted for medicine usage
mediated by PILs (Table 2).

Table 2. Classification for human errors proposed

1 — Information processing errors
Internal (individual repertoire)
Pi 11 Wrong/Mistaken assumption
External (insert/package/product)
Pi 2| Information was not read/searched
Pi 3| Information was incompletely read/searched
Pi 41 Wrong information searched
Pi 5| Information was searched but not found
Pi 6l Information was searched and founded but not understood

2 — Action errors
A 1ITask/action was not performed
A 2| Task/action was incompletely performed
A 3| Task/action was performed in wrong/inappropriate moment
A 4l Very long or very short Task/action
A 5l Task/action performed in a very little or very large amount/quantity
A 6l Task/action in wrong direction
A 71 Wrong alignment
A 8l Right task/action in wrong/mistaken object
A 9l Right task/action but in a wrong part/component of a right object
A 10l Wrong task/action in a right object
A 111 Wrong task/action in a wrong object
A 12| Selection not done
A 131 Wrong selection done

3 — Verification errors
V 1l Verification not done
V 2| Verification incompletely done
V 3l Verification in a wrong moment
V 4l Right verification in a wrong object
V 51 Wrong verification in right object
V 6l Wrong verification in wrong object
V 7l Verification in a very little or large amount/quantity
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Afterwards, the results of task performance are compared across participants to
find what errors are common among them, as well as the success or failure of the task
executed. This indicates how effective the tested PIL is in using/taking a medicine.

Likewise, for the follow-up interview, responses to each question are compared
across participants to identify similarities and differences in their views on the tasks
performed when using/taking the medicine mediates by the PIL.

Next, a general data analysis is made by comparing the outcomes of phase 1 and 2,
that is, the results of the interviews to those of the interaction test. This allows identi-
fying trends/commonalities among the phases’ results, and relations between partici-
pants’ task performances and their views on the task/PIL. Then, the main drawbacks
of these phases are pinpointed and placed within the task analysis diagram, taking into
account their effect on the decision/action flow. This not only permits a visualization
of the aspects/elements involved in the procedure of taking/using a medicine, but also
make valid requirements to improve the design of a PIL possible. Finally, based on
the design requirements, adjustments are made in the PIL to meet patients/users’ in-
formation needs for using/taking a medicine.

Ideally, after making the adjustments in the PIL, the phases 2 and 3 should be con-
ducted again to verify the effectiveness of the redesigned PIL to the medicine usage.
Thus, interaction tests and interviews are carried out and adjustments are made so as
to reach a satisfactory version for the PIL (Fig 1).

Phases Qualitative analysis
1 2 3 Data Comparison Pinpoint main
Task Interaction test Follow-up analysis across phases drawbacks
analysis interview
diagram |
N \l/

)

‘: Improvements

i

[round of interaction testing + interview] <2 -——-- Diagram Design Adjustments
redesign requiremenls in the PIL
for the PIL design

Fig. 1. Sequence of actions involved in the proposed usability assessment for PILs

3 Validating the Proposal for Assessing Usability of PILs

To validate the proposed usability assessment for PILs, a study was conducted in
Brazil with 60 participants to use medicines differing in their pharmaceutical presenta-
tion: oral suspension, vaginal cream, inhaler, nasal spray and injection pen. They were
equally divided into five groups according to the medicine presentation (12 participants
per medicine). A task analysis diagram was drawn to each medicine according to their
PILs, and decision points, steps and conditional situations were, then, identified in the
medicines’ procedural tasks. With this information in hand, protocols were designed
considering the inputs from the diagrams to the interactions tests and follow-up inter-
views, which were carried out following the procedures abovementioned.
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Fig. 2. Task analysis diagram for the injection pen
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The results on task analysis diagrams showed that complexity of the tasks was di-
rectly proportional to the amount of decision points and actions/steps involved in the
medicines’ usage. Fig. 2 shows the diagram of the injection pen for taking insulin.
The numbers in red (3 and 11d) refer to the conditional situations presented in the PIL
on how to use the pen.

In addition, table 3 shows a comparison across the five medicines based upon the
information from the diagrams produced. The columns present the number of steps/
actions, the decision points and the conditions to use/take each medicine. According
to their PILS, the injection pen and inhaler presented the highest number of actions
(N=20 and N =19 respectively), whereas the vaginal cream had the lowest (N =09).
The number of decision points and conditional situations were also high for the injec-
tion pen comparing to the others. On the other hand, there was no decision point for
the vaginal cream according to its PIL.

Table 3. Comparison across the five medicines

Medicine Actions Decision points Conditions
(1) Inhaler 20 3 0
(2) Vaginal cream 09 0 4
(3) Injection pen 19 9 5
(4) Oral suspension 17 1 6
(5) Nasal spray 12 3 3
Total 77 16 18

Regarding the PIL + medicine interaction test, the results indicated that the more
complex the task of using a medicine, the greater the number of errors made by the
participants (Table 4). Information and action errors were found in all five medicine use
tasks. A total of 352 were made by participants in their task performances, particularly
regarding action/steps (N =179). The injection pen showed the highest numbers in all
errors categories (total of N =162 errors), followed by the oral suspension medicine
with high figures in information processing (N =32) and action (N =39) errors.

Table 4. Errors regarding task performances by participants

Information

Medicine Processing Action Verification Total
(1) Inhaler 20 30 2 52
(2) Vaginal cream 7 13 0 20
(3) Injection pen 60 68 34 162
(4) Oral suspension 32 39 4 75
(5) Nasal spray 2 29 12 43

Total 121 179 52 352
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According to these results, the PILs tested failed to support task performance since
all participants did not succeed in using the medicines guided by their leaflets. This
was ratified by the interview responses, in which participants attributed their difficul-
ties in understanding information and performing the tasks to the poor quality of PILs.
The outcomes of the interviews also elucidated important issues regarding the person-
al opinion of participants on the presentation of user instructions and on the medi-
cines’ packaging/container. For instance, difficulties in understanding and carrying out
the task of using the insulin were associated to the poor design of the injection pen.
Likewise, the inhaler container was criticized for not being easy to handle. Moreover,
participants (N =26) considered that use of visual instructions in the PILs tested faci-
litated understanding of the medicine procedures of use.

Taking into account the outcomes of the interaction testing and interviews, adjust-
ments were made in the task analysis diagrams so as to acknowledge participants’
information needs to undertake the tasks mediated by PILs. Thus, critical aspects
related to the steps and decision points were marked in the medicines’ task flow to
support requirements for the redesign of the PILs tested, allowing improvements.

4 Final Considerations

Based upon the validation outcomes, the usability assessment proposed seems to aid in
verifying effectiveness of PILs in supporting medicine usage, and may provide guid-
ance to improve the tested PILs. However, due to its research design complexity, the
PIL usability assessment should be conducted by experienced researchers who will be
able to convey collected data into design requirements for PILs.

Finally, it is hoped that the PIL usability assessment phases as well as the methods
and techniques proposed may serve as a starting point to the discussion on measuring
effectiveness of PILs from a person-centered approach. And perhaps, such discussion
may lead governmental authorities to raise awareness about the need to require PIL’s
usability testing from the pharmaceutical companies in the medicine regulations.
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CNPq- National Council for Research and Technology, Brazil for supporting this
study.
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Abstract. This paper focuses on improving the usability of an electronic health
record (EHR) embedded clinical decision support system (CDSS) targeted to
treat pain in elderly adults. CDSS have the potential to impact provider beha-
vior. Optimizing CDSS-provider interaction and usability may enhance CDSS
use. Five CDSS interventions were developed and deployed in test scenarios
within a simulated EHR that mirrored typical Emergency Department (ED)
workflow. Provider feedback was analyzed using a mixed methodology ap-
proach. The CDSS interventions were iteratively designed across three rounds
of testing based upon this analysis. Iterative CDSS design led to improved pro-
vider usability and favorability scores.

Keywords: clinical decision support, CDS, clinical decision support system,
CDSS, usability, emergency department, emergency medicine, human-
computer-interaction, HCI, SUS, system usability scale, favorability score,
mixed methodology, Healthcare IT & Predicting Adoption, Medical Error &
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1 Introduction

As medical complexity and knowledge grow at a dizzying rate, medical providers rely
increasingly on computer systems for support. The study of human-computer
interaction in the context of healthcare delivery is essential to increase both provider
satisfaction and efficiency as well as to improve patient safety and outcomes. Elec-
tronic health records (EHR) provide a mechanism to enable the delivery of healthcare;
one aspect of the EHR which can impact this delivery is usability.

In the 2012 Institute of Medicine (IOM) report “Health IT and Patient Safety:
Building Safer Systems for Better Care”, usability of the EHR is identified as an im-
portant feature that may contribute to both improved patient safety as well as potential
negative unintended consequences [1]. This report also notes that clinical decision
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support systems (CDSS) are an integral component of an EHR that provide sugges-
tions to healthcare workers at the point of care. The IOM report identifies improved
usability and design of CDSS as one way to maximize impact and error reduction as
well as a way to limit alert fatigue [1,2,3].

In the United States, ambulatory EHR adoption has grown from 18% in 2001 to
78% in 2013 [4]. This growth can be partially attributed to various incentive (‘carrot’)
and disincentive (‘stick’) programs favoring EHR adoption. The 2009 Health Infor-
mation Technology for Economic and Clinical Health Act (HITECH) allowed up to
US$63,750 in incentive (the ‘carrot’) payments per eligible provider for EHR adop-
tion that meets certain requirements [5]. Healthcare providers who have not adopted
a certified EHR by 2015 will face a 1% reduction in Medicare payments, increasing to
a 3% reduction by 2018 (the ‘stick’). Various other regulatory and quality improve-
ment programs concurrently push for EHR adoption. These include Centers for
Medicare and Medicaid Services’ (CMS) Physician Quality Reporting System
(PQRS) and Clinical Quality Measures (CQMs).

Hospital information technology (IT) and leadership such as Chief Medical Infor-
mation Officers to date have largely been occupied with EHR deployment and main-
tenance as well as satisfaction of various regulations and metric reporting. Usability
of the EHR is typically not a high priority among IT or hospital leadership given these
competing factors. Further, to qualify for incentive payments under HITECH, vari-
ous Meaningful Use requirements must be met, one of which is CDSS use. Usability
analysis and design are not a requirement of any such regulations, and as such may
receive a lower priority than deploying a non-optimized CDSS to satisfy regulations.
A CDSS with poor usability may contribute to errors, rather than improve patient care
and safety [1,2,3].

CDSS use is increasing as more EHRs are implemented and incentives for CDSS
use are in place. CDSS are frequently utilized without regard to usability and pro-
vider feedback. Evaluation of CDSS usability within the normal provider workflow
is often overlooked in the development of informatics interventions. This evaluation
may help refine CDSS to reduce alert fatigue and frustration, thereby making CDSS a
more valuable tool in guiding clinical care. This study sought to refine and optimize a
pain care CDSS by using an iterative usability design process utilizing a test EHR
environment.

2 Methods

2.1  Physical Setup

The testing scenarios were conducted in a quiet office in the Department of Emergen-
cy Medicine at the Icahn School of Medicine at Mount Sinai in New York City during
daytime hours over the course of 10 weeks.

The setup of the computer and EHR reflected the setup in the clinical environment
to which the test users were accustomed with the exception of the CDSS interventions
being tested. The test EHR environment was Epic 2010 ASAP (Epic Systems Corp.)
within XenApp (Citrix Corp.) running on a standard desktop PC platform with
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Windows 7 Enterprise OS (Microsoft). User input was provided via standard 104-key
keyboard and optical mouse with scroll wheel. The setup utilized a 17-inch LCD dis-
play atop which was mounted a camera for video/audio capture (Logitech Webcam
Pro 9000, Logitech Corp.).

Data was recorded using screen capture and video/audio capture of participants
with Morae Recorder version 3.3 software (TechSmith Corp). This allowed for later
analysis of test sessions using Morae Manager as well as real-time observation of the
screen/audio/video by study investigators in a nearby office using Morae Observer.

The study participant’s face and audio was captured during the test sessions. A
study facilitator was present in the room to direct the user to certain tasks and provide
clinical context to the simulated cases. Audio of the facilitator was also captured.

2.2 Usability Testing

A group of five CDSS interventions was developed by an interdisciplinary team to
address acute pain care throughout an ED visit (Table 1). Thirteen emergency physi-
cians, all previously experienced in using the EHR, were recruited for participation.

Table 1. Description of Elderly Acute Abdominal Pain Care CDSS Interventions

CDSS Description

Intervention

Pain Score of A visual pop-up graphic in the center of the EHR screen that interrupts workflow and
10 Alert alerts provider that patient has pain score of 10 that has not been addressed

Re-evaluate at A visual stimulus within the order entry screen of the EHR that alerts provider that
4 Hours Alert patient has pain score of 10 that has not been re-evaluated or addressed after 4 hours

Order Set A hyperlink that offers the provider a set of predefined analgesic treatment options for
geriatric patients

HPI Reminder A statement that appears in history of present illness documentation reminding the
provider to address patient’s pain

Alert at A grayed out print button that prevents printing of discharge instructions for patients
Discharge with an unaddressed pain score of 10

Users were given a $US100 incentive for their participation. Over a 10-week pe-
riod, seventeen 1-hour usability sessions were conducted across three iterative rounds
of testing. Users were given three patient scenarios and were asked to provide simu-
lated clinical care using the EHR in a normal workflow.

The study facilitator provided guidance to the study participant so all tasks could
be completed. The study facilitator was able to communicate real-time with the study
investigators using iOS iMessage (Apple Corp.) to clarify clinically oriented ques-
tions posed by the participant. Users attention was not called to the CDSS interven-
tions prior to the test sessions and users interacted with the CDSS interventions as
they completed tasks associated with clinical care.
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Patient scenarios consisted of elderly adults suffering from abdominal pain. These
simulated patients were modeled as having diverticulitis, small bowel obstruction and
constipation. Users utilized order entry, documentation and discharge workflows.

2.3  User Feedback

A System Usability Scale (SUS) survey (0-50 not acceptable, 50-70 marginal accep-
tability, 70-100 acceptable) was completed at the end of each testing session utilizing
a survey function of Morae software. Following this survey, a study facilitator-led
structured favorability questionnaire [scored negative (1), neutral (3), positive (5)],
and open-ended narrative feedback of each CDSS intervention were completed after
each session. Participants were shown pictures of each intervention as they appeared
in the EHR and were asked if they would find the intervention useful or not useful
and if they had any particular concerns or questions about the intervention. Users
were also asked for areas of improvement for each intervention and had a time to
provide open-ended feedback.

2.4  Analysis and Iterative Design

An interdisciplinary team consisting of four physicians with backgrounds in informat-
ics, one PhD with a background in usability, one physician with a background in ge-
riatric emergency care, one nurse/IT analyst, one IT EHR analyst and two research
associates met to discuss the user provided feedback and study investigator observa-
tions. The team reviewed structured and unstructured feedback and favorability
scores after each round of usability testing. The majority of this interdisciplinary
team was active in the data acquisition phase of the usability studies, allowing infor-
mal real-time analysis and discussion among team members prior to formalized meet-
ings. The team, informed by this information, triangulated discrete elements within
each CDSS intervention that impacted usability, discussed which changes are feasible
within the constraints of time and the EHR system, then incorporated changes to these
elements in the next iteration of CDSS design.

Interventions tested
5 CDSS interventions in simulated EHR
for pain control environment

Optimized CDSS

interventions

Testing reviewed by
interdisciplinary team
and feedback coded

Team meeting and
intervention revisions

CDSS in production
environment

Fig. 1. Iterative design process
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3 Results

Twenty-six discrete elements within the CDSS interventions were identified as im-
pacting CDSS usability based upon expert review and testing feedback. Of these 26
elements, 21 were prioritized and addressed in future iterations.

See Figures 1 and 2 for a representative example of the changes that occurred (e.g.,
reduced text, fewer required fields, and direct links to actionable items) with the in-
tervention for managing patient-reported pain scores of 10.

Over the three testing rounds and redesigns, mean SUS scores improved from 75 to
89. Mean favorability scores improved from 3.4 to 4.5 [scale 1 (worsened care) to 5
(improved care)].

BestPractice Advisory - Beeyo,Ess e

< High (1 Advisory) |

¥ The pain score for this patient has not been updated in over 4 hours. Please update the pain score by clicking on the
“Reassess pain in the vitals section” OR to order analgesics check “Abdominal Pain for Elderly Patients” and click
“Accept” OR provide a reason you're not going to do that right away.

Acknowdedge reason Lﬂ D
Declined | See Comment

[¥ Open Order Set Abdominal Pain For Elderly Patients preview [%
% Reassess Pain in the Vitals Section

Accept & Stay | Accept Cancel |

¥ This patient's pain score of 10 has not been updated in >4 hours.
Acknowledge reason:

Will order pain meds now | Patient declined analgesics

[~ Open Order Set. Abdominal Pain For Elderly Patients preview
(Last done by Fhsident Emergency, MD on 9/10/2012 at 10:39 AM)
% Reassess Pain

¥ This patient's pain score has not been updated in >4 hours.

¥ Open Order Set Abdominal Pain For Elderly Patients preview
% CLICK HERE TO REASSESS PAIN

Fig. 2. Iterative usability design of one CDSS intervention over three rounds. There has been
streamlining of text, clearer buttons and direct links to order sets or pain re-evaluation dialogs.
A representative comment on round 1, “[this intervention] is too complex; I assumed it was an
error and I ignored it”, and on round 3, “[this intervention] is great, straightforward. I would
want to do something about a pain score of 10”.
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patient satisfaction and can increase risk of delirium, and hospital length of stay.
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Fig. 3. Iterative usability design over two rounds of testing. Redundant pain scale buttons
have been eliminated, and text prompting treatment of pain has been simplified.

4 Conclusions

This study demonstrates how an iterative design process conducted by an interdiscip-
linary team improves the usability and favorability of a CDSS among providers.

A close working relationship among all key stakeholders in the CDSS development
was essential to rapid turnaround of the CDSS interventions. IT was informed by
clinicians observing the test users, and clinicians also learned the practical constraints
that IT faces. As Health IT evolves past EHR deployment and satisfaction of regula-
tory requirements, iterative usability design of CDSS over a short period can result in
meaningful improvement of the usability of CDSS.

Improved usability may result in greater patient safety, improved provider satisfac-
tion and more efficient workflows. This process may be utilized in other institutions
to improve provider satisfaction and enhance the use of CDSS. Usability redesign
prior to CDSS deployment in a production EHR environment may result in financial
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rewards as IT staff become less burdened with answering users questions and revising
a CDSS that is already in production.

Future studies will include real-world testing of the interventions to determine pro-
vider efficiency and clinical impact.
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Abstract. Information about medicines in Europe does not really fulfil its
potential. For patients, it is often very hard to understand and to apply
information in a specific situation. For the pharmaceutical industry, it is hard to
develop (writing-designing-testing) due to strict regulations. And for the
Regulatory authorities, the current situation is hard to control and check. One of
the main causes is that legal-, economic-, and health-criteria are simultaneously
applied to information about medicines. However, these three criteria are
fundamentally different, and have proved to be unbridgeable in the last 20
years. In order to provide patients with usable information, it seems essential to
develop a legal system that is not based on standardization of processes and
results, but instead is based on required performances in context.

Keywords: Patient information, medicine packaging, labeling, information
design.

1 Situation: Patients, Industry, and Legislation

Patients in Europe receive a substantial amount of information about their medicines.
This information is supplied on packaging, in package leaflets, and on ‘inner
packaging’ such as blister packs, tubes, or bottles. Pharmacists can add handwritten
instructions and additional printed labels, and sometimes provide auxiliary letters and
brochures. Especially when patients use more than one medicine, this uncoordinated
information supply frequently exceeds the processing capacity of patients. The
overload of visual information leads to unwanted side effects like a reduced
confidence in the pharmaceutical industry (“they are just covering their backs” — see
figure 1), reduced confidence in pharmacists and doctors (“they just try to give you
the cheapest ones” — see figure 2) and difficult risk-benefit analyses (“it might help,
but it could get worse too?” — see figure 3).

Some of the information supply is heavily regulated and controlled within a
complex framework of regulations and guidelines. Other — unregulated — information
is added at different stages, and this has sedimented gradually over the years into a
structure that is hard to handle, difficult to read, and very hard to understand or apply.
The breaking point has been reached where regulations prevent progress and hamper
the supply of relevant and useful information to patients.
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© Springer International Publishing Switzerland 2014
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Fig. 1. Example of a detail of an outer pack. The number of warnings and the position of the
warnings make it difficult for patients to follow the advice. The interpretation of the
combination of ‘Do not take more than 6 tablets in any 24 hour period.” and “‘WARNING: Do
not exceed the stated dose.’ requires some mental agility. It is unclear why both are mentioned.
The readability of the text is further severely reduced by the use of a highly reflective silver
background, a small type size, and braille dots.

Fig. 2. Example of additional labelling. In order to maximize income, it is possible to buy
medicines across Europe (parallel import). The consequence is for example that Dutch patients
might receive a Portuguese package with texts in Portuguese. This is remedied by an additional
sticker on the outer packing with Dutch texts. Unfortunately, this makes it very unclear who is
responsible for the supply of this information. It could be the importer, the pharmacist, the
Portuguese manufacturer, or the actual licence holder.
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1. What Nurofen Express 256mg Caplets are and
what they are used for
The active ingredient (which makes this medicine work)
is Ibuprofen. It belongs to a group of medicines known
as non-steroidal anti-inflammatory drugs (NSAIDs).
NSAIDs provide relief by changing the body’s response
to pain, swelling, and high temperature. Nurofen
Express 256mg Caplets are used for the relief of fever
and mild fo moderate pain, such as :
* Headaches and migraine pain
* Neuralgia, Backache, period pain, rheumatic and
muscular pain
* Cold and Flu symptoms, sore throat

Tell your doctor if you experience:
o fever, flu-like symptoms, sore throat, mouth ulcers,
headache, a sfiff neck, vomiting, unexplained
bleeding and bruising, severe exhaustion.
« indigesfion, stomach or abdominal pain, constipation,
diarrhoeq, flatulence or if you feel sick, chest pain or
fast, irregular heart beat. s
* liver and kidney problems associafed with swelling in
__your arms and legs.
Fig. 3. Package leaflet details. Top: detail of front. Bottom: Detail of the back of the same
leaflet. A medicine that is used ‘for the relief of fever and mild to moderate pain’ (top image)
might cause ‘fever’ and ‘headaches’ as side effects (bottom image). Technically, this
information is likely to be correct, but it is difficult for a patient to distinguish between the

‘headache before taking the tablets’, and the ‘headache that is caused by the tablets’.

All three examples are in conflict with the intention of the European legislation. A
European Directive formulates this intention as ‘information supplied to users should
provide a high degree of consumer protection, in order that medicinal products may
be used correctly on the basis of full and comprehensible information.’[1]. The
examples are also in conflict with the actual articles in the EU-legislation which state
that “The package leaflet must be written and designed to be clear and understandable,
enabling the users to act appropriately, when necessary with the help of health
professionals.’ [2] Most information about medicines for patients in Europe fails these
criteria.

Of course this has been known for a long time, and in December 2010 a Directive
mentions that ‘improvements’ are required. Directive 2004/84 states: ‘By 1 January
2013, the Commission shall present to the European Parliament and the Council an
assessment report on current shortcomings in the summary of product characteristics
and the package leaflet and how they could be improved in order to better meet the
needs of patients and healthcare professionals.” [3]

At the time of writing (February 2014), this report has not been published yet. The
delay in the publication might be an indication of the unforseen difficulties to deal
with a real ‘wicked problem’.

1.1  Questions

It is clear that the information supply to patients does not always ‘enable patients to
take medicines correctly’. Investigations over the last years [4] point to the necessity
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to reframe the situation towards ‘the activities of people’. It is clear that an analysis of
the fundamental activities and expectations of patients is required to find out what
patients really believe and need when they interpret information about their
medicines. But there are two other main stakeholders. The pharmaceutical industry
and the Regulatory authorities are directly involved too. Their activities and
expectations, albeit very different from patients, need to be considered too.

Any legislation should therefore take account of the activities of at least three groups:

a. legislation must enable regulators to check and control. The current legislation,
guidelines, and templates do not provide enough grip on the matter. Many issues
remain unresolved and need to be dealt with on ‘a case by case basis’. This
reduces the confidence in the regulatory system because it has lead to
insonsistency in decisions.

b. legislation about information about medicines must enable people to act
appropriately. The aim of the legal framework is to provide patients with relevant
and useful information. The contents (figure 3) and design (figure 2) leaves much
to be desired, although these examples have been approved and are therefore
considered to be ‘appropriate’.

c. legislation must support the pharmaceutical industry to develop information, and —
if required — develop innovative artefacts. The current legal framework stifles and
frustrates both these activities. Although it is absolutely essential to indicate a
‘minimally acceptable level’, it should also be possible to excel and make
progress.

And this combination of requirements of these three groups is probably the main
reason that it is so difficult to develop a report about the current shortcomings. Again,
this is not new. All three groups have noticed this and discussed their views. It
becomes now obvious that there must be some more fundamental reasons why
intervention ambitions do not reach the different environments. Two questions should
be answered:

- What are the reasons that progress does not occur? Can these reasons be

overcome? (section 2).

- Could a performance based design process based on thorough user experience

research provide an alternative? (section 3)

1.2  Answering the Questions?

Different kinds of testing, such as usability tests, readability tests, diagnostic tests and
performance tests have been performed on different types of medicines and different
groups of patients. Interviews with the pharmaceutical industry have been conducted
at different stages. One group of stakeholders that has only be informally interviewed
are the people who work for the national and European regulatory authorities. The
text below highlights some patterns from the results of these tests and interviews.
Although it would be useful to analyse these results in a more formal manner, it is
likely to be too timeconsuming. Changes in regulatory framework occur very often,
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and it is likely that a thorough analysis would become irrelevant well before it is
published.

2 Patterns Preventing Change

The three main assumptions that hamper progress are related to the differences
between medicines, visual information development processes, and the lack of an
acceptable quality control process.

2.1  Assumption 1: Information about different Medicines Can Follow
Identical Structures

The European Medicines Agency (EMA) has developed a template that must be
followed [5]. The template — currently version 9 - includes information on packaging
and package leaflet and is available in 24 languages. All EU-packaging and EU-
package leaflets are now based on this template. There is a range of guidelines and
advice that is related to the the interpretation of this template.

However, different tests show that there are substantial and relevant differences
between patients. Information about medicines for health care professionals,
caregivers, adults, and for the elderly might need to vary, as well as information for
experienced and newly diagnosed patients. At the moment all these differences are
ignored by the template: every patient receives information in the same rigid
structure.

There are also fundamental differences between medicines. Patients clearly
indicate that medicines for short term use, such as antibiotics, painkillers, or cough-
syrups, are perceived differently from long term medicines for chronic conditions like
high blood pressure or high cholesterol levels. Medicines to treat diabetes and HIV-
infections are seen as yet another category. And the location, such as hospitals or at
home are seen as different too. The EMA-template does not cater sufficiently for
these differences.

Unfortunately, the legislation, regulations, and templates start from an assumption
that ‘all medicines are the same’ and that it is possible to standardize all information.
A comparison of the results of ‘readability tests’ of medicines information suggests
that this assumption is incorrect.

2.2 Assumption 2: Writing, Designing, and Testing Are Simple Rule Bound
Practices

The use of a standardized template [5], rigid design guidelines [6], and standardized
tests [6] is very hard to apply in practice. The assumption that underlies the legislation
is that ‘writing, designing, testing’ are three consecutive and separate activities. The
pharmaceutical industry develop a written texts using the template as a starting point
and adding texts in between standardized statements in a unalterable structure. This
text is formatted and designed according to some suggestions in the Readability
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guideline in combination with corporate guidelines. The design boundaries are further
set by production requirements which dictate the maximum dimensions of the
packaging and the package leaflet. According to EU-legislation, it is only necessary to
test the package leaflet in one language. The packaging and information in additional
languages is very rarely tested.

This disjointed approach, in which there is hardly a relation between the text, the
visual design, and the testing requirements results in visual information that is not
really satisfying anyone.

The pharmaceutical industry keeps therefor asking three questions:

- Are we writing the correct information?
- Are we designing the correct artefacts?
- Are we testing the correct actions?

For most medicines, none of these three questions can be answered positively.

From a regulatory point of view, this disjointed approach causes severe problems
too. Although it is possible to check if a text follows a template, it is not possible to
check if a text really is suitable for patients. The results of the readability tests are
always positive and will show that patients can find and understand the main points.
Howeveer, the test reports will rarely indicate any issues that patients had with the
standardised texts in the template. This is because a change in the standardised
template texts might not be approved and this could lead to costly delays. It is very
clear that the regulatory authorities take great care to make sure that information is as
good as possible. However, there is a lack of suitable tools and guidelines that would
help to check the quality of a text, to assess a visual design, and to evaluate test
results.

Both the pharmaceutical industry as well as the regulatory authorities struggle with
the current three-step process of writing, designing, and testing. The assumption that
these are easily done and easily controlled proved to be incorrect.

2.3  Assumption 3: A Digital Submission and Control System Is Not Required

In the last 20 years, the different European regulatory authorities and the
pharmaceutical industry have dealt with enormous numbers of packaging, labelling,
and leaflets. All packaging and leaflets have been reconsidered, modified, and are still
in the process of change to conform to continuously updated legislation.
Unfortunately, this process has not been set up as a system. All participants had to
find the rules and processes ‘while running’ their normal businesses.

Although attempts have been made to automate some of the registration process,
but this turns out to be very difficult. The Product Information Management (PIM)
system, which would have introduced standard forms of XML into the process
grounded to a halt in 2011 [7].

At the moment, combinations of Microsoft Word files (version 2003; more modern
versions 2007 and 2010 cannot be accepted [8]), and pdf-files are used. This practice
makes it very difficult to control different versions, to check if modifications have
been implemented, and to compare different files in different languages. Both
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pharmaceutical industry and regulatory authorities would like to develop a more
practical and less time consuming approach because they agree that the current
process is vulnerable.

3 Alternative Approach: Performance Based Design

The three assumptions in the previous section show the scope of the problem, and at
the same time they provide a way forward. The approach that has been used since
1992 is to gradually change and modify the legislation and guidelines. Careful, step
by step, progress was made. Unfortunately, the assumptions on which the legislation
was based proved to be incorrect. Furthermore, the technology changed substantially,
and best practice is very different from envisaged practice. Although it might be
possible to ‘upgrade current legislation’ by small incremental changes, it is unlikely
that these fundamental conflicts will disappear.

3.1 Focus on Actions in Context

Case studies [9] show that it is possible to develop prototypes that suit particular
patients in a particular context if the first two assumptions are reversed. The starting
points of these prototypes is that patients and medicines differ, and that writing,
designing and testing are applied in an integral ‘information development process’.
Practical observations, user based design, performance based outcomes are all trained
in education, developed in commercial practice, and investigated in experimental
research.

This approach should be used as a basis for the development of information about
medicines. The consequence of this is that ‘performance based measures’ need to be
applied to studies that investigate the effectiveness of information in specific
situations. This is ‘best practice’ in areas like usability, service design, and experience
design. The transformation of this practice into legislation about medicines might be
difficult, but is is likely to result in materials that ‘really enable people to act
appropriately’.

3.2 Integrate Digital and Analogue Modes

Most of the information about medicines that patients receive through the approved
channels is still on paper. Combinations of analogue and digital methods have rarely
been introduced until now. However, at the moment, most patients do have access to
digital information, and it is time that personalized information about medicines is
developed and becomes available in digital formats. This needs to be always in
combination with information on paper and the relation between analogue and digital
paper needs to be carefully considered and tested.

This practice is already common in other consumer domains. Phone bills, tax
forms, and invoicing systems already deal with a combination of digital and analogue
information. For the information about medicines, it is now possible to print



Information about Medicines for Patients in Europe 139

personalized packaging, and personalized medicines regimen. ‘Fridge door
reminders’, reminders as apps on smartphones, instructions on paper, and
personalized e-mails are now all possible. Unfortunately, they are not developed
further because the current regulatory framework does not allow for these artefacts.

Apart from the digital supply of information about medicines to patients, it is also
necessary to develop electronic submission systems in a way that is similarly based on
best practice and user-involvement. Most pharmaceutical industries use custom made
digital document management systems. Unfortunately, there is hardly any standards
across these systems, and the regulatory authorities should not be forced to familiarize
themselves with all these differences. In this particular situation, standardization
might be a real option.

3.3  Test Legislation, Regulations, and Guidelines

Before any of the abovementioned changes is made, it is essential to conduct
substantial testing. All stakeholders need to be involved to provide their criteria, and
different types of tests are required. Unsufficiently tested materials will certainly
waste substantial amount of time of most parties and might do more harm than good.
The current regulations, templates, and guidelines quite clearly show the negative
consequences.

4 Conclusion

In order to provide information about medicines that is evidence based, performance
oriented and user centered it is necessary to develop a regulatory framework that
supports the ambition to modify situations, and supports the control function of
regulators. Four things need to be considered to achieve this:

1. Medicines differ and patients differ. Standardisation is not an effective way to
provide patients with relevant and appropriate information. It is essential to start from
the perspective of patients and find patterns in their expectations and needs.
Performance based information should be considered as a new assumption that
underlies the next legislation.

2. Patients need reliable and independent information about their medicines that is
guaranteed to be ‘as correct as possible’. They expect a combination of digital and
analogue information. The next legislation should allow for this.

3. For both regulators and industry, it becomes essential to see writing, designing,
and testing as an integrated information development process. It seems necessary to
provide regulators — who must check that information is correct and unbiassed — with
advice and tools how they can really control the provision of reliable information. At
the same time, the pharmaceutical industry needs to be supported to develop and
submit information about medicines in standardised ways. It seems necessary to
develop document management systems that support both.
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4. None of these suggestions should be introduced without thorough testing in
different contexts. Information about medicines needs to be tested with patients, and
the regulatory framework needs to be tested with regulatory authorities and
pharmaceutical industries.

Ultimately, we need to support and empower patients to take medicines correctly.
The legal framework, and the economical considerations should become secondary.
As long as legal arguments and profits prevail, patients will have to coop with visual
information about medicines that does not really fulfil its potential.
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Abstract. This paper presents a collaborative change experiment that
introduces telecare as a means for delivery of home care service. The television
is used as platform for delivery of services from the home care nurses to the
elderly care recipients. Through the collaborative change experiment, we seek
to address the interdependent relationship between the home care nurses and the
elderly by studying the usability and user experiences on both sides of the
interaction. Our work includes usability testing with the aim of optimizing the
design of telecare. This paper reports findings concerning the spatial design,
compensation of declined motor skills, audiovisual considerations and control
mechanisms.

Keywords: usability testing, elderly, telecare, collaborative change experiment.

1 Introduction

Norwegian health authorities have designated telecare as one of several welfare
technologies that can be useful in future elderly care [1]. Increased focus on
community care and follow-up assistance in the home is specifically aimed at those
living in care homes or those who have recently returned from hospital admission [1,
2]. It is also important to encourage the home dwellers to partake in everyday
preventive rehabilitation and keep them at a level of comfort and safety that postpones
the admission to care home or nursing home. The main motivation of the government
is the necessity of managing scarce health resources more efficiently in order to serve
a rapidly growing elderly and chronically ill population. In addition, the municipal
health care sector has been through major changes during the past decades, with home
care services growing in scope of human resources and service tasks [1-3]. 40 years
ago, the municipalities spent 80 percent of their operating expenses on retiring and
nursing homes, and barely 20 percent on home care services [1]. Today, the annual
operating expenditure of approximately 70 billion NOK is almost equally divided
between the home care services (160 000 recipients) and nursing homes (40 000
nursing beds) [1]. The home care service struggles with the constant expansion of
service tasks and increasingly need of staffing. According to an estimate from the
Directorate of Health [2], the required personnel in health and care services will
increase by approximately 50 percent, equal to 60 000 positions, within 2030. This
illustrates the need to study alternative ways of delivering home care services, and
how services can extend to professions other than merely skilled health care workers.

A. Marcus (Ed.): DUXU 2014, Part III, LNCS 8519, pp. 141-151, 2014.
© Springer International Publishing Switzerland 2014
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Although telecare in the home is not a new invention, there is limited empirical
research concerning practical usability testing of telecare interface. Hence, this paper
contributes to the HCI-community by adding to existing research literature with
findings from our usability study aiming to optimize the design of telecare. The study
is based on fieldwork at Kampen Care+, a local care home building in Oslo, as well as
studies of the work practice of the home care service in the district of Gamle Oslo.
Kampen Care+ consists of 87 care homes for elderly who are unable to live
independently. In order to introduce telecare as a means for delivery of home care
services, we have designed a collaborative change experiment consisting of five
activities. The change experiment is a part of a long-term study, and set to last for a
period of nine months. We are currently six months into the experiment, and this
paper reports from the three first activities of the collaborative change experiment
with focus on findings from the usability testing.

The paper is organized as follows. Chapter 2 presents an overview of related HCI-
studies including cooperative work, older home dwellers, television interfaces and
telecare. Chapter 3 describes the collaborative change experiment. Chapter 4 lists the
usability test results. Chapter 5 presents findings based on results and relates these to
previous work within HCI.

2 Related Work

Several prior HCI studies have reported results and findings from collaborative or
interactive services where elderly people use the television from their home as a
platform to receive telecare or similar services.

In [4], the authors develop and test a social television system for the elderly that
encourages increased communication among the elderly in the community. Their
findings suggest that design process of the social network for elderly users should use
a stepwise approach where the elderly begin by interacting locally with people they
already know, before expanding the design to include larger user groups.

Several articles have addressed the age-related challenges when designing for the
elderly [5-8]. [9] stress the importance of user-centered interface designs for the
elderly and presents a number of challenges that may have impact on the design for
the elderly including cognitive, physiological and psychomotor abilities. Since the
call for research concerning how to make interfaces usable for older people in [9],
several authors have contributed with new knowledge, e.g. [10, 11]. Further
suggestions encourage studying elderly who already master the interface in the search
for compensatory strategies that may be generally applicable to this user group in
order to improve the user experience. [12] also bring attention to the user needs of
elderly and the design implications for HCI. Their study is based on findings from
structured interviews with health professionals and elderly people. The authors
express concern about technologies used for monitoring brings very little attention to
the social context of the home.

[13] continues the discussion on how the design of technology can meet the needs
of the elderly. They point out that previous studies, e.g. [9], mainly deal with
physical, sensory and cognitive limitations that come with aging, while they
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themselves believe that one should also include aspects of “privacy, acceptability,
stigma, control, trust, choice and social alienation” (p. 614) into the design process.
Specifically, they believe that privacy and trust are key elements when HCI research
enters private homes and communities. They also encourage exploring the need for
user interfaces that stimulate “healthy behavior such as exercise, medication
management and social interactions” (p. 619). [14] has taken a human factor
approach in their study of HCI and telecare. Their contributions of the study are three
guidelines for user experience that includes users' trust, their cooperation, as well as
the service aspects of telecare.

[10] have studied elderly people's problems and experiences with interactive
television (iTV). The authors point out that the television has evolved from a one-way
monologue into a communications platform by offering more dialogue-based
services. They also argue that an iTV provides more “complex interaction paradigm”
(p. 13) since it usually involves additional equipment such as set-top box, additional
monitor and media streaming device. Based on explorative interviews of 11
participants aged 60-69 years and a survey answered by 51 participants in a bingo
center, they present 10 design guidelines for user interfaces of iTV services tailored
for the elderly. Their guidelines include easy navigation, one universal remote control
with simplistic design, use of certain colors to achieve optimal contrast between
foreground and background, scaling of subtitles, as well as removing or hiding
selected iTV services.

3 Collaborative Change Experiment

We have designed a collaborative change experiment consisting of five sequential
activities. Through these five activities, we aim to experiment with alternative
solutions to existing routines in the delivery of home care services. Our goal is not to
bring in a permanent change, but rather to explore underlying issues and gain a deeper
insight that may contribute to a future permanent change. To address the inter-
dependency we have designed our collaborative change experiment in such a way that
it captures challenges on both sides of the service.

Two traditional task-centered user evaluations make out the key activities in our
change experiment, respectively one round of usability testing and one round of
diagnostic evaluation. [15] mentions that few systems are mature enough when
delivered to be accepted by the intended user group, and [16] mentions that
technology-enabled assistive systems that aims to cover enhanced communication
should include an extensive user evaluations. Common for both of these activities is
that they have been expanded from a traditional user-observer setup to a parallel
experiment where we have users and observers on both sides of the service
simultaneously.

In addition to these two main activities, we have supplemented the collaborative
change experiment with three supporting activities that we believe helps strengthen
the design process, as well as make it more coherent. Through these auxiliary
activities, we (1) address some of the challenges that are not directly covered by
usability testing and diagnostic evaluation, and we (2) gain important input that
contribute directly towards the facilitation of the usability testing and diagnostic
evaluation. Figure 1 illustrates the five activities and their order.
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Collaborative change experiment

5. Post-experiment 1. Preliminary
workshop field studies

4. Diagnostic evaluation 2. Task

in real environments elicitation

X ¢

3. Usability testing in
controlled environments

Fig. 1. Overview of the activities in the collaborative change experiment

3.1 Preliminary Field Studies

In [12], the authors present an approach to the design process where one sees past the
ergonomic and purely physiological symptoms of aging, and rather focuses on
addressing the actual needs of the elderly on a “higher level” (p. 674). Similar to
(ibid) we wanted to approach our experiment with initial fieldwork on both sides of
the service. On side of the elderly, we carried out fieldwork to get closer to the
potential end-users. We wanted to immerse ourselves in the field in order to capture
the social context in which we design. We also wanted to be as close to the actual use
context of the technology, and as a result we did not only do interviews with them
about where in the house they would prefer to have the technology placed, but we
also had them invite us home and show us. They even let us move furniture and
equipment around to explore different options. Furthermore, we also considered
fieldwork necessary to establish confidence as it often takes time to gain acceptance
in such a user group. [17] points out that it usually takes “a significant amount of
time” (p. 69) to develop the local culture through which one wins their hearts and
minds. By taking on the approach of [12], we simultaneously acknowledge that the
elderly are individuals rather than one big homogenous group. Therefore, we
demanded from ourselves that we do not overlook individual needs by generalizing
the group as a whole, by rather aimed to address these individual challenges through
the design. The elderly often struggle with explaining, and even understanding, their
own declining functional capabilities, e.g. failing memory. Rather than having elderly
non-technical people suffering from individual issues explaining challenges with the
interface and interaction, we chose to look for these issues through observation.

On the other side of the interaction, the fieldwork mainly consisted of shadowing
nurses during their work practice. We, along with our master students, have shadowed
30 visits into the homes of the elderly. With the exception of a few sensitive cases, we
were invited along with home care nurses to watch and take notes, even though there
were cases of partial nudity, heavy medication and bathroom assistance. Similar to the
elderly, we do not see the home care nurses as one homogeneous group. To better
understand their varying backgrounds we followed seven different home care nurses
while they were delivering services, and how they experience it.
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3.2  Task Elicitation

The purpose of the task elicitation was twofold. Firstly, we wanted to find
representative tasks of home care nurses' work. By representative tasks, we mean
tasks that (1) are often performed by nurses, preferably up to several times a day, and
that (2) covers the needs of most residents in Kampen Care+. Secondly, we searched
for tasks that were transferable. The home care nurses provide a range of services out
of which only some are appropriate for telecare. By transferable tasks, we mean tasks
that may be delivered without the physical presence of the homecare nurse, as
opposed to certain tasks, e.g. helping the elderly take a shower or preparing their
food, that necessarily require a physical interaction between the elderly and the home
care nurse. However, transferable tasks are not guaranteed to be suited for delivery
through the television. The goal of this task elicitation is only to filter out tasks that
are both representative and transferable, and it is through the two activities of testing
we determine which tasks better suit delivery through telecare.

Through our fieldwork, we registered difference in opinions about tasks frequency
and task importance, even between nurses working within one team. The difference
was mainly based on their professional responsibility as some were home care nurses
and some were assistant nurses, although we also saw clear signs of difference in
opinion between daytime nurses and nighttime nurses. To solve this difference of
opinion we brought together representatives from all organizational units at the home
care service. This gave us a forum in which all considerations could be taken, and the
workshop yielded a list of tasks presented in Table 1.

Table 1. Overview of elicited tasks for the diagnostic evaluation and the usability testing

Task for diagnostic evaluation Task for usability testing
1. Regular visit and examination of 1. Answering a call
general condition 2. Registering calls at unscheduled
times
3. Validating text sizes and readability
2. Help with taking medications 4. Zooming in on the body
5. Testing the sound level
3. Taking care of physical wounds 6. g.estlng sound clarity during
ialogue
7. Simultaneous movement
4. Put on aid stockings to prevent 8. Testing picture clarity (color and
edema sharpness)

9. Panning between feet and head

10. Turn and move the camera

5. Exercises  from  occupational 11. Testing the light conditions
therapists
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3.3  Usability Testing

The Setting. Kampen Care+ consists of 87 home care apartments, as well as 1
showroom apartment that have been dedicated to our research for testing purposes. It
provides a near-real setting familiar to the participants and gives us the desired control
over the environment without compromising the aspect of realism too much. The
apartment is not very decorated, although we have recreated the sofa and television
setting in which the interaction takes place.

The Design. The usability test is designed to include two participants at a time, one
home care nurse providing a service from his office, and one elderly person receiving
the service in our apartment. Both sides were equipped with 40-inch televisions and
state of the art video conference wide-angle cameras. We have taken the role of
observers on both side during the test and made parallel observations rather than
forcing ourselves as evaluator to simulate realistic conditions and challenges. If we
had chosen to either simulate one side of the interaction or conduct non-parallel
observations, minor circumstantial changes could have given unfortunate bias in the
measurement. Figure 2 illustrates the setup of the usability test, while Figure 3 shows
photos taken during the usability testing.

At the main office of the home care service In our showroom apartment
[ ] Widescreen HD Camera ‘Widescreen HD Camera
& Flatscreen Flatscreen ﬁ [ |
television television L)
Observer #1 ﬂ ® g
ra — =y 2.
[] ]
Home care nurse
Elderly person

Fig. 3. Photos taken during the usability test with the home care office on the left, and two
participants from our showroom apartment on the right

Participants. We deliberately tried to avoid only including participants who were
already well acquainted with various technology and different types of interfaces,
even though some studies, e.g. [9], suggest making an effort to gather expert users.
Very few of the residents at Kampen Care+ that would qualify to the definition given
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of expert users in (ibid) currently receive any home care services. For this reason,
including only such elderly would yield participants that would contribute well in
regards to the technical aspects, but would simultaneously lack personal knowledge of
the home care services. Their statements would then not be based on personal
experiences, but rather be purely analytical. As a result, we chose to prioritize the
recruitment of a representative user group that mainly consisted of elderly who
currently received home care services. [17] point out that the introduction of telecare
requires a system able to meet the varying needs of the participants. Our selection of
participants consisted of elderly with various health issues, as well as various prior
experiences with technology. In regards to differences in gender, we did not make a
distinct effort to recruit an equal number of men and women, despite some research,
e.g. [11] referring to a “gender gap” (p. 8). Given the high average age of 83 year at
Kampen Care+ the proportion of women was slightly higher in our selection.
Nevertheless, we did not notice any increased anxiety or increased uncertainty related
to technology even though (ibid) suggests that these traits can be prominent for
elderly women interacting with technology.

At the home care service's side of the interaction, the participants were all home
care nurses and assistant nurses. The experiment took place during their regular
working hours in their own workplace built around their daily routines. Even though
these nurses should not be regarded as one homogeneous group, the recruitment of
participants was still a much more trivial affair than the recruitment of the elderly
who receive the service. There is much less fluctuation in this group in terms of
background and technical expertise. All participants were employable and
functionally healthy people. As a result, we anticipated little observable difference in
their interaction with the system.

4 Results

This chapter reports the result from the usability testing described in the previous
chapter. The results are based on data gathered from eight in-depth sessions where we
tested the tasks elicited for the usability testing. All eight participants were originally
scheduled to test with our setup, including the television-camera solution described in
the previous chapter, although two participants had to test on tablet devices due to
immobility of that rendered them unable to come to our showroom apartment. Three
participants wore glasses due to vision loss, one participant had reading glasses. One
participant used a hearing aid. One participant said that he had a hearing loss in the
sense that he heard what was said, but struggled understanding the meaning of words.
The participants were asked to rate the audiovisual quality on a scale from 1 to 10,
where 1 was very poor and 10 is excellent.

The participants were given brief instructions ahead of usability testing session
including instruction of how to operate the remote controller. Three participants
needed additional instructions along the session; however, they all manage to operate
by themselves afterwards. We found no user problems with the two tasks (9) panning
between feet and head and (10) turn and move the camera. Table 2 gives an overview
of the user problems identified with the remaining tasks.
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Table 2. Overview of tasks and the identified user problems

Task

Comment

1. Answering a
call

Poor colors contrast between the black background and the
off-white foreground on the buttons.

Difficulty understanding if the button push has been
registered.

2. Registering
calls at
unscheduled
times.

Some preferred the low-frequency alternative ringtone.
Ringtone should not be too similar to other devices.
Default ringtone is too close to sounding like a fire alarm.

Too long response time for television to turn on after
incoming call has been accepted.

3. Validating
text sizes and
readability

The language was unclear in some cases.

4. Zooming in
on the body

The zooming does enlarge an area, but does not result in a
clearer picture.

5. Testing the
sound level

Microphones are very sensitive and thereby susceptible to
interference and noise.

6. Testing
sound clarity
during dialogue

Impaired sound due to room acoustics and reverberating.

Few cases of the sound appearing to be choppy.

7. Simultaneous

The picture sometimes became unclear in situations with

movement - .
rapid movement or too much rocking back and forth.
Movement that covers and uncovers light sources may cause
disturbance that requires the camera to readjust the aperture.
8. Testing

picture clarity

Unclear picture in some cases due to network issues.

11. Testing the
light conditions

Camera is too sensitive to changes in the light levels.

Different preferences on amount of light. Some preferred
blurry lighting, while other disliked too strong lighting.
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5 Findings

5.1  Spatial Design — Lighting and Acoustic

A key finding in our study is that when using a television in combination with a wide-
angle camera that covers a larger area, it requires us to factor in spatial issues that are
not prominent when interacting via a computer, tablet or mobile phone. In our case,
one example of how the spatial design and arrangement affected the user experience
during the video consultation was the lighting in the showroom apartment. During the
usability testing, the room was lit by one single ceiling light that was placed
noticeably far away from the sitting area and where the television resided. While the
camera was usually able to compensate for low-light settings by increasing the
exposure, the amount of light and the placement of the light source in relations to the
camera became a noticeable factor. Similarly, we have observed floor or wall lamps
in all the apartments we have visited at Kampen Care+, and these may easily generate
too much artificial light making the picture overexposed. We stress this point because
bad exposure, in either direction, may prevent the home care nurses from getting all
the visual information they need, e.g. when looking for swelling or bruises.

Another aspect of spatial design is the room acoustics. One of the participants
quickly pointed out that the voice reverberated in the room. When using camera-
microphones designed to capture voice from distance, i.e. the distance between the
television and sofa, acoustical consideration should also be taken into account.
Admittedly, our showroom apartment is very primitively furnished, yet it is a
significant point that even physical non-technological elements of the room such as
the furniture may affect the user experience. In addition, open windows may cause
noise and interference that disrupts the conversation. This was very evident in our
case since the balcony and all major windows are placed adjacent to the television
outlet. Similarly, for the home care nurses who were in a meeting room we also
observed minor disturbances in the room, e.g. noises from ventilation.

5.2  Television Helps Compensate for Declined Motor Skills

Many user problems arise due to the inability for technology to adapt to motor
challenges, which is a very prominent challenge among elderly. Several studies, e.g. [9-
11], points out the importance of recognizing the physical capabilities of the elderly. By
choosing a solution that is based around the television, i.e. a stationary device, we
prevent the elderly from being confronted with their declined motor skills when using
the system. Despite the fact that most of our participants had clear physical challenges,
no one struggled interacting with the system as a result of their declined motor skills;
this was not only the case for those with walkers, even our participant who was partially
paralyzed and only had one functional arm was able to operate the system. We noticed
no difference in the way they interacted with the system in comparison to the more
functionally healthy participants. However, this still imposes strict requirements for
design of the interaction mechanism, e.g. the remote control, since some challenges like
rheumatism, are not automatically solved with this setup.
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5.3  Audio-visual Considerations

Two participants struggled to capture high frequency sounds, which may indicate and
support finding from [9] that interfaces using sound to get the user’s attention will
need to use lower frequency sounds for elderly users. Ringtones and other sounds
used for signaling should therefore be in a lower frequency range to support age-
related hearing impairment, or at least allow for individual adjustments of sound.

We also found some interesting traits in regards to visual considerations. When the
home care nurse moved too much or too abruptly, the elderly quickly commented that
the movement was disturbing and one even mentioned dizziness as a potential
symptom. In addition, for infrastructure with bandwidth issues, too much movement
might result in a choppy video transmission. The elderly preferred a minimum of
motion from the home care nurse, partly due to dizziness, but also because they felt it
created an unbalance where one participant was sitting and the other was vastly
moving, thereby creating a disturbance in the dialogue.

It should also be possible to adjust the quality of the image, both the choice of
prominent colors, as well as the sharpness of the image. This design aspect is
supported by [9, 10].

54  Control of the Camera and Lighting

The main feedback regarding the remote control was that elderly suffering from
visual impairments found it unsuitable because of its lack of contrasting colors. [10]
does not address the color contrasts directly, although encourages the use of certain
colors such as red, orange and yellow rather than green, blue and violet. We also
found the remote adjustability of the camera to be of importance. Normally, people
only have control of the camera on their own side, e.g. the ability to zoom, pan and
adjust light settings, although during our usability test it became clear that both sides
requested the ability to adjust not on their own side, but rather on the other. Other
non-tested options include heat or motion seeking cameras, but since we are not
anticipating much movement on either side of the interaction, these options may be
redundant.

6 Conclusion

This paper has reported from a collaborative change experiment with focus on
usability testing of telecare as means for delivery of home care services. Preliminary
results from this study indicate that use of television as a platform for video
consultation can compensate for many of the elderly challenges with novel interfaces
accentuated through bodily and cognitive barriers. Our findings also imply the need to
acknowledge spatial issues such as lightning and room acoustic.
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Abstract. The purpose of this study is to introduce educational technology
project, OZTEK, for special education students and present usability issues
related to those developed technologies. With the OZTEK, the researchers
intend to develop innovative, technology enhanced learning environments to
support the education of children with such special needs and to investigate
effectiveness of such learning environments.

Within the scope of the OZTEK, to provide support for special education,
various instructional technologies have been developed, which are unique in
terms of innovation regarding not only in Turkey but also other countries in the
world. Throughout the project the following products will be developed which
can either be used separately as standalone tools or together as a whole obtained
by integration to each other: Interactive multimedia educational software that
will detect body movements, interactive multi-touch table/board, applications
and smart/interactive toys.

In this paper, the findings regarding how computer supported educational
materials for special education have been developed, what kind of usability
challenges were faced with, how challenges have been overcome and how those
technologies are used by teachers and students are presented.

Keywords: Usability, innovative technology, technology enhanced learning
environments, special needs, students with special needs.

1 Introduction

Even though the rates of special education services that children with mental
disabilities benefited from have increased in recent years, the offering of effective
educational services and the use of innovative instructional materials did not reach
to the desired point yet. Therefore, quality of the present state of education offered
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to children with such special needs is questionable. Related to this, there is lack of
information related to how instructional technology are utilized in special
education.

Use of technology in education of students with disabilities has a considerable
history. The literature provided evidence that several technological instruments might
be used effectively in the classrooms (King-Sears & Evmenova, 2007; Hasselbring &
Glaser, 2000; Alper & Raharinirina, 2006; Williams, Jamali & Nicholas, 2006). The
technology not only targets teaching related to a certain content area but also might
focus on limiting the difficulties caused by a disability (Hasselbring & Glasser, 2000;
Lancioni & others, 2011; Lancioni et al, 2010; Kaspi-Tsahor, Heiman & Olenik-
Shemesh, 2011).

The primary goal of the this project is to develop and produce technology
enhanced learning programs in the light of the designated special education
curriculum, for teaching basic essential and cognitive concepts. To be utilized for the
education of children with special needs, OZTEK (Investigation of the teaching
process of basic essential and cognitive concepts to Special education students and its
effectiveness using Technology Enhanced Learning environments) has been designed
and developed as interactive environments, which are consisted of content that is
edited and enriched specifically for such children and of multimedia that addresses all
the senses by providing audio/visual/physical and tactile interactions. Considering the
cost/performance tradeoff, these technologies will be developed as to be accessible
not only to schools but also to everyone including home users who own a personal
computer and have an Internet access.

2 Methodology

Observation methodology, particularly nonparticipant observation, and unstructured
interviews were used to collect data from the first testing process. In the process of
nonparticipant observation, “researchers do not participate in the activity being
observed but rather “sit on the sidelines” and watch; they are not directly involved in
the situation they are observing” (Fraenkel, Wallen & Hyun, 2012, p. 446). Therefore,
special education students were observed to understand usability related issues
without participating the game itself. Moreover, opinion and advices of teachers for
correction of the materials were taken during testing as well as interviewing with
them after testing.

2.1  Research Questions of the Study

This study will be sought answers for the following question:

e What is the usability (effectiveness, efficiency and satisfaction) of the materials
developed in the project by teachers?
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In this study, the findings regarding how computer supported educational materials
for special education have been developed, what kind of usability challenges were
faced with, how challenges have been overcome and how those technologies are used
by teachers and students were presented and discussed.

2.2 Participants

First of all, the prototype developed with the help of Kinect technology to improve
social skills of students had revised and evaluated by an instructional technology
specialist and a special education specialist at early stages of project before 2 special
education teachers were interviewed about the prototype and some students were
observed while they were interacting with the prototype. Additionally, before the
prototype was developed, developers tested similar Kinect based games with 5
students with special needs in order to understand attitudes and abilities of the
students related to usage of the games. In parallel of development of Kinect based
prototype, an interactive multi-touch table/board game, which aims to help
improvement of the life skills of the students, was tested with 2 students with special
needs and then 3 special education teachers were interviewed in order to investigate
the weaknesses of the interactive multi-touch table game and poor aspects of it.
Lastly, smart/interactive toys were tested with 1 student with special needs and
evaluated 1 special education teacher in order to get feedbacks in development
process.

2.3  Instruments

Under the project, in order to respond to research questions, many new instructional
technology products have been produced in the purpose of to support the educational
process of mentally handicapped children, not only for our country but also for other
countries in the world. The materials to be developed can be used integrated with each
other or separately. In this projects, materials have been developing in three different
areas:

Kinect-based Game. Kinect-based serious game developed to practice the process of
making shopping in order to improve the students’ social skills. In this digital game,
there are two shelves with 5 milk cartons per half liter placed on each shelf. In the
beginning of the game, the student hears an instruction: "Get a carton of milk and
drop into the basket". After then, when the student put his hand on one of the milk
cartons and waits for over 2 seconds, the milk carton sticks into hand. Additionally,
right after leading to cart, the milk carton is dropped into cart from the hand and the
sound of applause can be heard as reinforcement (see Fig. 1). All these sequential
operations happen by using students’ bodily movements (see Fig. 2).
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Fig. 1. Kinect-based game interface

Fig. 2. A scene from the student’s performance
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The game was developed with Unity game engine and requires a PC, a Kinect
camera and a projector or TV to run. There will be three difficulty levels in the game
that enable mentally handicapped children on the different level of intellectual
disability to access the game.

Interactive Multi-touch Table/board Application. A mobile application was
developed in order to teach to mop floor as one of the cleaning skills in order to
improve the life skills of the students (see Fig. 3 and Fig. 4). The application has
certain sequential steps: Firstly, a step is shown to students in the app and then the
students apply it as it was shown previously. The application was designed to be used
with the help of teachers and parents so as to ensure that the students master this skill
and provide implementation of the skill into everyday life without problems to be
faced by students. The application was run on tablet.

Fig. 3. Interface of mopping floor application

Fig. 4. Interface of mopping floor application -2
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Smart/interactive Toys Game. A game was designed with the help of smart toys to
teach appropriate clothes for each season of a year. Miniature outfits were designed as
much as similar how they appear on the screen and RFID sensors were placed into the
outfits. When the student uses RFID reader for the game, the selected outfit appears
on the screen or related instruction is given based on correct/wrong selection.

The game consists of history and game parts. Firstly, the history part of the game
gives information related to chosen season of the year and the body parts that we put
clothes on. Secondly, after given information in history part, the game starts and ask
for the appropriate clothe for the chosen season among two presented clothes on the
sides of the character (see Fig. 5 and Fig. 6). If the student is able to select correct
clothe which matches with the season, the sound of applause and "thank you, I can
wear a hat for sun protection” can be heard. Unless the student selects the right one, 2
different clothes continue to appear in the bubbles on both sides of the character. For
wrong selection, “if I wear a thick knit beret, I can sweat and get sick” and “now look
at them carefully and try again" can be heard as instructions.

Fig. 6. Seasons-themed Smart toys’ Interface -2
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3 Findings

In this part, the opinions of the teachers about the developed materials and the
observation of the students are examined and reviewed. During the development of
the materials, the materials were revised based on suggestions of subject matter
experts and a specialist in instructional technology.

3.1 Findings Related to Kinect-Based Game

In overall, the first prototype of the game was found appropriate to test with the
students at special education schools by the instructional technology specialist and the
special education specialist because of short stories, focused and adequate
illustrations, selection of products in everyday life in the game. Moreover, two special
education teachers stated that visuals used in the game are suitable due to real-like
representations of the actual objects. However, one of the teacher emphasized the
distinctness between designs of objects in order to support obvious object detection
and distinction between the objects. Addition to this, importance of videos of the
stories and verbal instructions were underlined.

The findings regarding usability issues, apparently the students were able to use the
materials easily, nevertheless, at the beginning of the process, the students
experienced difficulties in getting used to play the game because of the lack of videos
that show how to play the game. Thus, one of the teachers suggested that there can be
a video that demo how to hold an object in the game. Additionally, another teacher
pointed out that a user manual might be prepared for teachers in order to present what
skills are taught at which stage or the contents of each level so as to increase the
usability of the material.

3.2  Findings Related to Interactive Multi-touch Table/board Application

The design and flow of the game are found appropriate to use for the students with
special needs by the teachers. Also, the application got attention of the students due to
appearing on the tablet. However, they pointed out that the background should be
more realistic and it should remind students about the place where they prepare
cleaning equipment and where they would clean in real instead of using plane
background in one color in order to enhance understanding of new concept and
relation among the objects. Moreover, during testing process of the app, verbal
instructions, quality of them (stress, tone of voice, apparentness), repetition of actions
and certain distinction between the steps come out as points that should be considered
for useful and effective application design for the students with special needs.

Furthermore, as findings in terms of usability issues, buttons for navigations on the
screens are small and so the students have difficulties in using them. For this reason,
the buttons need to be bigger. Additionally, there should be more control buttons that
enable the teachers to have more supervision in game. Besides these, there should be
a user manual that describes steps of the cleaning activity and present new objects and
concepts to be used for this activity.
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3.3  Findings Related to Smart/interactive Toys Game

The seasons-themed smart toys’ game starts with a story which describes the season.
According to the teacher, the story should be shorter and shouldn’t be only with
voice. Moreover, the objects and characteristics of seasons in the game and story
should be given more obvious, clear and understandable. The clothes are given as
selectable objects shouldn’t mean slightly different clothes. For example, jumper-T-
shirt combination is considered as good example instead of shirt-T-shirt combination.
Furthermore, in this game, verbal instruction and their quality are pointed out as very
important point once again. Because, verbal instructions describes every single action,
they use as reinforcement and in this manner they lead students to follow steps of
activities.

Furthermore, for this game, there is a need to prepare a user manual. It should
have boy and girl avatars and also the RFID reader should introduce as the hand of
avatars as well as identifying seasonal pictures and clothes and their explanations.
The students experienced difficulties in recognizing that RFID reader refers to
avatar’s hand, thus the teacher suggested that RFID reader should be dressed as a
hand to help the students make the connection. Moreover, the teacher stated that the
miniature outfits as smart toys should represent real feeling of fabrics no matter what
1t 18.

4 Discussion and Conclusion

The study focuses on innovative educational technology for special education and
usability issues. This study aims to examine the materials developed for students with
special needs in order to understand the usability of the games, students’ impressions
and teachers’ opinions about them. Moreover, the findings related to the materials
might help to improve the software developed and gain a perspective for developing
similar material considering future studies.

In general, findings related the materials showed that quality of verbal instructions,
size of designed objects and controls, having a user manual and real-like design are at
the forefront of usable designs in special education field. For instance, if verbal
instruction can be used effectively and properly, it can reduce usability issues.
Because, sometimes the students were confused about what the next step is or about
reinforcements due to lack of correct and sufficient verbal instructions. Teachers’
verbal instructions help students stay on task (Williams, 2009) and in special
education, teaching with visual reinforcement and supportive verbal instruction is
considered as promising teaching approach (Davis & Florian, 2004). Thus, verbal
instructions should be prepared carefully and their quality also be taken into account.

For all materials, there is a need to provide a user manual. User manual might
remove some usability issues, because the user manual aims to assist teachers in
effectively operating a system (Chafin, 1982). Thus, in order to help the teachers and
students to use the materials effectively and efficiently, user manuals might be
provided in special education as well.
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Abstract. Researchers are increasingly relying on e-journals to access literature
within their fields. The design of the interfaces to these journals is determined
by the individual host or publisher and there appears to be little standardization.
This exploratory study samples a set of sixteen home screens of e-journals from
different disciplines and identifies common features across the set. The
particular wording used to identify the features and their locations are recorded.
An online survey of e-journal readers investigates where users would normally
expect to locate features when first accessing a journal article. Comparison of
observed and expected locations confirms inconsistencies across interfaces in
terminology and locations. Mental models of the interface design do not appear
to be well developed. A move toward standardization, based on some existing
conventions, is desirable.

Keywords: conventions, standardization, screen layout.

1 Introduction

A primary means for researchers to gain access to academic knowledge is through e-
journals. In the UK, studies adopting a fairly general perspective have looked at how
academic libraries support research and teaching; how reading patterns differ across
articles and books; how researchers have responded to the convenience of access to e-
journals; and how this access has influenced the quantity and quality of research
outcomes, e.g. [1-2]. Looking in more detail at researchers' search behaviors on
publisher e-journal platforms, preferences have been found for particular routes to
journal articles, e.g. gateway or third-party sites [1].

Library and Information Science approaches identify and analyze system
functionality and users' search strategies, but the design of user interfaces does not fall
within their scope. With the plethora of routes to journal articles, i.e. through
gateways, hosts, via databases or discovery services, a researcher may encounter
many different interfaces before reaching the article itself. Although functionality
may be similar, publishers use different terms, and their screen layouts vary. In
particular, a researcher working in an inter- or multi-disciplinary field, such as HCI or
Information Design, researches topics that cross many subjects which therefore
require interaction with a wide range of resources. Typically researchers wish to
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locate various items or tools, e.g. author guidelines, citation tools, past issues of a
journal. Tools for interacting with the content may go beyond navigation to offer
image manipulation, e.g. Elsevier's Protein Viewer.

1.1 Potential Problems

Whilst the current situation provides greater flexibility than previously, and the
affordances of the interfaces are increased, the different layouts and manipulation
tools may introduce inefficiencies and frustration. General Internet users have mental
models for the location of various web objects, e.g. home link, navigation areas [3-4].
Violating visual conventions can leave users disoriented and hinder their performance
[5]. However, if such conventions have not yet developed for e-journal articles,
mental models are unlikely to exist or may be inaccurate, given the diversity of
interface designs.

Current technology offers many data visualization tools that may be embedded as
interactive image features. This great variety of tools and associated lack of
standardization may also provide users with a more complex environment in which to
diagnose and recover from technical problems. Users’ inability to complete tasks
frequently leads to frustration, as established by [6-8].

2 Methods of Investigation

This exploratory study develops a systematic description of a number of interface
features against which users' expectations can be compared by:

e Analysing the interface designs of e-journals to determine whether they are
consistent in the naming and location of specific items

e Collecting data on researchers' expectations regarding the location of common
features

¢ Pilot work on identifying and analyzing examples of interactive image features

2.1  Analysis of Features in e-journal Interfaces

Sixteen examples of the home screens of e-journals were selected, which aimed to
cover different publishers (e.g. Elsevier, Wiley, ACM, Taylor & Francis); and
disciplines (e.g. HCI, Neuroscience, Design history, Chemistry, Psychology). Screen
shots were overlaid with a grid of 2 inch squares to delineate areas of the screen (Fig.
1 and Fig. 2).

Features that recur on most pages were identified and their location within one or
more of the cells recorded, along with the particular wording used to identify that
feature. From this list of sixteen, seven features were selected for the user survey
based on those which appeared to be present in most of the sample, and those that
were considered relevant to users' typical activities. The wording on the survey took
account of the different descriptors, i.e. alternatives were indicated. The features were
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About this journal/Aims and scope; Email/article alerts; Guide or instructions for
authors/submit manuscript; Help or Contact us; Login/Sign in; Name of journal
probably including thumbnail (small image) of cover; Search the journal.

L
Nneuroscience

Fig. 2. Example screens with grids to divide area into 16 cells

2.2 Survey of Researchers' Expectations

An online survey was distributed to academics, research staff, and postgraduate
students within the University of Reading, UK, and 53 responses were received. This
asked respondents to indicate where they would normally expect to locate features
when first accessing a journal article. They were provided with a 4 x 4 grid with
numbered cells to locate items (Fig. 3) and could propose more than one cell per item,
or more than one area. This was considered necessary to allow for respondents'
uncertainty over precise locations. These questions were followed by a question on
locating the Export citation feature, having accessed a journal article. For this
question, a modified grid indicated possible areas (Fig. 4)
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1 2 3 4 1 2 3 4
5 6 7 8 5
Article title
Authors
9 10 11 12 9 2
Abstract
etc.
13 14 15 16 13 14 15 16

Fig. 3. Grid indicating possible locations of Fig. 4. Grid representing first page of
features journal article, to indicate location of Export
citation feature

2.3  Examples of Interactive Image Features

Two interactive image features were identified within journal articles: one employing
Elsevier’s Java-based Protein Viewer; ' the second embedding a Google Earth layer
to provide supplementary geospatial data to users.’

3 Results

The survey asked which journals respondents access most frequently, to gain an idea
of the disciplines covered. Science, Social Sciences, Arts and Humanities were
represented, which provides a reasonable match with the selection of examples
included in the analysis (see 2.1). About two thirds of respondents reported that they
typically use a desktop computer to locate articles, and the remaining third, a laptop,
rather than tablets or phones. The grid could therefore be considered a reasonable
representation of a typical home screen.

3.1 Observed Locations

The location of About this journal is heavily dependent on the publisher, and can fall
in any one of 7 cells, mainly in the top area of the page. The other features are spread
across fewer distinct locations. For example Email or article alerts are in the top right
(8 out of 15 instances)’ or the middle left (4/15); Guide for authors tends to be
positioned on the right around the middle (7/14), but a few publishers use the middle
left (4/14). The features which are more generic, i.e. there are parallels on other web

"http://dx.doi.org/10.1016/3.3mb.3009.11.045

2 http://dx.doi.org/10.1016/j.tecto.2005.08.029

3 Although 16 journals were included in the analysis, some did not include all of the features.
The total number of possible locations may therefore be less than 16.
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sites, are clustered in one area of the screen: Login across the top, mainly on the right
(7 of the 14 at the top are on the right); Name of journal, top left (10/16); Search the
journal, top right (8/15) or top left (4/15). Help or Contact us is mainly in the top
right (8/16).

3.2  Expected Locations

Figs 5 to 11 summarize the locations indicated by respondents for each feature, with
numbers indicating frequency of responses,® and darker shading reflecting greater
agreement.”’

The Export citation feature (Fig. 12) was recalled as appearing in various locations
on screen. Although this feature was not included in the analysis described above, the
personal frustration of the first author was the motivation for including this feature.
This experience was echoed by one respondent commenting on e-journal interfaces: '1
wish they were more standardised. The hardest thing to find is the citation manager
link!'

Other general comments reinforced the desire for standardization: It would be
useful if they all have a standard layout, that is, where search article, guidelines to
authors, etc. are located'. One respondent commented on who might be responsible for
the problem: 'When the link to each task is not located where I expected it to be I tend
to question the designer of the interface or the publisher.' This opinion runs counter to
[9] who suggests that when users of information design products have difficulties,
they may attribute them to their own ineptitude. This divergence may be explained by
the particular user group, i.e. academics may tend not to blame themselves. There was
also a negative perception of the overall interface design: 'websites are usually very
cluttered'.

14 1218 [7 405.1466

-9 6 6 (0 [2 [15 |[8 [1 |0 |10
3 2 1N 8 [1 |1 [15 [[13 |3 [2 |10
1 1 o |2 4 11 |1 |9 10 8 [8 |6
Fig. 5. About this journal Fig. 6. Email alerts Fig. 7. Guide for authors

4 Data is reported as frequencies, rather than converting to percentages, as the frequencies
enable a comparison of the strength of responses across features.
> Shading was applied to bands of 5 responses with 36-40 shaded black.
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6 (|7 |9 |4 |1

1 0 0 6 7 3 |4

2 0 0 1 1 2 |2 1 I (0 |0 |O

E14 o [1 (o [1 /2 |1 [o o

Fig. 8. Help or Contact us Fig. 9. Login/sign in Fig. 10. Name of journal
3 (8 |10 . 0 [4 [7 [2
13 |15 |11 |15 2 10 |o
2 (2 |3 |3 4 1o |o
0 [0 [0 |1 4 T127]11 |4
Fig. 11. Search the journal Fig. 12. Export citation

3.3  Comparison of Expected and Observed Locations

The most consistent responses are the expected locations of Login/sign in and Name
of journal. Sites which require logins commonly place these in the top right and users
expect this location [4]; e-journals are generally adopting this convention. The journal
name is commonly located top left, as respondents suggest. However, a few are
positioned slightly lower down, as the name of the publisher or the host takes the top
left position (Fig. 13).
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Fig. 13. Journal name is located lower as publisher's name occurs first

Help or Contact us is slightly less consistent, reflecting a spread of expected
locations across the bottom of the screen, rather than on one side, and a separate
location at the top right. This split was also found by [4] for their help link. The top
right is the most frequent observed location, but various other positions were
recorded. The lack of standardization and ambiguity in respondents' locations may be
due to conflation of similar, though not necessarily identical, functions. In the analysis
stage, the wording recorded included help, contact us, support, FAQ. To simplify, and
allow for different terms for the same feature, the survey used the descriptors Help or
Contact us.

The Guide for authors/submit manuscript shows the most variation among
participants as to its expected location, even though it tends to be found in similar
locations across publishers. This might be explained by the frequency with which
users access this feature, in comparison with the others. Its location may be more
difficult to recall if it has not been incorporated into user's mental models.

The diversity of responses in locating Email or article alerts may also be due to the
infrequent use of this feature. Once alerts are set up using this tool, there is no need to
repeat the process. Nevertheless, there is some association between the observed
locations (top right and middle left) and expectations, although respondents suggest
more use of the right side than was found in the sample that was analyzed.

An example of the reverse situation is About this journal, where observed locations
are distributed across various parts of the screen but respondents are more consistent
in their responses. Respondents generally expected to find this feature in the top area
of the screen, more likely on the left, and below the journal name. This seems to be a
logical position given the introductory nature of this feature. Users expect to find
About us in a similar area of the screen in online shops, news portals, and company
web pages [4].

The search bar can be quite wide (Fig. 12) and therefore extend over a number of
cells. This is reflected in both the observed and expected locations. However,
respondents positioned the feature at both the top and lower down. The lower
positions may be taking account of the location of other features, such as the journal
name and login, above the search tool.
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3.4  Analysis of Interactive Image Features

We were unable to load the Jmol-based Protein Viewer in any web browsers available
to us, which illustrated that security and other settings can impede a user’s ability to
access applets integrated into web publications. In contrast, the Google Earth layer
functioned seamlessly and provided a more satisfactory user experience. In the next
stage of our research, we intend to explore how a user’s frustrating experience with
one interactive image feature may influence a second, subsequent experience with
another image feature.

4 Conclusions

The exploratory analysis and survey suggest that:

e Features do not share common locations across publishers' interfaces

e Where there may be only two distinct locations, these are on different sides of the
screen

e There is variation in terminology

e E-journal interfaces are adopting some visual conventions from other types of web
sites to locate more generic features that are shared among sites

Many users may not yet have developed a coherent mental model of the overall layout
because:

e Some features are rarely used

e Inconsistency among regularly used interfaces may inhibit transfer from one
journal to another

e The interfaces appear cluttered

Limitations and recommendations:

e The small scale nature of the study and the relatively crude measurement tools (i.e.
coarse grids) suggest caution in deriving any firm conclusions

e There may be some constraints placed on the overall design in order to fit with the
brand or template used by the publisher or host

e A move towards standardization of the terminology and location of the most
common features, drawing on existing conventions where possible, would ease
frustrations in interacting with the interfaces
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Abstract. Handwriting is an important issue in Taiwan’s school system, and it
remains to be determined if tablet computers are a suitable medium for the
development of good handwriting. The primary purpose of this study is to
determine whether visual and tactile instructional strategies can be used to help
students improve their handwriting performance. The study recruited 31 6th
grade elementary school students to hand write a short phrase on backgrounds
of various colors (white, red, yellow, green and blue), both on pen and on tablet
computer. Finally, a questionnaire was administered to determine emotional
associations with the various background colors. Results showed that media
type does have an impact on handwriting performance, with familiar media
(paper) providing better results. Descriptive statistics indicate that using a red
background provided the best subjective and objective performance, and
consistently produced characters of better proportional size. Red was also found
to have an emotional association with excitement and triggered positive
emotions among the students.

Keywords: tablet computer, color, writing, handwriting, educational strategy.

1 Introduction

1.1  Research Background and Motivation

Many studies have verified that the use of tablet computers can lead to improved
learning outcomes (Hulls, 2005; McClanahan, Williams, Kennedy, & Tate, 2012).
Handwriting function on tablet computers is useful for handwriting practice while
simultaneously allowing users to engage in visual learning strategies. In addition,
many studies have examined the use of color as a learning strategy, confirming that
different colors have varying impacts on learner achievement (Arnold, 1972; Fordham
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& Hayes, 2009; Iovino, Fletcher, Breitmeyer, & Foorman, 1998). Writing is a
complex process requiring a focus on visual attention and physical harmony, thus this
study seeks to understand the impact of tactile and visual sensory inputs on children’s
handwriting. We examine differences in handwriting performance using different
medium for writing instruction among elementary school children, including:

1. Explore whether medium and color have an impact on children’s writing
performance.

2. Analyze whether specific colors can lead to improved (or degraded) writing
performance.

3. Explore whether children’s emotional response to or preference for different colors
has an impact on student writing.

Tablet computers with capacitive touch screens are able to sense micro current,
allowing users to interact with the devices using their fingers, and using one’s finger
to write on a tablet computer is defined as finger writing for the purposes of this
study. Based on previous studies, red, blue, yellow, green and white are adopted as
experimental colors, while saturation change is beyond the scope of the present study.

1.2  Educational Application of Tablet Computer Technology

Hulls (2005) reviewed studies on the use of tablet computers in classroom instruction,
and found that the ability to use of colored markers, draw shapes and make
annotations directly in the interface served to attract students’ attention and improve
understanding. Thus students who used tablet computers in class experienced better
learning results.

1.3  The Impact of Color on Behavioral Performance

Different colors can have an impact on human emotion and behavior. For example,
Sinclair (1988) found that students taking an accounting examination performed
better when the exam was printed on blue paper than when it was printed on red
paper. The changes of the subject’s cognition to extend the mode in which emotion
plays a role of message transmission. Specifically, the test performance enhancement
associated with the use of the color blue may be due to the color transmitting a signal
that indicates “relative seriousness” of the task and the “need for careful and
systematic handling”. The relatively poor performance associated with the color red
may be due to the color transmitting a signal that indicates that the task is “more
neutral and does not require systematic treatment.” The transmission role played by
emotion in the model has been acknowledged and extended in many studies.

The use of color has been shown to have an impact on student achievement.
Therefore, this study selects the use of color as an impact factor for writing, with use
of the two aforementioned media (paper and tablet computers) as the key variable.
Because other studies have held that different colors have varying effects on human
emotional recognition this investigation focuses on the emotional recognition
corresponding to different colors.
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1.4  Color/emotion Associations among Children

An understanding of how children react emotionally to culture can be used in the
design of products and services for children, along with the design of learning tasks
and materials. However, semantic analysis may not be applicable to an investigation
of children’s emotional preferences for color because, unlike adults, children may be
unable to make specific semantic distinctions (Tharangie et al. 2009).

Terwogt (1995) replaced the semantic scale by asking children how they felt about
six colors (yellow, blue, red, green, white and black) and listed six types of emotional
adjectives in response: happy, sad, angry, frightened, surprised and annoyed.
Tharangie et al. (2009) applied this modified semantic analysis method to examined
the emotional response of Sri Lankan children to color. Similar to Terwogt (1995)
they replaced the semantic matching scale by asking children, “What kind of feeling
does this color give you” and listed 11 types of emotional adjectives happy, sad,
angry, annoyed, frightened, shy, proud, delighted, kind, excited and surprised.

In addition, Boyatzis et al. (1995) observed children’s emotional response to
different colors. In addition to the adjectives proposed by Terwogt and Tharangie,
they included strong, boring, quiet and tense. Together these studies provide a
perceptual vocabulary for examining the emotions children project onto different
colors.

1.5 Measuring Handwriting Standards

Currently, teachers and parents evaluate the quality of student handwriting by
subjective comparison to standard forms, but legibility is still evaluated subjectively
(Lam et al., 2011), which seems inadequate for such a complex handwriting process.
Lam et al. (2011) suggested that accuracy is an appropriate standard for handwriting.
Their study primarily focused on students with dyslexia, thus their standard of
accuracy must consider common handwriting errors which they defined as follows:
(1) writing outside the grid, (2) size deviates from average, (3) size deviates from
standard, (4) accuracy percentage, (5) total incorrect strokes, which was further
broken down as including, (a) number of missing strokes, (b) number of extraneous
strokes, (¢) number of mirror side errors, (d) number of inverted strokes, (¢) number
of incomplete strokes, (f) number of connection errors, and (g) number of stroke
Crossing errors.

In addition, most handwriting evaluations emphasize writing speed and cannot
provide data on the actual handwriting process, which is needed to indicate root
problems (Rosenblum et al., 2006). Thus Luria et al. (2010) used the length and width
of letters as a standard measure for handwriting, positing that increased cognitive
loading would result in handwriting exceeding the length standard.

2 Research Methods

2.1  Research Subjects

To prevent results from being impacted by inconsistencies by skill development
issues and to ensure that the test subjects could easily follow the experimental
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instructions, we selected 6™ grade elementary school students with normal or
corrected vision, and without color blindness. In total, 18 girls and 13 boys were
included, and all test subjects were right handed. Two experienced elementary school
teachers, aged 34, were enlisted to assist with the evaluation.

2.2  Experimental Use of Color

Based on the relevant literature, this study used white, yellow, red, blue and green
backgrounds for writing tasks. Following the L*a*b range definitions devised by Lin
et al. (2001) for color. To confirm that the colors used in the expeirment are consistent
with human visual perception of those colors, and to ensure the consistency of color
between the paper and tablet computer tasks, the researchers first tested the paper
three times with a spectrophotometer, taking the average of three readings. This
average value was then simulated in Adobe Photoshop on the tablet computer to
render the same color as the background for the tablet.

2.3  Experimental Setup and Environment

The experimental setup primarily consisted of an iPad, paper in five different colors,
black markers and video recording equipment.

To prevent distraction or unease among students, the experiments were conducted
in their classrooms. To prevent environmental variation from creating color
perception errors, experiments were conducted using natural light rather than
fluorescent lighting, with the controlled environment color temperature between
5000K-6500K and illumination between 500LX-1000LX, while the experimental
environment color temperature ranged from 5517K-6124K, and illumination ranged
from 517LX-995LX. Expeirments were run at 10:00 in the morning to avoid errors
caused by excessive sunlight. Measured color L*a*b* values, environmental color
temperature and illumination were measured using an X-rite Eye-one Basic
spectrophotometer, model i1-006. The tablet computer writing experiment was
conducted using the LINE BRUSH (NAVER, Japan) program.

2.4  Writing Tasks

Table 1 shows the basic structure devised by Lam et al. (2011) for Chinese character
writing tasks (independent, left-right, up-down, up-middle-down, left-middle-right, and
inside-outside). This structure is used in the present study. To prevent the test subject
performance from being impacted by any gap in prior learning, the writing task consisted
of a single six-character phrase “t&-FHFZ 7. Test subjects were provided with a pre-
formatted grid of six boxes in which to write the phrase (see Fig. 1).
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Table 1. Basic structure

Content 12 F R & #i
Structure Left-right Independent Inside- Up-down  Up-middle- Left-
outside down middle-
right

Fig. 1. Writing screen interface: Grid configuration for writing on the tablet computer screen
with different color backgrounds (white yellow, red, green and blue)

2.5  Writing Evaluation Standards

In the subjective evaluation process, the researchers and elementary school teachers
first discussed evaluation criteria. The teachers then evaluated the task performance in
terms of correctness and neatness, and provided a subjective evaluation score.

Each subject was identified by a serial number. Adobe Photoshop was used to
render all handwriting examples as black writing on a white background. The teachers
were then asked to subjectively evaluate each writing output based on a five-point
Likert scale with higher scores indicating better performance.

In addition to this subjective evaluation, we referenced the accuracy evaluation
criteria used by Lam et al. (2011). However, these criteria were developed for errors
commonly made by dyslexic students, thus following discussion with the teachers,
our researchers eliminated mirror errors, inversion errors, and broken stroke errors,
and combined the missing stroke errors and extra stroke errors into a single error type.
Thus, as shown in Table 2, the scoring criteria used in this study included four error
types: incorrect strokes, linking errors, crossing errors, and out-of-grid errors.

Table 2. Error criteria

Linking errors Crossing errors Out-of-grid Incorrect stroke

Also, as discussed in the literature review, handwriting performance considers
handwritten information in addition to subjective evaluations. Thus, length and width
are measured in cm according to the handwriting criteria devised by Luria et al.
(2010).
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2.6  Color Emotion Questionnaire

This study aims to determine the impact of color on the handwriting performance of
children. Controlling for age and understanding of semantic analysis concepts to
ensure the suitability of learner understanding and communication skills, previous
relevant studies on children first selected adjectives to express common emotions, and
then asked the students to match those adjectives to various colors.

Terwogt (1995), Tharangie et al. (2009) and Boyatzis et al. (1994) provided
children with adjectives to describe emotions: Happy, sad, angry, annoyed,
frightened, shy, proud, delighted kind, excited, surprised, strong, boring, calm and
nervous. The questionnaire asked subjects to pair these adjectives to the colors white,
yellow, red, blue and green.

2.7  Experimental Procedure

The researchers first explained the experimental process and asked the participants to
write a single six-character phrase in a six-box grid on five types of colored paper and
on a tablet computer, thus each subject wrote the same phrase ten times. Mistakes
could not be corrected or erased.

Step 1: Participants were given five minutes to write the phrase “t&FFZ &8
on five sheets of colored paper (white, red, yellow, green and blue) presented in a
random order.

Step 2: The participants were given five minutes to write the same phrase on a
tablet computer five times, each time with a different background color (white, red,
yellow, green and blue). Due to the application restrictions, when the subject
completed writing on one color background, the researcher assisted in changing the
background to another color selected at random. While the total time for each step
was five minutes, participants were free to use that time as they saw fit for each sub-
task.

Step 3: Subjects answered the color emotion questionnaire, matching emotion
adjectives to each of the test colors (white, yellow, red, green and blue).

3 Results

3.1 Impact of Media and Color on Handwriting Performance

Through the teachers’ subjective evaluation, objective criteria, and length and width
measurements, we conducted MANOVA analysis for media x color x writing
performance. Descriptive statistics were also used to describe the characteristics of
data, and impact trends for observable factors.

3.2 Impact of Media and Color on Subjective Ratings

In the teachers’ subject evaluation of the students’ handwriting, use of different media
had a significant impact (F>1, P<0.05). However, the interactive relationship between
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color and color with media does not meet the conditions of F>1, P<0.05, and is thus
not statistically significant.

Descriptive statistics show that paper tests had an average subjective score of 3.14,
as opposed to 2.77 for tablet computers. In addition, the average scores for the five
colors indicate that red had the best performance for both paper and tablet computers,
while that for green was lowest.

3.3 Impact of Media and Color on Objective Evaluations

The total number of handwriting errors (including incorrect strokes, linking errors,
crossing errors and out-of-grid errors) was statistically positive for both media and
color (F>1, P<0.05).

From the descriptive statistics, the average total number of errors for the paper test
was 3.92, as opposed to 11.77 for the tablet computer test. In addition, red
backgrounds produced the lowest average total errors (i.e., best performance) for both
the tablet computer and paper tests, while blue produced the highest.

Tukey’s post hoc test was used to determine that red and blue have significant
impact on the objective assessment for total errors (including incorrect strokes,
linking errors, crossing errors and out-of-grid errors), with a P value of 0.021.

The objective evaluation of total errors applies MANOVA analysis to errors
grouped under categories of incorrect strokes, linking errors, crossing errors and out-
of-grid errors to find that media is significant for all error types, but that color is only
significant for linking errors.

3.4 Impact of Media and Color on Length and Width

Luria et al. (2010) suggested that increased psychological loading would cause
subjects to write characters with increased length (i.e., from top to bottom). Thus,
standard criteria were set for the length and width of handwritten characters. We
found media to have a statistically significant impact on length and width (F>1,
P<0.05), while color did not (F>1, P<0.05).

3.5 Impact of Interactive Operation

Interactive operations were found to not be significant, indicating a lack of interactive
operation between media and color. Thus, for the subjects, color did not arouse
different emotional responses between the tablet computer and paper, suggesting that
the experimental design for this research was successful in reproducing the exact
same color for the task backgrounds in both media.

3.6 Color Emotions

The chi-square test was used to determine the independence of a child’s emotional
response to color (i.e., whether the child can distinguish emotional responses to
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colors), with a significance level of 0.000. Thus, descriptive statistics could be used to
explore the children’s emotional tendencies for the various colors. We found that
children associated red with “exciting”, white with “calm”, blue with “delighted”
“calm” and “friendly”, and green with “delighted” and “friendly”, while yellow had
no significant emotional associations.

4 Discussion

This section uses the experimental analysis results and related literature to explore
potential causes for the experimental results and provide recommendations.

4.1 Media Impact on Handwriting Performance

The analysis shows that different writing media has an impact on handwriting
performance. Writing on paper earned higher subjective scores with fewer errors, and
the characters tended to be shorter and narrower. A possible reason for the improved
performance on paper is that test subjects were more familiar with writing on paper.
This is supported by the better control over character length and width — the
characters written on the paper test were significantly smaller than those on the tablet
computer test because subjects were accustomed to writing characters of a certain
size. Using pencil and paper, students were less susceptible to the influence of color,
or perhaps due to increased writing automation, the task required less attention and
control, and because their writing actions were more reliant on habit (Tucha et al.,
2006) the impact of color was reduced.

4.2  Impact of Color on Writing Performance

The Tukey test showed red and blue had a significant impact on the objective
evaluation of total error instances. Descriptive statistics indicate that red had the
lowest average number of errors on the tablet computer (average: 9.35) and on paper
(average: 2.48), indicating better performance, while blue had the highest average
number of errors for both the tablet computer (average: 13.97) and paper (average:
4.74). Although color was not significant for the height and width of the characters,
descriptive statistics indicate that, compared to other colors, red backgrounds
produced larger characters (average height: 36.37; average width: 34.27), while blue
produced smaller ones (average height: 35.84; average width: 33.36).

4.3 Impact of Specific Colors on Writing Performance

Although color did not have a significant impact on subjective scores, descriptive
statistics indicate that, compared to other colors red resulted in higher subjective
scores for both the tablet computer (average: 2.92) and paper (average: 3.18) and
lower numbers of errors (including incorrect strokes, linking errors, crossing errors
and out-of-grid errors), while green had lower scores for both the tablet computer
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(average: 2.58) and paper (average: 3.08). Red also produced larger character length
and width values.

4.4 Impact of Color Emotion on Handwriting

Most test subjects were found to positively associate red with “excited”, unlike
Tharangie’s (2009) Sri Lankan children who associated it with “frightened”, and this
may have contributed to their improved performance with red backgrounds. In
addition, statistically the subjects were found to associate primary colors with positive
emotions (happy, friendly, excited and calm), indicating that color projection was
relatively positive. Blue and green had similar emotional responses (happy, pleasant).
Subjective score results for green were relatively low, while blue had lower total
errors, and smaller heights and widths.

4.5 Difference between Subjective Scores and Objective Evaluation

The different media produced different results for subjective and objective
evaluations due to the use of scores in the subjective evaluation: good performance
was scored 4 or 5, while flawed characters were scored 2 or 3, and poor performance
was scored as 1.

While the subjective and objective evaluation results may vary, bivariate
correlation analysis found the two evaluations to be significantly and negatively
correlated (Pearson correlation coefficient 0.556, P=0.000) because better samples of
handwriting performance, which scored higher in the subjective assessment typically,
had fewer errors according to the objective criteria. From this, we can see that the
subjective and objective evaluations are still consistent, but because the objective
assessment calculates the number of errors, it is better able to analyze the types and
trends of handwriting errors.

4.6  Conclusions
The key goals and results of this study are as follows:

1. Explore whether medium and color have an impact on children’s writing
performance.

a. Media was found to have an impact on handwriting in terms of subjective
scores, objective evaluations of total error instances, and character length and
width. Paper-based tasks were found to produce smaller and more
proportional characters than tablet-based tasks.

b. Color was found to have an impact on the objective evaluation of total error
instances.

¢. No interaction was found for color and media.

2. Analyze whether specific colors can lead to improved (or degraded) writing
performance: using red as the background color produced higher subjective scores
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and fewer total errors, along with larger, proportional characters. Results for the
paper and tablet-based tests were similar.

3. Explore whether children’s emotional response to or preference for different colors
has an impact on student writing: color preference was found to be correlated with
subjective scores and character length and width. Red was found to be associated
with positive emotional adjectives and the use of red backgrounds produced
improved performance.

4.7  Contributions and Suggestions

There is a trend towards increased use of tablet computers in schools. Unlike previous
studies which conducted experiments using paper-based tasks alone, this study
includes an investigation of writing tasks on new media forms and uses descriptive
statistics to determine that red backgrounds have a positive impact on both tablet and
paper-based writing tasks, both in terms of subjective scores and objective evaluation
total error instances. The use of red also corresponds with greater length and width.
Thus, the results of this study indicate that red consistently produces better results.

In addition, when students are less familiar with the writing media, their writing is
less automatic and they are unable to rely on muscle memory. Thus the use of less
familiar writing media can easily impact the writing process, and thus they can be
used as tools to assess handwriting capability or fine motor skills.

Children were found to perform less well on writing tasks on tablet computers than
on paper. Recording stroke order tablet computers provides useful information in
understanding the writing errors, which is required for optimal performance.
However, because color impacts handwriting performance, designers should consider
incorporating red backgrounds into products, services, learning strategies and
educational software for children. Designers also need to consider children’s color
preferences and emotional associations in that using a color with positive associations
may help to improve learning outcomes.
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Abstract. In this article we make a critical assessment of the relation between
online and print design, focusing on the graphic language of newspaper
infographics. A lot of the work done in this area consists in adapting print
newspaper infographics to online versions. The problem with many of these
adaptations is that there are losses in reading strategy and structure of their
online versions, offering readers a mainly linear reading experience. To
understand this fact, we compare print infographics and their digital versions
through the analysis of layout and cognitive load. In a time when the knowledge
of computer programming seems to be crucial to editorial design, we reflect on
the importance of layout, which is the principle design structure to help readers
access and understand information.

Keywords: Information graphics, information design.

1 Introduction

Newspaper design is a specialized field that, with the aid of technological advances,
was included in the wider area of graphic design. Gradually, journalists became aware
of the need to have a more effective typographic structure in newspaper layout. The
traditional formula of newspaper layouts, with text and pictures (including
photography) presented separately, was not enough to explain to the general public
complex facts and processes, therefore graphical structures that could integrate both
became necessary. In a parallel process, information graphics, or infographics, also
developed from simple diagrams to complex non-linear graphic narratives.
Technological innovation was an important factor in the inclusion of infographics in
news design. When the North American newspaper USA Today came into existence
in 1982, a four color printing process was chosen because popular journalism valued
color pictures and infographics (Moraes, 2013). Although infographics is not a new

A. Marcus (Ed.): DUXU 2014, Part IIT, LNCS 8519, pp. 184-194, 2014.
© Springer International Publishing Switzerland 2014



The Relation between Online and Print Information Graphics for Newspapers 185

way of communication, it has aroused great interest in recent years with the
development of online information technology. With the current dissemination of
information, infographics have helped readers to understand and process information
quickly. This occurs, in part, by the varied means of symbolization available in an
infographic, which makes it more adaptable to new contexts of information
communication than other forms of traditional journalism (Lima, 2009).

Journalistic infographics is not a traditional form of iconography like illustration
(including photography) it is in fact a kind of news story in which text and
iconography are interdependent (Lima, 2009). Unlike traditional journalism, the
written text is not necessarily the preferred source of information. Furthermore, the
reading strategy may develop in a non-linear manner. That is, the reader can choose
the order in which he reads, something that is somewhat problematic in a traditional
linear text. Michael Twyman (1979, 1985) proposed that graphic language was
composed of different modes of symbolization that are pictorial, verbal and
schematic. Infographics integrates all of them through a non-linear layout structure,
not only this but recently, online journalism made sound available to designers,
bringing new possibilities for graphic language.

In this article, we show the problems faced in print infographics when they are
adapted to online newspapers. In many cases, the principal strategy of the adapted
infographics is the use of a sequential narrative. The infographic is divided into
screens that can be accessed by the reader, one at a time. The problem with this
strategy is that it conditions the reading process, creating a poor notion of the whole
narrative, with limited choices of interaction. To understand this process we discuss
the relevance of layout in the theory of graphic language proposed by Rob Waller
(1985, 2012), problem of cognitive load in learning experience from the work of
Mayer (2005) and Sweller et al. (1998).

2 Layout and Infographics

Rob Waller (2012) discusses the problems that graphic designers have been facing
with the transition to online platforms and how layout has affected in this process.
Waller was influenced by Michael Twyman (1979), who proposed that a page is
diagrammatic, which means that readers understands text not only as words but as a
structure of different forms of graphic language. Waller (1985) suggests that the linear
structure of a traditional textbook tends to be that of prose, such as a transcript in
graphic communication, verbal language. However, this can present
miscommunication for certain types of information in certain contexts. Waller (1985)
suggests that specialized scientific texts are not the norm when it comes to
understanding documents. Newspapers and magazines are perhaps better examples,
because they are developed taking into account the graphical structure of their
content. Other good examples of texts that recognize the need to clarify its content
graphically are reference Books and technical manuals (Waller, 1985:107).

To meet these varied reading strategies, Waller (1985) proposes the concept of text
as diagram, i.e., a structure of non-linear text with a diagrammatic quality. When the
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text is placed in the form of a diagram, the structure becomes more accessible to a less
linear reading, enabling readers to choose ways to understand the text and create their
your own reading strategy. Therefore, these texts have multiple columns and complex
typographic grids. Waller's focus is on the linearity of typographical texts (verbal
graphic language) and its structure. However, the author does not neglect the role of
pictorial images in the process. For Twyman (1985) the problem with pictorial
language, is that it does not follow a well-defined grammar in the same way words do.
Pictorial language is characteristically nonlinear. Twyman suggests (1985) that
sequential images (graphic novels) or infographics can fuse the pictorial to the words
graphically.

The structure of the diagram, the most typical form of an infographic, is perhaps
the key to understanding how an infographic is configured. Infographics are
essentially diagrams in the way that pictures, words and schematics are arranged in a
layout. These multimodal structures are conceived with a nonlinear reading strategy
in mind, providing more freedom to the reader (Lima, 2009). Each infographic is
arranged according to certain rules of use compatible to its genre, as Waller (2012)
points out:

The graphic layout of such genres effectively contains the rules or affordances for
their use: Engaging layouts and large headings invite the magazine reader to browse;
the orderly layout of a user guide invites systematic reading, referencing a task
outside of the text through diagrams, and providing large numerals as a visual target
to the returning reader (Waller, 2012:13).

Waller (2012) proposes that readers know (or find out) how to read a 'text'
depending on access structures (the ‘rules for use’) of each document genre. A printed
newspaper article is not read in the same way as its web counterpart. This is partially
a technological matter, the Internet and print are simply not the same medium, they
have different 'natures' and, therefore, should have different layouts configurations.
What Waller points out is that, when print newspaper article is adapted to their online
versions, there are many losses in reading strategy and structure. Online texts tend to
be more constrained, in many cases, presented in single columns, offering little
variety in its layout structure. If compared with their print counterparts, these online
texts have fewer possibilities for interaction, offering readers a mainly linear reading
experience, which is ironic because nonlinearity is considered one of the main
characteristics of online texts.

This transition adaptation can be compared to problems with the transition between
medieval manuscripts to the printed book. The illuminated manuscript, through the
nature of its manufacturing methods, offered a close integration with the pictorial and
verbal graphic content. The same could not be said of the printed book. Typography
and iconography were separated with the invention of the movable type. Only later,
through the development of new printing methods and mass media, could text and
pictorial images be integrated once again.

What crucial is that the way a reader understands a online document genre is
determined, in many ways, by paradigms shaped through older genres. For many
online document their access structures are originally determined in print. And as
Waller (2012) mentions, each new technology goes through a period of adaptation,
but that the new medium does not render old ones completely extinct.
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Fig. 1. A comparison between the online and print versions of a news story for the daily
newspaper Folha de Sdo Paulo. As we can see, the varied of layout structure of the print version
(right) is reduced to a one column linear text without the aid of illustration (left).

3 Cognitive Theory of Multimedia Learning and Infographics

In most adaptations to online articles and infographics, much of the layout structure is
lost, and with it most of the graphic content originally proposed. To better understand
these 'losses' in many online layouts, we can look from the point of view of cognitive
psychology. Some studies of cognitive psychology investigate how individuals learn
through multimedia materials using different modes of presentation. One of the most
cited is the cognitive theory of multimedia learning (CTML). Mayer (2002, 2005)
formulates suggestions for the development of multimedia learning materials. The
term multimedia is generally used to refer to varied uses of media (video, music,
animation, etc.) but for Mayer the term has to do with multimodality, i.e., the set of
different modes in which information is presented.
Mayer bases his theory on three assumptions:

1. The visual and verbal information are processed in different channels, derived from
theories by Baddley (1974) and Paivio (1986);

2. Each channel has a limited capacity for information processing that originated
from the cognitive load theory proposed by Sweller et al. (1998).

3. The processing of information in different channels actively promotes the
construction of coherent mental representations, derived from the theory of active
processing by Wittrock and SOI model, by Mayer (1996) himself.

These assumptions propose a better use of visual and verbal channels, adapting the
cognitive load resources, resulting in a more meaningful learning process. The
cognitive load is connected to the information processing capacity of current memory
(or working memory), according to Sweller et. al (1998) there are three types of load
(Sweller et al, 1998): intrinsic load, extraneous load and germane load. For a
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significant learning experience the intrinsic and extraneous loads should be minimal,
because the focus of the cognitive resources should be on germane load, which is
connected to the construction of learning.

From Sweller's perspective, the intrinsic load is related to the complexity of the
information. The number of relationships between its components defines this
complexity. Certain types of information are more complex. For example, learning a
foreign grammar is inevitably more complex than learning a new vocabulary, i.e., the
translation of individual words. The intrinsic cognitive load is produced by the
complexity of the system. This load can not be fully minimized without
compromising the complexity inherent to certain systems. The solution proposed by
the authors is to divide the information into parts. Thus the reader only has to grasp
part of the information each time, without covering the whole complexity at once. In
this way the reader can experiences the intrinsic load gradually. When reading an
infographic, complexity is an important factor because of its multimodal, non-linear
layout.

Thus the suggestions of CTML focuses on strategies to minimize extraneous load
and foster the relevant load. The extraneous load is coming from mental activity
generated by the multimedia materials that is not related to learning. An example
would be a picture that is complementary to a block of text in a layout, but they are
presented in a way in which there is no clear correlation between them. This layout
taxes the cognitive capacity of the reader because he has to pay more attention to the
layout to understand the correlation. This kind of poor design configuration leads to a
high amount of extraneous cognitive load. However, when the layout aids a better
understanding of the content, this promotes a germane cognitive load.

From this perspective, at first glance, it is possible to consider an infographic as a
complex material, which naturally leads to a substantial intrinsic load, because of a
high number of relations between elements. However, some common features of
infographics are compatible with the strategies recommended by the CTML. For
example, the multimedia principle and the principle of contiguity. Mayer (2005)
suggests, with the multimedia principle, that explanations that use image and text
promote a deeper learning, this relation between image and text is a feature found in
many definitions of infographics (Pablos,1999; Rajamanickam, 2005; Colle, 2004;
Teixeira, 2010). In the contiguity principle, the author argues that multimedia
elements must be spatially proximate so as to minimize an extraneous load.

Waller (2012) reminds us that, in design education, the "visual syntax of the page"
is understood through perceptual principles established by the Gestalt psychologists.
These principles are independent of specific content and are compatible with the
principle of contiguity proposed by Mayer (2005). They are generally known as the
proximity principle, "where that things that are physically close on the page are
related in some way", and a similarity principle, "that things that look similar are
members of the same category” (Waller, 2012:11). So it is widely accepted by
designers that formal contiguity helps readers understand graphic relations and to
distinguish categories. In infographics we can observe a close integration of elements
in their layout, a practice that improves the reader's learning process without an
unnecessary extraneous cognitive load.
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When Mayer (2005) considers the advantages of contiguity, he only mentions the
relation between text and image. He doesn't consider the variety of graphic elements
available (such as sequential images, animation, etc.). But the author's scope is limited
to learning materials, his theory does not examine the complexity of news and
document design. In this sense, Waller (2012) seems to understand more fully the part
played by layout in contiguity.

4 Analysis and Conclusion

Below is a brief analysis of the infographic "Tapuiassauro, the new dinosaur from
Brazil", published in both online and printed versions of the Brazilian daily
newspaper O Estado de Sdo Paulo. Note that in 2011 the online version of this
infographic received the gold medal in the online category of Malofiej, most
important international award of infographics. The infographic provides information
about the paleontological discovery of the dinosaur Tapuiassauro. A pictorial
representation of the dinosaur and details of the fossils found.

TAPUIASSAURO

- ESTADAD . =d,

Fig. 2. Infographic "Tapuiassauro, the new dinosaur from Brazil" for the print version of daily
newspaper O Estado de Sao Paulo. Design: Glauco Lara.

The print infographic was published in a double page (newspaper standard format).
The content is structurally divided into three main parts:

4. A dominant descriptive picture of the dinosaur with sub-items that detail the main
description.

5. "The history of the fossil", a sequential representation of the fossilization of the
dinosaur.
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6. "Step-by-step of the dig", an inventory of instruments and a sequence describing
the procedures in a paleontological dig.

The print infographic allows the reader to get a sense of the whole, allowing him to
decide his own reading strategies, creating relations between blocks of information. In
"Step-by-step of the dig", different categories of information are presented together,
in a structure similar to a table, allowing for comparisons between the bones of the
skeleton, the tools and the stages of fossilization.

The online version was built using Flash and is divided in four screens that can be
accessed through interactive tabs that form a sequence, like chapters:
1."Tapuiassauro", 2."dinosaurs in Brazil", 3. "a history of the fossil", 4. "step by step".

The first screen (Fig. 3) has the dominant image of the dinosaur with the sub-items
present in print infographic. However, the online version offers interactive objects to
reveal the skeleton. By passing the mouse over the dinosaur it is possible to do an x-
ray, revealing the bones of the skeleton, with a "magnifying glass". While the reader
scans the dinosaur, above the map, he can see where that bone was located in the plan
of the dig. This interaction provides a direct observation of the elements, but in
relation to the print version it remains compartmentalized, without offering an overall
vision of the layout.

DINOSSAUROS
TAPUIASSAURO POBRASIL
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Passe o mouse sobre o dinossauro e veja detalhes

Fig. 3. "Tapuiassauro", first screen of the online version of the infographic

The second screen, "dinosaurs in Brazil" (Fig. 4), allows for a comparison of the
scale and other dinosaurs found in Brazil. With mouse-over interaction the reader can
select a dinosaur and locate where it was found, on a map of Brazil, and the period it
existed. This section is not present in the print infographic because the online medium
usually has more space available to offer content, it is not limited to a printed page
format.
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Fig. 4. "Dinosaurs in Brazil", second screen of the online version

The third screen (Fig. 5) provides a step by step representation of the fossilization
of the dinosaur in segmented slides. A linear narrative control allows the reader to go
forward and back between the slides.
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Fig. 5. "A history of the fossil", third screen of the online version

A fourth screen (Fig. 6) has the same inventory of instruments and procedures
present in the print version. But the reader cannot see all of them at once, they are
divided in two screens, one for fieldwork and another for laboratory work.
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Fig. 6. "Step by step", fourth screen of the online version

Some types of simple controls, such as linear narrative and content selection. These
controls seem to condition reading, restricting one of the main characteristics of the
infographic, which is its non-linear reading structure, something that helps readers
navigate blocks of information in the infographic, creating their own reading strategy.

In the sequence of slides, "a history of the fossil" (fig. 5), the reading process is
fragmented into blocks of information, but maintaining a linear narrative. If the reader
wishes to make a comparison between the stages of fossilization, he needs to read
each one individually. This structure breaks the contiguity between the different
stages taxing the reader's capacity to memorize the details of each one, creating a
large amount of extraneous load. Something that does not occur in the print version,
where a complete overview of the sequence of fossilization is offered.

Linear narrative controls and content controls do not seem to have been specially
useful in promoting a better understanding of the content of the online infographic. In
part because it is an adaptation of a print infographic. The elements do seem to have
been chosen to meet the demands of the informational content, but to solve problems
of adaptation between digital and print media.

Infographics published in Brazilian news websites tend to only have simple forms
of interactions, such as content selection and linear narrative controls (Miranda,
2013). These interactive resources break the infographic into smaller pieces, as we
have seen in the "Tapuiassauro” infographic. This could seem beneficial since it
would reduce intrinsic load, as proposed by Sweller. However it seems that in the
case of infographics, this high complexity has many benefits. The reader is invited to
explore and make comparisons between the informational aspects of the infographic.
In the online version of the "Tapuiassauro" infographic, the major loss occurred in the
absence of contiguity between the different parts that structure the layout.
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The richness in the complexity of the layout of an infographic is in the relations
between the multimodal elements.

Although this tendency towards linear reading strategies is common in online
publications some experiments using kinetic and interactive resources, with intention
to break with this linearity, have been made. The content adaptation reflects an
adjustment phase between print and online content. But the solutions will not
necessarily come from advances in technology. Newspapers must invest in design
teams that are willing, and have the resources, to experiment with the problems of
online graphic language. In a time when the knowledge of computer programming
seems to be crucial to editorial design, we must reflect on what must be expected
from a designer. We believe that the focus should continue to be in layout, which is
the principle design structure to help readers access and understand information.
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Abstract. This paper focuses on the educational role prototyping plays on
interaction design projects. Three case studies from ESDI (Escola Superior de
Desenho Industrial, Rio de Janeiro, Brazil) will show different solutions for
displaying visual information on tablets. Each case will show different
approaches, namely: low and high fidelity and experience prototyping. It will
be argued that the activity of prototyping stimulates student’s critical thinking
and encourages the search for innovation.

Keywords: Low and high fidelity prototyping, experience prototyping, visual
information, digital publishing, pedagogy.

1 Introduction

With the introduction of tablets in the 2000’s, visual information displayed on a
screen has for the first time encountered ergonomic conditions similar to that of
printed media. More portable and lighter than laptop computers, tablets have joined
input and output on a single plane, approximating the screen’s format to that of a
page. The transposition of the page from print to digital touches a much broader
historic and technological issue: new technologies tend to import features of previous
ones before introducing their particular formal and experiential innovations. As
Marshal McLuhan, has explained to support his well-known dictum the medium is the
message, “...the content of any medium is always another medium. The content of
writing is speech, just as the written word is the content of print...” [1]. Implied in
this statement is the weakening of the rigid limits between form and content.
Following McLuhan’s reasoning, in the tablet’s case the printed page, being
considered the “content” of e-book readers, would have (as it did) formal implications
on its designs. This influence is subtly noticeable in Amazon Kindle’s preserving of
typographic and layout conventions (page number and chapter name positioning, for
example) [2]. Much less discreet is iPad’s first e-book interface design, which
visually mimics, with realistic detail, the tactile aspects of the book. While these
imports might fairly indicate usability concerns (allusions to a traditional technology
would facilitate intuitive navigation), they actually may reveal a resistance to engage
in new mediums’ design innovative opportunities [3]. Such conservative spirit is also
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noticeable in stereotyped and pre-formatted design decisions and assumptions that are
embedded in software tools — the preservation the “form page” being an important
example.

This paper presents three case studies of student’s projects for digital publishing
that challenge these aprioristic postulates with inventive solutions brought about
through the practice of prototyping. At the Escola Superior de Desenho Industrial
(ESDI) we stimulate students to prototype very early in the development of design
projects and to keep doing it through all phases of the process. By constantly
simulating, in rudimentary or sophisticated ways, how devices, actors, environments
behave in a given proposal they learn to respond to the continuous formulation and
reformulation of design problems. I intend to show that prototyping, when taken as a
pedagogical tool, can establish a fertile and investigative learning environment that
leads students to both achieve creative solutions and to gain an awareness of software
tools biases and limitations. As I present the projects, I will emphasize, in each case,
different approaches: low fidelity, experience and high fidelity prototyping.

Low-fidelity prototypes have been defined as exploratory tools that are quickly
made, using materials not meant to be included in the final project. They are also
identified by their low cost and communicative capabilities [4]. Bill Buxton prefers to
name these early “instantiations of design concepts” as sketches. While prototypes are
more refined and ready for usability tests, sketches — quicker and cheaper — are more
connected to ideation phases within the design process [5]. The cases analyzed here
are, I believe, more accurately qualified as prototypes and not sketches because some
of the insights they have triggered reached an almost tangible presence in the later
stages of the process. In the first example — Duotone magazine — playing with paper
has inspired a form of navigation that became definitive in the final rendering of the
interface.

In the second one, TxtoTracker, students used video recording to document the
enacting of a proposed interaction in a real scenario. Not only the ideation phase, but
also the final stages of this project were decisively influenced by experience
prototyping. A concept that amplifies traditional definitions, it includes aspects like
role-playing, time pressure, social interaction and environmental concerns. [6] There
is, of course, a variety of specific techniques that can be combined, including paper
prototyping, storyboarding, using index cards, live prototyping, animation, video
recording and even faking. One should not forget, however, that prototyping
techniques are constantly changing and multiplying, “fueled”, as Bill Moggridge has
put, “by the increasing complexity of design contexts” [7]. As Marion Buchenau and
Jane Suri propose, experience prototyping is “less a set of techniques, than an attitude,
allowing the designer to think of the design problem in terms of designing an
integrated experience, rather than one or more specific artifacts ...” [6].

One might be led to think that such an attitude could only take place through the
use of improvised, sketch, non-professional means. The third case study will
demonstrate that it is not quite so. Wide World, a sci-fi story, employed high-fidelity
prototyping, which is typically characterized by being fully interactive and having the
exact look and feel of the final product [4]. The subtle experiences this project
provides show how software tools, when used intelligently, can lead to creative
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findings. We will see that the project’s author was able to employ pre-defined
solutions in a remarkably idiosyncratic way.

These three approaches were not necessarily committed to commercial efficiency.
In a professional design process, prototypes are valued as aids for ideation,
communication, testing and innovation. While the case studies analyzed here may
confirm this, I will focus in understanding the pedagogical value of prototyping. This
value should not be confused with the teaching of prototyping techniques but
understood in terms of how they can be used to develop in students the ability of
specifying design problems. As Swiss designer Karl Gerstner has stated, back in
1964, “to describe a problem is part of the solution”. Implied in this idea is the notion
that “for no problem there is an absolute solution... there is always a group of
solutions, one of which, is the best under certain conditions” [8] Prototyping, being
essentially characterized by experimentation, is evidently an excellent tool for
describing problems. In the course of perfecting such descriptions, we will see,
students also improve their critical thinking.

2 Exploring Electronic Magazine Navigation

Considering today's technological acceleration, one would expect interaction design
to follow the same pace. However, there are several design solutions that become
essentially unchanged for certain periods of time. That’s the case with tablet’s digital
publishing design. One of the dominant trends since the launching of the first iPad has
been, as mentioned earlier, the insistence in references to traditional media. Apple’s e-
book reader’s first interfaces emulate not only the unity of the page, but also its
texture and physical turning effect, a trend that has been called “skeuomorphism” [9].
In one advertising, for instance, we notice a rhetoric approximation of the reading
experience provided by the app to its printed counterpart: “reading in an iPad is
exactly like reading a book... turn pages with a flick”, says the apple’s ad [10]. In
other companies’ marketing strategies we also see that even to show off technological
advances, this is done through references to the well-known format of the traditional
page. In an Outside magazine’s ad film we hear: “we’ve all seen sci-fi movies where
magazines and newspapers have their pictures moving right on the page... that’s what
we’re doing here”. [11]. These are just two examples of interface designs that, even
with all innovation brought about by tablets, insist on the model of the “page”.

This very model is challenged by project Duotone, developed by students Aline
Alonso and Isabelle Lavigne ad ESDI in 2010. The idea was to create a magazine
containing two issues in one. The students had developed, one year before, a printed
version of the project. So, they already had text and photos as content to work with.
Instead of merely transposing that content from one media to another, they forgot
about the original design and engaged in experimenting with a bunch of fragments of
photos and texts. They came up with a vague idea of arranging those items in a plane
with irregular page boundaries. To experiment with this concept, they assembled a
collage of what would later, in the final prototype, become the representation of one
entire story. Navigation would, then, take place not by page turning but by plane
panning in all directions “underneath” the tablet’s screen (Fig. 1).
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Fig. 2. (A) Out of focus area signals another plane and (B) the icon on the bottom left launches
the 3D vision that can be rotated and used as a selector of sections

Playing with this physical prototype has also inspired the solution for the problem
of how to navigate from one story to another. Because at this stage the bi-dimensional
plane was physically available, students were able to perceive its potential three-
dimensionality. They have decided that the magazine would contain several piled
planes and that the user would be able to somehow switch planes. But what could be
an interesting and effective interactive design solution for this concept? The releasing
of planes in space called attention to a visual manageable feature: that of focusing.
Displaying an out of focus plane, the interface managed to both signal the existence of
more content and provide a “button area” that, when clicked, could bring the user to a
different level/story (Fig. 2A). Here, the metaphor derives not from a magazine page
but from cinematic and photographic features. Having solved this navigation problem,
there was yet another challenge: how would the user change the view from one issue
to the other, considering that the whole idea of Duotone was to present two issues in
one. By clicking the magazine’s icon on the lower right corner, one can access 3D
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navigation layers, where it is possible to choose not only the “reverse” issue but also
one story within that issue (Fig. 2B).

Duotone, in short, presents three inventive ways of displaying visual information in
a digital publishing environment: panning navigation on a plane that is not shaped as
a rectangle; the attribution of semiotic and interactive qualities to depth of field; and a
3D representation that is also operative in navigation terms. All three aspects are the
result of an exercise in describing a problem as part of a solution, as Gerstner has
proposed [8]. While Apple’s and Outside magazine were describing the problem how
to transpose the printed page to digital form, Duotone has taken one step back and
described another problem: how to present a certain content that include photos, text,
audio and video, in a touch screen device. If we analyze the path that led to the final
solutions, we conclude that (1) manipulating paper, glue and paper cutter and (2)
being able to perceive a space between a paper mask and the content planes, played a
fundamental role: that of providing a distance from pre-defined solutions and opening
up a terrain suitable for innovation.

3 Vision Information in an Augmented Space

The combination of the Internet with mobile communications has, from the common
user’s standpoint, freed digital information from the ergonomics of desktop
computers. The popularization of the word cloud as synonym for data storage is an
indication of information’s putative omnipresence. People are getting as used to
expect instant access to personal or public data anywhere they go as they are to the
idea of ubiquitous computing. Mark Wiser, PARC’s scientist who coined the term,
has stated: “The most profound technologies are those that disappear. They weave
themselves into the fabric of everyday life until they are indistinguishable from it.”
[12]. But one would be mistaken to take the cloud for the same thing as ubiquitous
computing. The two concepts have a strong difference: While the first one symbolizes
information that can be accessed virtually anywhere, the latter points out to
interactions that take place locally with devices (hidden as they may be) that
physically sense the presence of an individual in specific places, promoting exchange
of data between them. Concerned with the phenomenological aspects of such
interactions, Lev Manovich has created the term “augmented space”, derived from the
older concept “augmented reality”, coined around 1990. As Manovich puts it, this
new space is distinguished by “overlaying dynamic data over the physical space”. It
is not to be thought, however, as one single space for everyone. Each “space is unique
— since the information is personalized for every user, it can change dynamically over
time” [13]. Given such dynamism, the stability of the tablet’s “page” might give in to
different design forms, which could represent and evoke the new phenomenological
experience with augmented space. This is precisely what project TxtoTracker,
developed by student Clarissa Baumann in 2010, was intended to.
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Fig. 4. TxtoTracker’s activation icon “sticks” on any reading application

The project’s proposal was to establish a connection between certain urban places
and the uploading and downloading of text fragments being read by passerby users on
a tablet. A typical interaction sequence would go like this: (1) a user is passing by a
certain place and activates a mode that allows access to what s/he is reading; (2)
another user, passing by the same place, turns the app on and have access to what the
first reader was reading in situation 1; (3) users can select other users as favorites so
that a web of “friends” is created, and each person can follow the chosen ones through
other places and moments (Fig. 3).

The interface design seems at first very simple: just one icon — a blue circle —
stands at the upper right corner of any reading application. When touched, the circle
turns into the app’s icon, an open eye, signaling that the mode “capture” is on. This
means that whatever s/he is reading is being accessed and stored. The icon’s drawing
is purposely childish and unsophisticated so that it will look weird in the usual
professional looking graphic interfaces of most reading apps (Fig. 4).

While in “capture” mode, two things would happen: the text being read by the user
would be uploaded and all texts left at that location from other users would become
available in a temporary memory in his/her tablet. The design problems, up to this
point, were solved. The student then turned to the problem of selecting downloaded
texts.
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Her first idea was to display text fragments in different orientations and sizes on
the reading plane. Such solution was, though, merely intuitive and not really
connected to the project’s general concept. She was encouraged to try experience
prototyping in order to have an approximate idea of how would it feel to “collect”
information from a spot in real space and see it on the tablet’s screen. Having
gathered some friends, she took a tablet to a square nearby the school and filmed
enacted situations trying to rehearse all interaction steps (Fig. 5). Since no software
was implemented in the tablet, each student’s attention was driven to how it felt to be
sitting or standing in the middle of a square concentrated on the tablet screen.
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Fig. 6. On the left, an animation still showing the representation of augmented space. On the
right the design solution for navigating and selecting text fragments on a tablet’s screen.
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The enacting confirmed initial assumptions that the sensation of finding
information in specific places created an interesting awareness of today’s augmented
spaces. But it was in post-production that this experiment proved to be more effective.
Text was added to the filmed sequence so as to represent the hybrid environment.
When the student positioned the text boxes over the filmed image it became obvious
that each of them had to follow perspective rules in order to appear either
foreshortened or distant. This logic was a base for the design solution (Fig. 6). It is
important to notice that, in spite of resembling Duotone magazine’s 3d navigation,
TxtoTracker’s solution provides an all over effect that is remarkably different from
the vertically ordered planes we saw earlier. The contact with real space tri-
dimensionality inspired the student to create a 3d view of text fragments that would
enrich the perception of overlaying real and virtual spaces.

4 Innovating with Available Tools

At the time Duotone and TxtoTracker were conceived, (2010) there was no affordable
tool to create functional prototypes for tablet’s e-publishing design. In 2011, Swedish
media firm Bonnier Corp. released Mag+, an Adobe InDesign plug-in that could be
downloaded and installed for free. In spite of some inconsistencies and incomplete
documentation, Mag+ appeared to be a very interesting tool for exploring tablet
interaction features. But we did not use it right away after its releasing. In 2012 I was
more concerned with assignments involving Processing and Arduino open source
platforms, and left e-publishing design aside for a while. In 2013 the theme was
reintroduced in the course and students received Mag+ with enthusiasm. Especially
attractive were the possibility of using a tool — InDesign — most were familiar with
and also the easiness how Mag+ provided fast reviewing in the tablet itself. The tool,
as expected, had its own preset of design solutions, the most striking one being a
combination of horizontal navigation through “pages” with vertical scrolling in a
layer-based design.

Project Wide World made no use of the vertical navigation option, and adopted the
metaphor of sequential pages as in a printed publication. Renan Porto, who developed
the project, took inspiration from tablet’s typical orientation feature, associating
vertical and horizontal positions with structural elements of his sci-fi story: in vertical
position one sees an ordinary reality, and in horizontal position the same scenes are
modified or amplified to show the Wide World, an augmented reality. The story is set
in a psychiatric hospital where a physician gradually establishes connections across
stories told by different patients. These ones, in the ‘“normal world” (vertical) are
depicted as mentally ill and in the “wide world”, the doctor discovers, they live a
perfectly sane, yet amplified, life.
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Fig. 7. Wide World’s first sketches

The visual solutions for these narrative ideas started with sketches depicting the
relationship between the two worlds (Fig. 7). At this stage there was still no clear
definition of how exactly this “wide world” would be depicted. Figure on the right’s
scrambled lines point to a somewhat chaotic intertwining between the two worlds.
Note that the figure on the left obeys comic books’ framing graphic behavior. As
the project evolved the “wide world” was conceived as being not so different from
the “normal world”. For example, as we see in Fig. 8, the vertical position displays
a group of three young men chatting, while in the horizontal version of the same
scene other characters are added, graphically differentiated by the use of color. In
these second sketches, one notes the abandonment of the comics’ framing visual
language.

Fig. 8. Wide World’s second sketches
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Fig. 9. Final illustrations show an economy of means: no comic book framing and very subtle
use of color to identify elements of the “wide world”

In the final, fully functional high fidelity prototype (Fig. 9), color became restricted
to a blue “aura” around the head of one character and to the text balloon. The
prominence of black and white invests the story with austerity. In this and in all other
scenes, the difference between “worlds” is very subtle. As a whole, from the first
sketch to the final rendering there has been a movement towards economical solutions
not only in graphic but also in interactive terms.

The opting for black and white language, for abandoning comic book’s framing
and for ignoring Mag+’s double navigation feature reveal an economy of means that
is in itself a statement: choosing not to make use of available powerful tools, the
author creates an experience that attain maximum effect with minimal interactive or
graphic features. What was it to be gained? Answer: the narrative, that many times in
interactive editorial pieces runs the risk of being relegated to second plane, is again
the center of attention. The simple trick of turning tablet orientation has nothing
attractive in itself: it is only an interactive tool at narrative’s service. In the case of
Wide World, innovation comes, paradoxically, from refusing to innovate: in a milieu
— digital publishing — where the imperative is to create mesmerizing interactive
experiences, Wide World presents us with black and white austerity and minimum
interaction acrobatic novelties. It was not, however, a matter of a merely conceptual
exercise. User experience is itself displaced from sensorial seductions into evocative
thinking. It is an interesting case of high fidelity prototyping at the service of
simplicity that shows the student’s awareness of a set of predefined design solutions
he has chosen not to use.

5 Conclusion

The importance of prototyping as a crucial activity in designing interactions is
frequently explained in terms of time and money saving, creativity stimulation, team
communication, usability validation, among other aspects. This paper was dedicated
to see prototyping as a pedagogical tool. The three case studies have presented
educational gains in different areas of interaction design problems.
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With Duotone magazine, students learned how to reformulate the description of a
problem. The kind of low fidelity prototype they executed provided a way of
describing differently the problem of displaying publishing content in a digital
environment. Instead of assuming the form “page” as a given, they devised a 3D
layered-plane representation derived from the manipulation of paper cutouts.

Project TxtoTracker has lead students to employ enacting methods typical of
experience prototyping. The interactive omnidirectional space created by type
reinforced the project’s concept of navigation on an augmented space. Again, such an
abstract idea was represented by inspiration drawn directly from the prototyping
experience.

Finally, Wide World’s visual and interactive solutions revealed a minimal style
deliberately imposing a distance from today’s inflated interactive possibilities and
visual pollution. In this project a sophisticated tool (InDesign’s plug-in Mag+) had its
multiple possibilities restricted in favor of a much older technology: the narrative
itself.

In the first two cases, students have experienced a way of projecting interaction
that made them reformulate problems and find inventive solutions. One might argue
that those solutions are not exactly unheard of. However, from the students’
standpoint, it was a great novelty to find out that the page form was not a definitive
solution for displaying publishing content. From a pedagogical point of view, it can
be concluded that low fidelity and experience prototyping proved to be effective as
tools for innovation.

One would be tempted to rapidly conclude that these low fidelity approaches
would be superior to high fidelity functional prototypes, developed on the third
example. While in terms of innovating in interaction and experience design this may
be true, one cannot overlook the advantages of using a tool that makes it possible
previewing designed pages right on the tablet’s screen. This speed and the easiness of
doing it have released time for the conceptual elaboration that gave birth to the also
inventive visual and interactive statements implicit in an apparent simplicity. As a
final conclusion, I would like to suggest that both pedagogical approaches are
important and, obviously, non exclusionary.

But an aspect present in all three examples needs underlining: all three processes
show that the students have been empowered with an awareness of design-
presupposed solutions. Both the page and the software were understood as
technologies to be used if / when necessary. The practice of both low and high fidelity
prototyping has enabled autonomous decisions and provided a conscience of the
transient and circumstantial status of any technology.

These cases are examples of how prototyping can work as a powerful tool for
“unlearning” taken-for-granted solutions, being them embedded in software tools or
established by cultural stereotypes. In a designer’s formation, to be able to
continuously move in and out presuppositions is the only way to innovation. To
exercise this flexibility is, I believe, the greatest gain provided by prototypes in a
learning environment.
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1

In 2003, in Brazil, the document “Program for Inclusive Education: the right to
diversity” was launched by the Ministry of Education aiming at “guarantee that pupils
with special educational needs have access to regular education in schools” [2]. That
Program encouraged schools to provide proper facilities for disabled people, and
faculty members to become aware of special education. In order to fulfill the
objectives of the program, education managers should be able to enroll students with
special needs in their under graduation courses, and teachers should be flexible in
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Abstract. This paper describes a methodology for teaching design based on the
use of a set of memory aids named logograms. Users’ experiences involving the
usability of logograms as a teaching support are being registered throughout
empirical research during the last ten years by the authors. More recently, the
technique was applied with success to hearing-impaired students. The material
described here includes phonographic and iconographic elements aiming at the
organization of a logographic system that, in addition to sign language,
supported a more inclusive education. Some of the logograms presented refer to
stages and procedures of the design process, and were converted into LIBRAS —
the Brazilian Sign Language with the intensive participation of the users
(interpreter, students and teacher). The process consisted in: establishment of
keywords; denotative and connotative analysis of keywords; search of
applicable signs within LIBRAS; creation of new signs when there were no
codified signs for design technical terms in dactylology; validation by the
interpreter and student; systematization of use through photographs; verbal
description of the agreed gestures. The logograms are perceived as innovative
ways to teach product and graphic design in undergraduate and graduate
courses, and their use can be combined to software programs and Internet
resources in new curricular approaches.
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In 2007, a student with hearing difficulties was admitted in one the Design Courses
established in Porto Alegre city, Brazil. Promptly, an interpreter of LIBRAS
(Brazilian Sign Language) was hired to assist the communication between design
teachers and the deaf student. However, despite the efforts of the interpreter and the
attentiveness of the student, difficulties in communication were causing a significant
loss of the teachers’ explanations. The main problems were not related to the
cognitive capabilities or psychomotor skills of the student, but with the lack of
codified signs for design technical terms in dactylology (the use of the fingers and
hands to communicate and convey ideas, as in the manual alphabet used by hearing-
impaired and speech-impaired people). An agreement was made among a teacher of
graphic design, the student and the interpreter to expand the use of an existing
methodology for teaching design based on logograms. The teacher responsible for the
discipline has had previous experiences with the use of logogram charts as a teaching
resource and as memory aid [3, 10, 11, 12]. Moreover, he has done extensive research
on the aspects of perception of visual communication addressing the needs of
employees with hearing impairment in manufacturing workplaces [4] (Figure 1).
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Fig. 1. Logograms, pictograms and sign language created during a PhD research on Production
Engineering [4], aiming at inclusive manufacturing workplaces.

As a preliminary solution, a handout with logograms of relevant terms of the
design process was prepared, and after, a broader instructional system was
developed to promote a better understanding of the main notions employed during
the course.

Most if not all engaged in making the teaching/learning process successful will
agree with the idea that it is part of a teacher’s job to improve instruction methods to
suit their students’ manual skills and mental capabilities. When facing the challenge
of teaching hearing-impaired people, for example, it becomes more than natural for
teachers to use visual aids. Motivated by the need to communicate with all design
students, whether listeners or non-listeners, the authors developed a method
integrating verbal, gestural and logographic language. The words and logograms
presented here are related to the stages of the creative process and how those arbitrary
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signs were “translated” into the Brazilian Sign Language. To make such didactic
effort useful and usable, the design teacher relied on the fundamental advice of the
certified interpreter of LIBRAS, and also on the monitoring of the learning progress
of the deaf student. Nowadays, the logograms charts and the related LIBRAS signs
facilitate the learning of other design students with hearing difficulties.

2 Teaching Design with Memory Aids

In 2002 we started the experience of rendering design contents using metaphors from
mathematical expressions to stimulate students to use abstract, modular and rhythmic
reasoning. In order to find original images to represent design knowledge, some
logograms were sketched to help technical product analysis. From the teacher’s
position, logograms became practical as “traffic signs”, conventionalized graphic
icons employed to guide procedures, to define techniques and to call students
attention about the steps of the design process. It is relatively easier to remember or
guess the meaning of logograms than to remember or guess the sound of alphabetic
written words. In addition, a single logogram may be used by a variety of languages
to represent words with similar meanings.

There are three referential words in our search to improve the use of logograms as
memory aid in design teaching. The words are: (i) a noun, utility, that states the
quality of being of use and service useful; (ii) an adjective, usable, meaning the extent
to which a product can be used by specified users to achieve some goals with
effectiveness, efficiency, and satisfaction in a specified context of use; and (iii) an
adverb, utterly, connoting a way to maximize the experience of learning.

We have been observing from empirical research that logograms charts are
valuable as teaching resource in that they respond promisingly to some basic usability
issues: 1. Which difficulties students face in their first use of logograms to perform
basic design tasks? 2. How is the rhythm and pace of performance of design tasks by
students after having learned to use logograms? 3. How is their acquisition of such
skill’/knowledge? 4. Do logograms induce students to make mistakes? 5. Do students
have an enjoyable learning process with the method with logograms? 6. Are the
images of logograms self-explanatory, or are they arbitrary signs to be learnt with
teachers support?

Logograms represent ideas by means of icono- and phonographic elements of
visual language, and are being employed to describe tasks and procedures employed
in the design process. In the first experiences as teaching tools, logograms were
distributed to students during classes and seminars, for a simple recognition exercise.
The participants of the experience told that the logograms facilitated the recall of the
situation represented, even when they cannot say it from memory. It appears that the
image activated the understanding of a whole chain of ideas, and when the logograms
came to mind the creative and projectual processes was easily codified.

Pictorial images are central elements in the composition of visual languages to
improve the recognition of situations, to ease the human capacity to retain
information, to memorize facts and phenomena. Iconographic representations appear
among the universal principles of design [13]. On that subject, the Symbol
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Sourcebook, written by Henry Dreyfuss (1904-1972), and published in 1972 is still a
reference. In the preface of Dreyfuss’ classical work, the architect and philosopher
Buckminster Fuller (1895-1983) stated an idea that motivated the development of the
logograms: “the ideographic language, basically visual, developed for the primitive
people, now tends to bring the basic tools of communication to the universal
understanding and use” [8]. Two other texts, written by Charle K. Bliss (One Writing
for One World) and by Marie Neurath (Education Through the Eye), complete the
Symbol Sourcebook introduction. Henry Dreyfuss affirmed that no book related to
symbols would be complete without mentioning the Semantography, by C. K. Bliss, a
complete system which crosses the barriers of language. “The lines and curves of his
symbols can be translated into any language and therefore his words and ideas are
enclosed in my book™. [8].

Dreyfuss also highlighted the work developed by Otto and Maria Neurath, at the
Isotype Institute Ltda. Otto Neurath (1882-1945), a social scientist and Austrian
professor, included the “isotype” (an acronym for International System of
Typographic Picture Education) as part of his theory of education, and defended the
idea that images are better than words, at least in the initial stages of knowledge
acquisition. To translate complex images into forms that are both significant and
accurate for the great public, Neurath suggested not only a series of fine pictograms,
but also the techniques for their drawings and application. These principles, then, are
the basis for the proposal of logograms as a tool to universal communication (based
on Fuller); a system of lines and curves conventionalized as signs to effective
communication (based on Bliss in “Semantography”); learning in the initial design
training with something similar to the isotypes of Neurath.

Dreyfuss suggested that to deal with more complex instructions and meanings, it is
necessary to combine basic and conventional signs together with other newly
developed. The contribution of Rudolf Modley must be mentioned too. Neurath and
Modley, in 1942, indicated three phases for the conception of iconographies:

1. Analysis of the fact or the situation that you want to conventionalize and to select
the main illustrative elements;

2. Selection of the images that can be simplified and, therefore, are more adequate to
represent the fact or the situation to be drawn;

3. Development of layouts that allow a simple and fast understanding of the
information, essential to its history [14].

Aicher and Krampen [1] made reference to Neurath and Modley who also deal with
the history of the modern pictograms.

During the conception and elaboration of logograms, we perceived that, according
to the definition of the Dictionary of Symbols [6], we were dealing with “signs” and
not with “symbols”. When drawing logograms we traced “conventional signs”, i.e.
marks and ideograms, that have symbolic meaning in its origin and in the way they
influence those who contemplate or use them”. When calling them “conventional
signs” we intended to nominate more or less arbitrarily established relations.
Hydraulic codes, topography, meteorology, and the mathematics, all use systems of
conventional signs that are also used in the traffic signs, in the industry, and even in
music [6]. Our logographic system (Figurel) is based on stenography:
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(a) The configuration of the logogram can be visually distinct from the original
iconographic element;

(b) The seminal meaning can be extended to analogous situations [9];

(c) Its configurations offer more possibilities of structural combination than
imitative sketches [5].

Logograms charts were systematized as a set of arbitrary signs relating to: creative
movements, types of ideas association; symmetry laws; basic graphic elements of
designing; intellectual capabilities; types of design meetings; main creative
techniques; taxonomy of educational objectives and the stages, steps and phases of the
creative process applied (Figure 2).
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Fig. 2. First set of logograms designed as memory aid for learning. Illustrative elements for the
situations were selected; images were simplified and the more adequate to represent design
process were drawn. Seminal meanings were extended to analogous situations to apply to
product design, graphic design, packaging design, etc.

One of the difficulties in conducting research on the usability of logograms is the
lack of applicable assessment methods to measure and monitor students’ learning.
Current research has been done using observation and interviews with students as
they interact with the logograms [10, 11].

In 2008/2009, a new set of logograms was designed to teach the urban signaling
systems; and one of the findings was that the assessment of students’ learning became
easier: they could straightforwardly dissertate about each of methodological design
moment from a single arbitrary sign sketched (Figure 3).

Fig. 3. Assessment of the learning process made easier through the recognition and application
of logograms. When students know the learning objectives and how to achieve them, teachers
and students together can monitor the learning progress.
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3 Improving Teaching Methods to Suit Students’ Needs

Logograms have been employed as memory aid to guide project works as varied as
graphic analysis of the Brazilian vinyl record sleeves [15] and the design of urban
signs system for Porto Alegre city [7]. From all teaching experiences, the more
thought-provoking was the one that included a deaf student in the classroom. To cope
with that challenging situation, teacher and interpreter expanded a methodology
previously developed to help deaf people in manufacture industries from the South of
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the design process, the meaning of logograms and their use as memory aid
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Brazil. The theoretical basis was explained not only on the PhD thesis [4] but also on
academic papers [3, 10, 11] and in a book [12]. The process of creation the visual aids
for teaching design to deaf students was divided into steps. Initially, the theoretical
basis of the design process was studied with the entire class, making sure that
interpreter and students grasp the meaning of the keywords for procedures and
techniques. Posters were displayed in the classroom for explanation of the logograms
and their meaning (Figure 4).

Denotative and connotative analyses for keywords were made to find precise
definitions and to corroborate their appropriateness, avoiding undesirable hidden
meanings. Special attention was paid to prevent reappearance of words to designate
different concepts. Signs within the Brazilian Sign Language were searched to match
those keywords.

It became evident that new gestural signs were necessary, what is perfectly

acceptable, since deaf people and interpreters regularly improve and supplement their
vocabulary. The process of creating signs and testing their suitability and
understanding was a meticulous job of the interpreter with the help of the student, in
an iterative process. The new gestural signs were thoroughly recorded through
photographs and the verbal description of the way in which the signs should be
performed was reported so that other people could reproduce them as accurately as
possible.
Figure 5 demonstrates four moments of the process. First column contains some of
the concepts to be learned, represented by words. Second column contains
logography, that is, visual symbols representing words rather than the sounds or
phonemes that make up the word. The columns with photographic pictures contain the
documentation of the gestures required to perform each key concept. The column on
the right contains the verbal description of the gesture.

The deaf student, presently a graduated designer, stated: “When I started the
Design course I was concerned if I could follow the lectures and other activities.
When Rejane (the interpreter) arrived, my learning was very much facilitated, but
sometimes we could not find the better words to represent the design techniques
because there were no signs for them. Rejane and I created new signs relating words
and meanings. It helped me to understand what the teacher was explaining. First was
the contextualization of words and then the search for applicable signs, the
combination and adaptation of them. The teacher had the wonderful idea to make a
manual and posters with logograms, so it helped me and other students. After
deciding the signs, I started drawing many own logograms for an easier learning of
the signs. The objective is to engage the deaf person in the creation of new signs as
well as logograms related to the meanings.”

In 2013, in design classes at the Federal University of Santa Maria, students have
demonstrated an amazing capacity to understand the logograms as a technique for
learning industrial design. In some of their written exercises, taken as research
protocols, students revealed an enjoyable self-oriented learning process and quickly
begun to draw their own category of logograms (Figure 6).
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Preparation Sign for Preparation
Initial search of information

and existing solutions

Analytic Techniques Sign for Analysis + Sign for Packaging
Ways in which the

product is used

Linguistic Analysis Sign for Analysis + Sign for Language

‘Word-based analysis

Denotation: Denotation: the word + “d”

Explicit meanings (Index finger touches thumb)

Fig. 5. First column contains words for some of the concepts to be learned. Second column
shows the related logograms. Photographs demonstrate the gestures required to perform the key
concepts. Verbal descriptions for the gestures are presented on the right column.
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Fig. 6. Experience of students as users of logograms as a technique for teaching/learning
product and graphic design

When used in association with theoretical basis and practical activities logograms
assisted the students in their creative actions, increasing an awareness of their learning
process. When creating their own logograms, students enrich their project with a
powerful and yet synthetic piece of graphic-visual communication. Now, after the
creation of 210 signs in LIBRAS, we are in the process of reviewing the manual that
illustrate the correlation of word and logograms employed in the learning of the
design process. Logograms are perceived as an innovative way to teach product and
graphic design in undergraduate and graduate courses, and their use can be combined
to software programs and Internet resources in new curricular approaches.
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Abstract. Active reading is a fundamental task for the study experience, yet
existing tablet textbook platforms fail to provide the wide range of flexibility
required for active reading, particularly when multimedia content is included.
To address this, we propose SMART Note, a set of active reading tools that
provides learners with novel annotation and reorganization methods intended to
better support active reading in the tablet environment. In an evaluation study
with SMART Note prototypes, users had high success rates with usability
inspection tasks and rated novel annotation and reorganization tools more
favorably than tools offered by most existing tablet textbook platforms. Our
work builds a foundation for future research that explores how SMART Note
affects active reading and learning with multimedia tablet textbooks.

Keywords: Active reading, tablet textbooks, educational multimedia, usability.

1 Introduction

With the advent of tablet devices, a new breed of textbook is emerging that combines
the physical affordances of traditional textbooks with rich multimedia. Tablet
textbooks are now designed to look like browse-able books and often seamlessly
integrate interactive, multimedia content and tools to support user interaction and
active reading. As tablet textbooks become more prevalent, so too will the inclusion
of audio and video in educational textbooks. However, existing tablets and eReaders
fail to provide learners with the wide range of flexibility that is required for active
reading [4, 17]. Likewise, students may have difficulty migrating from the print
textbooks with which they are familiar to interactive digital textbooks, particularly
when multimedia is added. In the digital world, learners are accustomed to reading
text, watching video, and listening to audio. Yet, they must study all three in a tablet-
based multimedia textbook. Therefore, the strategies they have been accustomed to
using for static, print textbooks may not be sufficient for tablet textbooks.

The physical nature of active reading involves several strategies that generally fall
into one of four categories: annotation (highlighting, note taking), reorganization
(outlining, summarizing), cross-referencing (working back and forth among
documents, annotations, etc.), and browsing (studying artifacts developed during the

A. Marcus (Ed.): DUXU 2014, Part ITI, LNCS 8519, pp. 217-229, 2014.
© Springer International Publishing Switzerland 2014
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other phases). These strategies are meant to assist an active reader in the necessary
cognitive processes for learning, which include describing, critiquing, and building an
analysis of a document in order to form an understanding of it. Generally accepted
methods for active reading include highlighting, making notes in margins, organizing
notes into outlines, making flash cards for future review, and other similar practices.
These activities are help learners identify important parts of a text and organize notes
in meaningful ways that are conducive for repeated review. However, recent studies
suggest certain reading tasks, such as preparing for exams [19], reviewing texts for
research or to prepare for class [18], and reading to learn specific information [13] are
challenging with eReaders. Likewise, annotating can be cumbersome, as mechanical
interaction with the device often interrupts the flow of learning. This raises several
important questions about the learning process when it comes to tablet textbooks. For
example, what does it mean to study integrated multimedia content—i.e., multiple
videos/animations, audio clips, expository text, interactive graphics, and more—in the
context of an interactive, digital document designed to look like a browse-able book?
Additionally, what types of tools must be developed for users to achieve all of their
active reading and learning goals in the multimedia textbook?

To address these concerns, we propose SMART Note, a set of tablet textbook tools
that provides learners with novel annotation and reorganization methods intended to
better support active reading in the tablet environment. The SMART Note design is
based on findings from a prior study that suggests existing active reading tools do
little to support learners when they struggle to make sense of and subsequently
remember content delivered in multiple media formats, are distracted by the
mechanics of interactive content, and grapple with the transient nature of audiovisual
material. Specifically, this paper makes the following contributions:

¢ Introduces SMART Note, a novel active reading tool that is based on the learner
behaviors specific to a multimedia tablet textbook;

e Assesses usability of SMART Note at two stages of fidelity with 20 users;

e Envisions possible improvements in the learning process when SMART Note is
applied to an interactive, multimedia tablet textbook.

Following is a review of related literature and existing tools. We then report on
results from an iterative design and usability study that assessed SMART Note at two
stages of fidelity. Directions for future research and development are also addressed.

2 Related Work

This work draws on three interrelated fields: 1) active reading, 2) multimedia
learning, and 3) current state-of-the-art in tablet textbooks and active reading
technologies.
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2.1  Active Reading and the Digital Space

Active reading involves reading and studying to understand a document’s structure or
purpose [1] and reorganizing (e.g., outlining or summarizing) and browsing (e.g.,
studying annotations and outlines for future recall) [2]. Most research on active
reading has focused on the strategies enacted on paper and with narrative text.
However, a few studies have indicated that students may have difficulty migrating
from print textbooks to interactive digital textbooks, particularly when multimedia is
added. Students also exhibit trouble building mental maps of content when it is
presented in a nonlinear fashion [19]. Likewise, they have difficulties adjusting to
new ways of annotating [14]. Because of this, prior research has indicated that in spite
of some novel affordances offered by digital reading devices, learners still generally
prefer paper because it easily supports a wide range of active reading requirements
[17]. Although significant progress has been made for supporting active reading in the
digital space, most systems fall short of providing an active reading experience that
fully matches the flexibility learners’ desire [16]. At present, college students are
moderately traditional in their attitudes toward using tablets and eReaders for
textbooks because they believe tools intended to aid in studying are in need of further
improvement before they will be fully accepted and widely used [8].

2.2  Multimedia Learning Theory

The Cognitive Theory of Multimedia Learning [15] is a foundation for exploring
active reading of interactive, multimedia textbooks. The theory asserts that the
presentation of information in both words and pictures facilitates optimal learning
conditions. Well-designed multimedia messages therefore foster deeper understanding
when they rely on the brain’s dual coding ability, processing words and visuals
through two different channels of the brain and maximizing understanding. In this
regard, multimedia messages are learner-centered rather than technology centered.
There is consensus among scholars that technology-centered approaches to learning
generally fail to lead to lasting improvements in education [7]. Deficiencies in active
reading support among existing tablet textbook environments, therefore, necessitate
further research to determine how multimedia textbook developers can implement
established principles of multimedia learning to better facilitate active reading.
Furthermore, research has shown that processing educational video increases
cognitive load because it is difficult for students to synthesize visual and auditory
streams of information and extract the semantics of the message [10]. Therefore, a
key concern in using video as an instructional device is creating conditions for
learners’ cognitive systems that help address the processing demands needed to
organize and integrate knowledge from dynamic media like video [11]. Ultimately,
novel active reading tools must provide learners with better annotation and
organizational support.



220 J. George-Palilonis and D. Bolchini

2.3  Tablet Textbooks and Active Reading Technologies

Tablets have gained traction in education as a number of publishers, namely Pearson
and McGraw Hill, have taken the lead in the tablet textbook market. Both companies
are partnered with digital publisher Inkling to test-drive new interactive textbooks at
several universities [6] and re-imagine the traditional textbook to provide students
with a tablet-based multimedia experience. Inkling books boast a number of active
reading features, including the ability to highlight text, take notes and explore
clickable keywords (annotation); add bookmarks and mark notes others have posted
in a social learning network (reorganization); and browse collections of highlighted
text, notes, and glossary terms (browsing). New systems that simulate paper and
support novel ways of annotating text have also surfaced. Multi-Slate [4] is composed
of several interconnected “slates” to provide learners with flexibility required for
active reading. Similarly, PapierCraft [12] simulates paper with tablet PCs. Usability
research suggests that these and similar systems that combine the affordances of paper
and computers may be promising alternatives for overcoming some challenges
students encounter with educational content on tablet devices.

3 SMART Note: Student-Centered Active Reading Tools

SMART Note is envisioned as a suite of multimedia annotation tools for tablet
textbooks that integrate traditional narrative text with interactive, multimedia content.
SMART Note includes features meant to improve two main aspects of the active
reading experience. First, SMART Note allows learners to enact several different
annotation strategies on multimedia content, while minimizing interaction with the
device. Cumbersome interaction mechanics often distract users from content and take
attention away from the flow of learning. Second, SMART Note offers more concrete
reference points for mentally mapping a collection of annotations back to their
original media sources. When content is presented in multiple media formats, it may
become difficult to remember from where individual pieces of information originated.

3.1 SMART Note Rationale and Key Requirements

We conducted an exploratory field study to elucidate the nature of active reading in
the tablet textbook [9]. Results suggest that this environment represents a heightened
level of complexity for learners. Specifically, we identified key active reading
behaviors learners enact in the multimedia tablet textbook environment, as well as
breakdowns in their ability to access and study annotations effectively:

Sketching Video Frames. Participants often sketched on paper while watching
videos to replicate the visual frames in their notes. Some combined several frames of
an animation into a single sketch. Participants who did this said it helped them capture
information delivered in transient and consequently elusive moving images and audio.

Annotating Connections among Notes and Media. Learners often created diagrams
to indicate the media format in which individual pieces of information were originally
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delivered (i.e., v=video). They also drew additional marks to indicate when concepts
in their notes were in some way connected. Many said they did this because important
contextual connections are lost when annotations are viewed as a list. They also said
that when annotations over audiovisuals are combined with annotations from text-
based content, it is difficult to mentally map information to its original source.

Fixating on Animation Mechanics. Learners often tried to describe what they
remembered seeing in the visual sequences of a video, but failed to render complete
or accurate explanations. In these cases, learners seemed to remember the general
mechanics of the videos but had less firm a grasp on the descriptive content.

Ultimately, the tensions between learning with and engaging with a multimedia
tablet textbook must be minimized for learners to have efficient and satisfying active
reading experiences. SMART Note is designed to help learners to achieve their goals
while mitigating challenges faced when interactivity and multimedia are integral parts
of studying. The following requirements have, thus, driven the SMART Note design:

R1. Develop new annotation tools that better support active reading strategies
applied to audiovisuals.

R2. Provide more concrete ways to access important information presented in the
often transient and elusive audiovisual format.

R3. Improve the organization of annotations so learners are more easily able to
recall the original source format of an individual note, filter notes by type, and make
conceptual connections among notes combined in a study guide.

R4. Allow learners to enact their active reading goals without taking them out of
the flow of learning, which involves careful attention for effective comprehension.

3.2  Primary Features

SMART Note presents learners with four main ways to annotate video (Figure 1),
three of which are new and allow learners to annotate audiovisuals in different ways
with a simple button tap. Annotation features are designed to mitigate distractions
often caused by the mechanics of interaction and keep learners in the flow of learning.
A study guide tool is also included and serves as a visual outline of the most salient
portions of a text and a logical organization of a learner’s annotations.

Annotation. Included in the SMART Note interface are three new audiovisual
annotation features: Segment Capture, the ability to capture and annotate short
segments from a longer video; Transcript Annotation, the ability to highlight and
annotate a transcript that corresponds with the audio track; and Key Term Capture, the
ability to capture key term definitions as they are revealed in a longer video. Like
other systems, SMART Note also allows learners to annotate points along a timeline
that corresponds with a video. The new tools allow learners to be more granular with
their annotations and more easily access portions of a longer video for future review.
Segment Capture directly ties to results from the preliminary study that indicate
annotating a single point along a video timeline doesn’t provide users with context for
an individual note. By allowing users to capture and annotate shorter segments, they
are able to easily and quickly access portions of a longer video and avoid grapping
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with interface mechanics. Transcript Annotation allows learners to see a dynamic text
version of audio accompanying a video or animation. The transcript can be
highlighted, saved for future review, and used to navigate to the corresponding point
in the video. The transcript annotation feature directly ties to results from the
preliminary study that suggest that audiovisual content is often transient and elusive.
Transcript annotation provides learners with a concrete artifact that is easier to access
and review later when preparing for exams or assignments. Key Term Capture allows
learners to activate a popup view that alerts them when keywords and phrases are
mentioned in a video. Learners may choose to capture a key term and definition,
which are then saved separately with other annotations. The key term capture feature
also provides learners with a concrete artifact for sometimes transient audiovisuals.
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Fig. 1. SMART Note allows users to annotate video in four key ways: segment capture, key
term capture, transcript annotation, and time-stamp annotation

Reorganization. SMART Note also includes a notebook and Concept Map Study
Guide (Figure 2) where learners can access and review annotations in one place.
Other systems often present annotations in a long list with little to no reference to
their originating sources. SMART Note provides additional contextual cues and
allows users to choose from two different presentation views. List View is organized
by different kinds of annotations in the order they wee made, and learners can view
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all annotations at once or filter them by type. Labels or icons also indicate the type of
media format in which the original content was delivered. Map View presents learners
with an interactive concept map or flow chart that illustrate connections among main
concepts in the chapter. The concept map is organized topically so learners can see a
complete framework for the material they read and so their annotations can be
mapped back to key topics covered in the chapter. The Concept Map Study Guide
feature ties results from the prior study that indicated it is difficult to make
connections among content in the tablet textbook.
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Fig. 2. The Combination Prototype (left) makes use of icons and text-based labels for
annotation category filters and concept map labels. The Icon Prototype (right) makes use of
icons for annotation category filters and flow chart labels.

4 Evaluation Study

A task-based study explored usability and user experience on SMART Note at two
levels of fidelity. Following is a detailed explanation of the procedures and results.
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4.1  Participants, Procedure and Stimuli

Participants. Twenty undergraduate or graduate students (aged 18-26; 10 male, 10
female) at a mid-sized Midwestern University were recruited to participate in the
usability study via an all-campus email. The only inclusion criterion was that they
own or have extensive experience with a tablet device, such as an iPad or Android
tablet.

Procedure. Participants first completed informed consent and brief demographic and
reading habits questionnaires. For both rounds of testing, each participant engaged in
a 16-task session (complete task table: http://tinyurl.com/ko3t2n7) with each of two
versions of SMART Note prototypes. Participants were not given any training about
the interface prior to the usability inspection. The nature of tasks was twofold: 1)
Seven articulation tasks required participants to explore parts of the prototype and
explain how they believed it would function. 2) Nine interaction tasks required
participants to complete a number of specific annotation strategies, exposing them to
all of the key features in the SMART Note design.

The order in which alternative designs was presented was counterbalanced across
participants to minimize learning effect. During task-based inspections, participants
rated the perceived difficulty of each task and the researcher completed a success
rating for each task. Participants also completed the Systems Usability Scale (SUS)
[3] for each prototype. Follow-up questions about usability and preferences regarding
the prototypes rounded out the research.

Stimuli. Each stage of testing exposed participants to two fully interactive SMART
Note prototypes. Each was designed with content from a chapter on color theory
currently used in 100-level graphic design courses. The prototype contained the body
of the chapter, with three pages of narrative text and visuals, and the digital notebook,
which included six pages of annotations in list view and a concept map study guide
that organized notes by key headings and subheadings from the chapter.

There were two main differences between the prototypes, the first semiotic and the
second structural. The Combination Prototype included both icons and word-based
labels for buttons used to operate key annotation and study guide features, while the
Icon Prototype included only icons for those controls. Additionally, the Concept Map
structure in the Combination Prototype was a web-like diagram in which nodes
represented main topics and key terms in the chapter with lines connecting related
concepts. Nodes were also color coded to indicate which topics had been annotated by
the learner and which had not. Alternatively, the Concept Map structure for the Icon
Prototype displayed main chapter headings in the form of a linear, hierarchical flow
chart. In each node, icons were used to indicate which sections had been annotated by
the learner and which had not. Furthermore, icons were used to provide the learner
with visual cues about what kinds of media had been annotated.

In the first round of testing, wireframes included narrative text on color theory
with black boxes as placeholders for visual and/or multimedia content. After the first
round of testing, prototypes were revised and the level of fidelity was also improved.
In the second round of testing, actual images, graphics, and videos were included.
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4.2  Results

Overall response to SMART Note prototypes across all participants was positive. All
seven of the SMART Note annotation features explored in the usability inspections
received favorable ratings from users (Figure 3). On average, participants found
SMART Note annotation features easy to learn (average responses ranged from 4.0 to
4.9 out of 5 for all prototypes) and easy to use (average responses ranged from 3.8 to
4.2 out of 5 for all prototypes). Most participants also reported they would use
SMART Note frequently if it were available (average responses ranged from 4.1 to
4.3 out of 5 for all prototypes). Figure 4 displays average responses to the Systems
Usability Scale.
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Icon Prototype—Wireframe. Three articulation tasks were challenging. Although
users more easily understood the meaning of key term capture button in this version
(60% success rate), when used with video, it was more difficult for users to correctly
identify (30% success rate). If they noticed it at all, most users thought the “+” sign
and key term placed on top of the video was a label for the video as opposed to a key
term mentioned in the audio that accompanies the video. The video segment capture
feature was also elusive in this prototype (30% success rate), with most users not
realizing that it was a button and some indicating they thought it would pull up a new
video if tapped. Finally, the Concept Map Study Guide navigation button (a pencil)
was again confusing (30% failure rate), with most users reporting they thought it was
for note taking. Figure 6 illustrates the problem issues with this prototype.

Evaluation Stage Two. Prototypes were revised to address problems, and the level of
fidelity was improved. Success rates for interaction and articulation tasks improved.

Combination Prototype—High-Fidelity. In the redesigned prototype, the segment
bar is labeled with the name of the corresponding video segment and the button
associated with each segment highlights as the video plays. This redesign improved
participants’ understanding of this feature (90% success rate). Figure 7 illustrates the
redesigned buttons and video annotation features. No other interaction or articulation
tasks proved problematic, with success ratings for all other tasks at 60% or more.

Icon Prototype—High-Fidelity. Video key terms were changed to look less like
labels and more like independent elements. The new design improved users’
understanding (70% success rating). The video segment capture design was modified
to provide users with more visual feedback related to its function, which improved
participants’ understanding (80% success rate). Finally, the Concept Map Study
Guide button was changed to look like an actual notebook. This improved users’
understanding (70% success rate), and most users preferred this approach. Figure 8
illustrates redesigned buttons and video annotation. No other interaction or
articulation tasks were problematic, with success ratings for other tasks at 70% or
more.
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5 Discussion and Directions for Future Work

The generally high success ratings across all prototypes suggest that the SMART
Note conceptual and interaction designs provide a sound user experience. However, it
is important to highlight what we learned at each stage of evaluation that will inform
our future work. For both wireframe prototypes tested in the first stage, users
struggled most with articulation tasks that involved describing the meaning and
function related to certain icons. Specifically, the most problematic icons—video
segment capture, key term capture, and Concept Map Study Guide navigation—were
very difficult for users to grasp. Although it is not surprising that users would struggle
explaining features they are not familiar with, this did raise the question of just how
much visual feedback and/or on-screen labeling users need to fully understand the
meaning and function of such features. For example, users clearly needed more
feedback to understand not only what the segment capture button does, but also how it
works in concert with the video as it plays. Thus, redesigns of both prototypes for the
second stage of testing allowed us to experiment with two different degrees of visual
feedback. The Combination Prototype—High-Fidelity used highlighting labels and the
Icon Prototype—High-Fidelity used a highlighting video timeline to provide visual
feedback indicating which segment was currently playing. In both cases, learners
were more immediately able to articulate what was happening and see the relationship
between the highlighted segment and the video capture button. Similar visual and
textual affordances were added to the key term capture button to give learners a few
more clues as to their meaning and function, which also improved performance on
related tasks.

In addition, participants’ positive feedback regarding the perceived usefulness of
each SMART Note annotation feature was also promising. Specifically, it is worth
noting that participants rated SMART Note’s three novel audiovisual annotation
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features—video segment capture, video key term capture, and video transcript
annotation—to be more useful than video point annotation, a feature currently offered
by most video annotation platforms. Likewise, the Concept Map Study Guide map
view feature was rated higher in terms of perceived usefulness than list view, also
currently offered by most tablet textbook platforms. Collectively, these results
indicate that SMART Note shows promise as a means for improving active reading
and learning with interactive, multimedia tablet textbooks. Future work will include
an experimental study that compares SMART Note annotation and study guide
features to annotation and notebook features commonly offered by existing tablet
textbook platforms. Ultimately, the goal is to provide students with better study tools
to help them more easily migrate from the printed textbooks they are familiar with to
the emerging multimedia books increasingly available on their tablets.
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Abstract. This paper has a reflection about how to design digital environments
that offer quality of experience to the user. It assumes that the user experience is
the set of sensations, values and conclusions that the user gets from using
equipment. The values coming from this interaction are not product of the
functional experience, but also of the esthetical experience. The quality of this
experience may be found in the result of the user goals, of the cultural variables
and of the interface design. This article presents a brief discussion about the
concept of user experience and after that presents the use of a hypermedia e-
book as a pedagogical tool in a graduation course in Design and observations
about this digital environment.

Keywords: Design, Hypermedia, User experience, Teaching-learning.

1 Introduction

This paper is part of a research project called “Contemporaneous Design: systems,
objects and culture”, that is being developed in the Post-Phd graduate program. — it is
born from the experience gained in the research work developed during the Post-Phd
internship supported by National Council of Scientific and Technological
Development (CNPq), an agency of Brazil’s Ministry of Science, Technology and
Innovation (MCTI). (2010-2012), which resulted in a teaching material called
“Design, Education and Technology”, which received the “Aid for Publishing” (APQ
3) — 2012.2 - Faperj , constituted by two complementary parts which proposed the
experiencing of languages as approached from the printed book, and from the digital
book (e-book).(http://www.design-educacao-tecnologia.com/). For Gamba Jr.[1], the
author, when devoted to the relations of Design with Learning, makes this study
almost a meta language of contemporaneous knowledge, where new media,
informational and cognitive models propose an innovative learning perspective.

The characteristics brought by contemporaneous digital technologies create a “new
way to conceive and produce design”. This study aims to create solutions to reduce
this problem and to give interdisciplinary theoretical knowledge which supports
discussions about the digital technologies applied to Design learning focused in the
user experience aiming the educational, technological development and the
innovation with the proposal of helping the propagation and the deepening of this
knowledge area.

A. Marcus (Ed.): DUXU 2014, Part III, LNCS 8519, pp. 230-241, 2014.
© Springer International Publishing Switzerland 2014
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This paper has a reflection about how to design digital environments that offer
quality of experience to the user. It assumes that the user experience is the set of
sensations, values and conclusions that the user gets from using an equipment. The
values coming from this interaction are not products of the functional experience, but
also of the esthetical experience. The quality of this experience may be found in the
result of the user goals, of the cultural variables and of the interface design.

However, it becomes hard to have an understanding about concepts which fulfill
the study about user experience. At first because user experience is associated to a
wide range of diffuse and dynamical concepts, including emotional and affective
variables, hedonic as esthetical experiences. Besides, the unity of analysis for the user
experience is very malleable, ranging from a single aspect of the individual
interaction of the final user with an independent application, up to all aspects of the
multiple interactions of end users with the company, and its range of services from
multiple disciplines. And, finally, the research panorama in user experience is
fragmented and complicated by several theoretical models with different foci, such as:
pragmatism, emotion, affection, experience, value, pleasure, beauty, hedonic quality,
etc. [2].

The goal of this paper is to bring a reflection about the elements which characterize
the user experience, what usability criteria could ease the obtention of positive
experiences in users and what characteristics must have a good UX designer.

This discussion is justified, because today there is available a large amount and
diversity of literature about usability for software, games, sites, etc. However there
are insufficient data determining guidelines for a joint line of work between Design
and the several areas which must collaborate in the construction of multimedia
systems for Learning which consider the user experience in the teaching-learning
process.

This shows the fragility of a conduct lacking criteria in development and utilization
of contemporaneous digital technologies in education and the direct consequences of
this shortage is an expressive distance between the regular teaching in schools and
universities and the possibilities of teaching-learning made available by the new
media. This fact becomes more serious in the teaching and formation in design, since
a designer must be a translator of signs and languages and, therefore, must be ready to
understand and act with the contemporaneous technologies, present and disseminated
by the systems and digital languages related to information and communication. If the
teaching and formation in design does not allow the access, involvement and
knowledge of those technologies in its primary base, which professionals and
researchers are we forming for the next future?

This article presents a brief discussion about the concept of user experience and
after that presents the use of a hypermedia e-book as a pedagogical tool in a
graduation course in Design and observations about this digital environment.
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2 Concept of User Experience

The concept of user experience is associated to the before, during and after the
interaction and may be understood as a subjective quality of users with regards to a
product or service.

In this sense, user experience includes all emotions, beliefs, preferences,
perceptions, physical and psychological responses, behaviors and realizations of the
user that happen before, during and after the course.

The user experience is a consequence that happens through the brand image,
presentation, functionality, system performance, interactive behavior and assistive
capabilities of the interactive system, internal and physical state of user resulting from
previous experiences, aptitudes, abilities and personality and use context.

Discussions about user satisfaction in face of his experiences have been studied
and we may mention the author Mihaly Csikszentmihaly[3], which investigates, by
psychology, how to have a happy life; for this, the author finds that the attention of
the person must be focused in things that do good to him — things that make him feel
the flow, in other words, the person feels immersed, focused in the momentary
activity, ignoring external stimuli. Generally, people become apathetic when the
perception and the cognitive system have no incentives. However, when overloaded,
they become stressed and frustrated.

Some elements which characterize the flow theory are listed below, but it is still
unknown which ones of those elements must be present for the flow to exist.

Challenges that may be overcome;

Attention focus without significant distraction;

Clear and defined goals;

Immediate answer with rewards for actions and overall performance;
Loss of consciousness about daily worries and frustrations;

Sense of control over actions, activities and environment;

Loss of concern about itself, such as hunger and thirst;

Different sense of time.

For the development of projects focused in the human being it is appropriate that
all responsible by planning the project consider the importance about
human/ergonomic factors considering [4]:

e how usability is related with the object and use of the product, system or service
(for instance, size, number of users, relation with other systems, personal safety or
health problems, accessibility, specific application, extreme environments;

e the levels of different kinds of risk that may result from bad usability (in other
words, financial, low differentiation of products, personal safety, required level of
usability, acceptation);

e the nature of the development environment (in other words, project dimension,
marketing team, range of technologies, internal or external project, type of
contract).
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The International Organization for Standardization (ISO) is a world federation
composed by national standardization organizations.

The User Experience Wheel by Magnus Revang [5], it is a model that tries to
explain “what is user experience?”
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Fig. 1. The User Experience Wheel by Magnus Revang (2007)

According to ISO 9241-11, usability is about the capacity of a product to be used
by specific users to reach specific goals with efficacy, efficiency and satisfaction in a
specific user context. Efficacy refers to the precision and completeness for specific
users to reach specific goals in particular environments. Efficiency is about resources
spent with regards to accuracy and integrity of the goals reached. Finally, satisfaction
is related to comfort and acceptance of the work system by its users and other people
affected by its use. In face of that, the e-book Design, Education and Technology,
object of this study, comes from the concern of the author, Cristina Portugal, with the
development, understanding, use and efficacy of object systems in the different
relations of Design in Situations of Teaching-Learning, having as the main focus the
development of hypermedia systems that reinforce the interaction of its praxis with
teaching and society where it is inserted.

Aiming to evaluate this e-book, a group of students from the third period of the
course of graduation in Design was selected for, during one school year, testing the
digital environment Design, Teaching and Technology. Those students were
appointed to develop tasks in the system so that data can be collected in order to,
latter, analyze and implement the due fixes or changes in the system so that it reaches
a better usability and quality rate of user experience.
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3 The Digital Environment and the Teaching-Learning Process

The use of the digital environment (e-book) Design, Education and Technology
during the teaching and formation in design, gives for Design students an hypermedia
tool aiming to collaborate in the teaching-learning process. The contents which
compose this version of the e-book are presented in a non-linear way, bringing
theoretical and esthetic reflections about the role of Design in the development of
Hypermedia environments. The texts present in the book are supported by several
pictures and bibliographic references. The item about information that complements
the main texts must be highlighted. It offers a selection of books, sites, games, videos
and apps which stimulate the book user to go deeper in each particular theme. The e-
book content contemplates themes such as: color, typography, image, accessibility,
usability, cognition, interaction, materiality, process, technology, reception. Those are
some of the questions necessarily involved in the interface between human and
physical reality. For Gamba Jr. [1], this is where is founded the challenge and value of
Design. The author Cristina Portugal faces this complexity with the systematization
needed for keeping the projectual method. Today it is possible to really elaborate a
knowledge that allows to coincide, overlap, or to put in dialogue knowledge areas
normally set apart by culture, but generously amalgamated by Design. Thus, in order
to analyze the use of this e-book as a contemporaneous pedagogical tool in the area of
Design, workshops about the theme were developed in seven classes of the third
period of the graduation course in Design. Each class went through three stages
during the e-book evaluation, which will be presented below. In the first stage the e-
book was presented as a supporting tool to Design teaching with the updated content
of the class using the e-book — Module Color — a video was played with basic
concepts about color and theoretical concepts about hue, value, saturation using the
digital environment Design, Education and Technology.

Fig. 2. Home page of the eObook Design, Education, and Technology by Portugal [6]
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The activity of this class was based in content learned by the students, they had to
create a line of products (chocolate truffles). Each student in a group should develop a
truffle respecting the Design style determined by the group, and the shape and colors
should be in accordance with the goal and target group of the project.

For development of the line of truffles the students had to relate color with — flavor
— aspect/shape — goal/target public — project resources. Each student should create a
truffle using modeling clay according to criteria defined by the group. The access to
contents in the e-book were open for research or for solving questions. At the end, the
truffles developed by each student should be adequate in order to create a truffle line.
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Fig. 4. Results of the students activities

In the second stage the e-book Design, Education and Technology of Cristina
Portugal — Module Color — is presented, aiming to make available for the student a
material for theoretical study and strategies to allow the access to several experiences
in the use of color. For development of activities, the stages followed were:

1. Expository class with visual resources about color theory.

2. Experiences with chromatic harmonies from primary colors.

3. Formation of groups - Brainstorm with the goal of representing, by chromatic
harmony criteria, the theme defined by the students.

4. Selection of one criteria of chromatic harmony and creation of a color palette
communicating the project theme (objective and target public).
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5. Development of layouts of a color composition representing the project theme of
each group. The composition created should be brought in the next class,
specifying contents learned during the class and which resources of the e-book
were used for deepening the theme.

Fig. 5. Students doing the activities

In the third stage the e-book Design, Education and Technology of Cristina
Portugal [6] — Module Color — is presented, aiming to work with the students the
taxonomic and semantic relations. In this class were discussed the taxonomic relations
about the use of color to organize, prioritize and highlight information, also enabling
other applications, such as creating perception plans, directing and/or masking the
reading, as well as treating the semantic relations of color which comprise its use for
acclimatize, symbolize, denote or connote.

The digital resources available in the e-book during the class were video (Beau
Lotto: Optical illusions show how we see), images and links for deepening the theme.
As an activity for this class a brainstorm was performed aiming to represent, by
taxonomic and/or semantic relationships of color with project theme. The proposed
activity was to develop a poster about the project theme that the students should have
been developing in the discipline “project 3”, considering that the color may be
considered an information every time that its application is responsible by organizing
and prioritizing data or when it can attribute some meaning, in other words, acting
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individually or integrated and dependent of other elements. The result expected from
this exercise is the possibility of communication by color and other graphical

C. Portugal

resources of each group’s project theme.
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4 Conclusions

Main questions observed in interviews with students during observations collected
from students of the graduation course in Design about using the e-book Design,
Education and Technology of Cristina Portugal as a teaching resource for the
teaching-learning of Design.

4.1 Main Questions Observed

About Number of Accesses. Most of students accessed hypermedia from 0 until
several times;

Generally, the accesses were related with three factors: performing active ties,
individual learning process and ease of access during class.

Availability of Information. The Wi-Fi network available, in classrooms,
collaborated both during presenting the content of e-book Design, Education and
Technology as well as during the development of activities, because the students with
their laptops, tablets and smartphones could use the available resources such as
videos, links, e-book sites easing the search of contents needed for development of
tasks.
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Among the mostly mentioned contents were the ones related to the development of
activities; such as developing the color palette for building the boards for presenting
the works.

Some students identified that the videos played in classroom and then posted on
Facebook contributed for the learning about color content. It was observed that videos
posted in Facebook were viewed by a large majority of students in each class.

About Readability. Almost all students considered the e-book text as readable in
their personal computers; however when exposed via data-show in classroom it was
necessary to magnify them, so that the students could read.

Association between readability and amount of text was a favorable item, because
the students considered the contents as knowledge pills that could be deepened in the
e-book itself, as well as in references made available on the field “Learn more”.

Content Organization. A large part of students understood the organization of color
contents. They considered that the e-book content, as a whole, eased the development
of tasks, since the e-book offered theoretical and aesthetic concepts about the Design
field as a whole.

Text Language Used. Consistent information. The volume of text on screen was
considered large for some students. Considered to be adequate to the use context;

Good receptivity from students to the use of images as examples of content and,
specially, videos.

Features Found While Navigating. Students considered easy to navigate the system
and find the links on the landing page; some have difficulty in finding the link for the
landing page.

The menu and advance/return buttons were mentioned as easier to use navigation
tools.

Association between Media Resources. Generally, perceived as adequate by
students;

The most celebrated association by students was between text and video, image
and text, perceived as fundamental for understanding the context.

Navigation Path and Completeness of Search Results. Some students have
difficulty identifying the navigation tools; such as the icon for bibliography and the
one for “Learn more”.

Generally, opening modules in new tabs caused confusion in students;

The field “Learn more” was considered as important by students for deepening the
content, however many did not use it by lack of time.

Generally the e-book content highlight was the clarity in organization and
presentation of contents, simplicity and easiness of navigation, consistent presentation
of information.
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To finish, when analyzing a hypermedia pedagogical tool it was verified that
regarding usability, the experience is normally defined considering the ease of use.
However, the experience encompasses more than only function and flow, but the
understanding compiled through all senses. For Shedroff [7],, the user experience is
about the global, general or specific experience that a user, customer or member of
the public has with a product, service or event.

According to Couto [8], in today’s society, full of changes, the need of
reevaluating teaching practices is pressing, leaving aside traditional methodologies. In
order to that, the new trends and the use of innovative material must be considered. In
this sense, the e-book of Cristina Portugal constitutes an invaluable source of
research.
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Abstract. This article aims to identify the problems faced by passengers in
developing countries of suburbs and city containing facility of mass
transportation system. The research was focused on the difficulties of common
passengers that rises up to 80,000 passengers each day in acquiring
ticket/tokens for travelling on Metro Bus System (MBS). Particularly the article
focuses on the Ticket Vending Machine (TVM) procedure for tokens acquiring
and smart card facility procedure for regular MBS users. Beside the role of
literacy and training this article also aims the user behavior in adaptation of
newly introduce intelligent ticketing system for MBS facility in Lahore.
Absence of user friendliness in TVM and few other key issues has been also
investigated in this Article. A discussion on highlighted fact that the interface
has been adopted from turkey where the scenario and user both have vast
difference from the user and scenario here in Pakistan; therefore users found
confused in adaptation of such smart facility for MBS in shape of TVM. A
rigorous field work was conducted for collecting behavioral and other routine
practicing data. It has been done by visual observation (incl. photography), the
behavior of everyday commuters and interviewing them using a structured
questionnaire. Identification of negligence factor was the part of study in the
efforts made by the government; to provide ease for passengers, who interact
with TVM, specifically by elderly, disabled and underage travellers at MBS.

Therefore beside the other prospects of this research the main focus of this
study is to identify the TVM usage as ignored facility. Suggestions for the
future prospects of TVM in Pakistan are also addressed.

Keywords: User experience, Ergonomics, Interface Design, Modern
technologies.

1 Background

Due to rapid population growth in and around Lahore; transportation issues has been
raised simultaneously. Punjab government has realized the importance of mass
transportation system and promptly initiated MBS (Metro Bus Service) in Lahore and
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this is the first step to induce mass transportation system in Pakistan of its kind. Metro
Bus Service is effectively fulfilling the needs as mass transit system for common
masses around city. The success of this project can be evaluated by the frequency of
use of this MBS. On an average 4000 -12000 tokens are being sold from each station.
Approximately 80,000 travellers use this mass transport system on daily basis. There
have been many challenges in handling of MBS. But the prominent challenge of MBS
is the ticketing procedure. As per defined procedure there are two ways to get on
board to utilize MBS facility for any passenger; popular way of using this facility is
token and the other method is smart card facility. Token can be acquired from token
booths and Ticket Vending Machine (TVM). There is no tariff and zonal
categorization for MBS fare mechanism and upon payment of Rs. 20 travellers can be
able travel from station 1 to station 27"

Overall 36 TVMs are being installed on 27 MBS stations. Tokens are based on
RFID (Radio Frequency Identification) technology. This technology earlier used for
various transportation networks including the Transport for London which is the
largest RFID based operational setup and over 5 million commuters uses this facility
on daily basis. (Shin’ichi Konomi, 2006)

Smart card can also be acquired from token booth and it can be recharged from TVM.
TVM is commonly called Projected Capacitive Touchscreen Ticket Vending
Machine. The manufacturer of installed TVM is Kentkart.

A Tukish IT based transport management service providers. Kentkart introduced
their distinguished products including; Automated fare collection, Vehicle
management and Smart stop products to MBS.

1.1  Objectives
Following objectives has been determined as foremost goals of this research.

e The key challenge of this study is to investigate the reasons of low attention in
using TVM as public facility in comparison of traditional method of acquiring
tokens from ticket booth by MBS travellers.

e To investigate the user experience problems while using TVM. Potential of road
network transportation ticket usage through TVM in developing countries
especially in Pakistan.

e To investigate the differences between elderlies and young generation in relation to
easiness in using modern technologies.

e Possibilities of redesigning the TVM for uneducated and untrained travellers

According to the current statistics given by Punjab Metro Bus Authority (PMA)
only 5 percent of MBS users are using TVM for attaining the facility of smart card
rest of the 95 percent of passenger depending on token booths. The research was
conducted to know the reasons of low interest among common masses of MBS users.

The TVM has been introduced for the first time as public facility in Pakistan but
most of the passengers do not prefer to use TVM instead standing in long queues.

Studies shown that even in modern day; commonly peoples are not proficient and
comfortable in using modern technologies. Furthermore technologies are inducing
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complications day by day for those who have less technical aptitude thus they get
gradually cut off from modern culture in society .( Giinther Schreder, 2009).

1.2  Infrastructure for MBS

There is an important factor observed during the research that is pedestrian bridges.
These pedestrian bridges are being used by all pedestrians whether they use MBS or
not. This activity is in practice due to unavailability of specified facility or location
for crossing the road for non MBS users. This cause heavily engaged pedestrian
bridges other than the activity of token booth and TVM due to this rush and congested
situation on pedestrian bridge is common situation over the pedestrian bridge. Thus
MBS users experience difficulties in availing the facility of token booth and TVM.

Fig. 1. Queues for acquiring ticket from Ticket booth

The associated facility for the MBS and pedestrian bridge users is escalator which
is especially installed for senior citizens and disables passengers but unfortunately
there is no facility for wheel chair users neither the height of TVM allows any wheel
chair user to operate it appropriately.

1.3 Operational Responsibility

Overall Punjab IT Board (PITB) is responsible for the operational responsibilities but
PITB further assigned to Inbox to deal all IT related functions and procedures
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including viewing and monitoring of the ticketing system. Additionally on everyday
basis these tokens required to get refresh this practice avoid any unfair use of these
travelling tokens. Each token can be used within 72 hour otherwise it gets expired and
required recharge to get operational again.

2 Methodology

Twofold methodology was adopted in the research. The procedure of investigating
TVM usage is based on field survey; that holds mainly interviewing of MBS
passengers, additionally observation was also played vital role in gathering important
findings. In the observation part actual user experience has been recorded to identify
the real time problems in TVM currently being used in Lahore MBS.

Research has been accomplished keeping in view the existence of communal gaps.
As study verifies mid-90s research that an important indicator of communal gaps
exists in shape of literacy social status, ethnicity income and gender (Giinther
Schreder, 2009).

Interviews have been taken of 180 passengers including both genders of men and
women from 14-55 years of an age. Observation of 60 passengers has also been
recorded with a team of 12 Surveyors. Two members of each team spent
approximately 4 hours independently on specified locations. The survey was
conducted two days twice a day on the basis of routine and peak hours. Further survey
was conducted on Sunday and Monday to distinguish the situations in holiday and
working day.

Additionally interviews of key operators of MBS have been conducted to acquire
the statistics of MBS and TVM.

2.1  Observations

In the first phase there was field observation accompanied on 6 busiest stations of
MBS these stations are located in the suburbs of Lahore (Pakistan) that contained the
blend of educated and uneducated passengers, keeping in view of covering the
suburban area where education and living standard are on an average line.

In the observation phase passengers were observed while they were acquiring or
using smart cards or tokens either from token booths or from TVM. Observers were
instructed to notice the fault closely as the correct procedure of Interactive systems is
based on true input by the user and flawless process by the Interactive system.(Paul
Curzon, 2007) . Additionally latest trends of automatic fare collection systems (TVM
in our case) required precise performance and faultless reliability. (Akio Shiibashi,
2007). There is need to acknowledge that the very design of technological products
can be effected in the growth of digital divide and as well minimize the difference by
using “universal design” methodology. (Michael Sengpiel, 2011).
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Following are the key segments of field survey in observation phase
e Procedure of acquiring tokens from ticket booth

e Procedure of acquiring smartcard
e Procedure of recharging smartcard from TVM
e Procedure of acquiring tokens from TVM

To acquire the travelling token for MBS; users are require to either reach token
counter booth or TVM, that is on the similar location over pedestrian bridge and in
most of the stations it is adjunct to token booth.

Ticket Booth: A prepaid token can be acquired by paying 20 Pak rupees only for any
destination from any of the 27 stations. The token booth representatives are consisting
of at-least 2 and maximum up to 4 members and duties of these workers are on shift
basis.

TVM: In mostly MBS stations TVM is hide behind the queue of passengers who are
waiting for their turn to acquire the token from token booth. TVM is basically
installed to accomplish following functions.

Acquiring travelling tokens by paying currency notes

Acquiring travelling tokens by paying coins

Smart card recharging up to rupees 1000 maximum

2.2 Interviews

The important most phase of the field survey was interviewing with travellers.
Travellers of MBS are most likely shown their keen interest in giving interviews. The
interviews were consisting 10 short questions. Including their personal information,
MBS performance, acquiring RFID based tickets and problems in using TVM

3 Results

Study has shown that passengers feel missing user-friendliness approach in TVM
beside high ratio of currency note rejection. Following opinions were studied in the
portion of questionnaire to know the main factor of TVM negligence.

1. Lack of appropriate training among TVM users

2. Hesitation while using TVM due to illiteracy

3. Unfriendly TVM interface and design

4. High rejection currency ratio

5. Insufficient classification for returning money in shape of coins

Results have shown that users of MBS do not choose TVM to acquire travelling
tokens due to the fact that most of the passengers hesitate to use TVM and the reason
of hesitation is that the large numbers of travellers doesn’t even experience computer
or smart phones and ATM machines in past.
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Travellers of MBS can be distinguished into regular and non-regular (occasional)
users. The huge number of occasional users has been identified in the field survey but
overall regular users dominate as shown in the figure 2.

Passengers Catagories 107
100 3
50 %
0
Occational  Once Two to Five or Non Regular Regular
Everyday Four more Users Users

Fig. 2. MBS frequency of use by various traveller groups

Both categories of users are satisfied with the efficiency of MBS but demanded
more token booths to avoid time and energy loss in acquiring tickets. In the category
of occasional users most of the users are independent travelers who mentioned that
MBS facility should be extended to their area as they have no such facility at their
routine route. Occasional travellers use MBS for roaming around for meeting or
approaching certain markets and places covered MBS route.

Only 1/4™ of the travellers belongs to female category as majority of the MBS
travellers are male. Survey shown that in Pakistan male passengers are culturally
permissible to travel independently even if they are under age instead female
travellers even though 50% of the seats in Buses are reserved for female travellers

Gender distribution
200

134

100 -

40
W Passengers

Male Female

Fig. 3. The MBS is being used by male travellers dominantly

Trend of smart card found encouraging in regular users of MBS but the pace of
adaptation of novel technology is very slow. Initially it has been understood that
currency note rejection and difficult interface are the key indicators in avoidance of
TVM by the travellers but most of the passengers have no experience of using modern
technologies including computers, smart phones and TVM machines.
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Technology usage among MBS travellers
100 Age Groups
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Fig. 4. Modern technologies trend of use among MBS travellers

Results prove less practice of novel technologies among MBS travelers including
touchscreen interface and other related technologies. This impacts the user behavior
in motivation of using TVM interface and other computer based technologies.

150 137
100
43
50
0
Currency Note Rejection Difficult interface

Fig. 5. Identified problems in TVM usage- TVM hardware and software behavior

The issues in hardware and interface difficulties also investigated from user
experience point of view and it was only questioned to those who got tokens from
Token booth. The answer of 137 travellers claimed that they either avoid or not
willing to experience the TVM due to the reason that TVM interface is not user
friendly. 43 passengers claimed that they have experienced more than once but
currency note rejection frustrates to avoid the facility. The sophisticated TVM sensors
doesn’t accept flimsy, old and folded corner currency notes thus currency note
rejection causes delay and incomplete operation.

In answer of high currency note rejection the PMA conclude that due to bad
condition of currency note possession by travellers is the key reason of currency
rejection otherwise RFID travelling tokens can be acquired easily against inserting
coins instead currency.
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Fig. 6. Tokens and smart card usage at various MBS stations

Trend of acquiring tokens from token booths is common practice apparently the
usage of TVM that is very low on every station. Adaptation of smart card is growing
in regular travellers but overall awareness of this facility is missing among common
MBS passengers.

15
10 ~
5 4 M Passengers
o I
Currency Note Acquire token in Faced error
Rejection 1st Attempt morethen once

Fig. 7. User experience of TVM- Observation Phase

In the observation phase it has been observed that to acquire a token from TVM in
first attempt is a big challenge as shown in figure 7. Very few numbers of travellers
successfully obtained tokens in their first attempts. Results indicate that it is a huge
challenge for travellers with no experience to attempt for hit and trial and consume
their time in acquiring token from TVM.

the installed facility of TVM for acquiring token. and go



Challenges in Implementation of TVM 253

50
40 -
30 ~
20 ~
10 - B Speed in Seconds
O -
Average time duration of Average time duration of
task completion through ticket booth to
TVM accomplish one passenger

requirement

Fig. 8. Average duration of acquiring token from ticket booth and TVM

An average speed for facilitating one passenger is approximately 15 seconds from
token booth. Therefore approximately 12 passengers are being facilitated in 3 minutes
as buses are scheduled to arrive at any MBS station after every 3 minute.

Conventional ticket acquiring procedure through token booth is comparatively fast
in terms of window operation but if it includes the time of standing in queues so that
would be bit higher and it takes 4-6 minutes on an average in routine time and peak
time it rises to 15 minutes or higher.

4 Discussion and Conclusion

Blend of multiple problems are recognized as cause of low interest of using TVM
among MBS travellers.

Technological Trends: The important identification of undeveloped trend of TVM
use is inappropriate background of novel technology usage by the MBS travellers.
Passengers of above 45 years age hardly tried to acquire token from TVM as they
rarely experience such devices thus they hesitate using TVM to avoid any
inconvenience. Female travellers are also required to encourage utilizing the TVM.
The ratio of user experience of smart technologies is increasing day by day as smart
technologies are becoming part of routine practice among common masses especially
by youngsters.

Literacy: In our case literacy can be acknowledged as another significant barrier in
understanding vocal and written instruction to perform the task. Literacy is the barrier
in understanding and follow-up of instructions. Beside the literacy factor the training
factor is dominantly missing as an illiterate balloon seller proved his proficiency in
using TVM as he operated TVM upon the guidance of our surveyors only once.

Interface Design: Study identified multidimensional problems that may be resolved
by improving the design of TVM interface. The Interface can be redesign by using
training videos including more graphical icons for illiterate and untrained travellers.
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Another possibility of training travellers is to educate users in onsite training session.
Usage of smart card among MBS frequent users to avoid hassle and other failure is
appreciable. Additionally e-ticketing for more convenience of MBS travellers can be
introduced. A bright future of e-ticketing can be seen in various international projects
furthermore these technologies embrace the time management and most progressive
solutions in terms of cost effectiveness.

TVM Efficiency: On an average currently installed TVM takes about 20-40 seconds
on each transition and if PMA increases the number of TVMs up to 4 on each station
and improve the efficiency by reducing the processing time then the productivity of
TVMs can be raised and enough to facilitate 30 travellers in 8-10 minutes.
additionally running cost of TVM is more viable in comparison of human based token
booth existing solution.
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Abstract. Monitoring environmental disaster such as flooding is highly im-
proved using ICT. Deployment of sensor networks to monitor physical
environment is one of the most important applications for Wireless Sensor
Networks (WSNs). In this paper, we model and simulate flood monitor case in
Jeddah, Saudi Arabia. Using OMNET++ simulator , we employ Direct Diffu-
sion DD routing protocol to operate flood case.. We first have developed one of
the well-known sensor network protocols which is DD. Then, we evaluate the
performance of our simulated case by computing several statistics including
power consumption, end-to-end delay, throughput to measure the availability
and scalability of the network and decide the best possible configuration that
well monitor our case. Our results determined that the best sensor network con-
figuration for flood monitor system in the area of interest is 135 sensors with
memory capacity of 80 to 120 message entries.

Keywords: WSN, Flood control, Direct Diffusion, Discrete Event Simulation,
OMNET++.

1 Introduction

Flooding is a growing problem in the world. In Jeddah, Kingdome of Saudi Arabia
(KSA), we have a special interest with the flooding problem because this disaster
happened twice in the few recent years. It has a significant effect on residents, busi-
nesses and commuters in flood areas. The cost of damage caused by flooding corre-
lates closely with the warning time given before a flood event, and this makes flood
monitoring and prediction critical to minimizing the cost of flood damage. Wireless
Sensor Networks (WSN) has proven its worth in monitoring physical quantities and
environmental disasters. That is because this technology has the capability of quick
capturing, processing, and transmission of critical data in real-time with high resolu-
tion. Environmental disasters are one of the major applications of wireless sensor
networks. Jeddah in KSA has faced flood disasters that could have less harm on citi-
zens with an advanced networking monitoring and alarming system.

WSNs consist of individual nodes that are able to interact with their environment
by sensing or controlling physical parameters; these nodes have to collaborate to ful-
fill their tasks as, usually, a single node is incapable of doing so; and they use wireless
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communication to enable this collaboration. Sensor is the object used to gather infor-
mation about a physical object or process, including the occurrence of events (i.e.,
changes in state such as a drop in temperature or pressure). These are called remote
sensors. From a technical perspective, a sensor is a device that translates parameters
or events in the physical world into signals that can be measured and analyzed [1]. In
most cases, it is very difficult and even impossible to change or recharge batteries for
these sensor nodes. For this reason, energy efficiency is of primary importance for the
operational lifetime of a sensor network. [2],[3]

The focus of this work is to simulate a wireless sensor network flooding monitor-
ing system. The system will be responsible for water level monitoring during the
flooding periods.

OMNeT++ [4] is a discrete-event simulation platform that is trusted to model and
simulate variety of networking systems. As a first step, we have developed one of the
well-known sensor network routing protocols which is Directed Diffusion. We eva-
luate the performance of our simulator by computing several statistics including many
performance parameters to measure the availability and scalability of the network and
decide the best possible configuration. Some previous work has proven its worth us-
ing same type of monitoring. It shows how to benefit from WSN and solve this
problem.

Hughes, et. al.[5] introduced two main classes of flood prediction models. The first
is referred to as spatial models, and the second class is referred to as point prediction
models. Traditional flood monitoring approaches impose a rigid separation between
the on-site WSNs that are used to collect data, and the off-site computational grid
which is used to analyze this data.

Castillo, et. al. [6] presented the ongoing effort in providing the population of the
Andean region of Venezuela with a flashflood alerting system by making use of wire-
less communications and information technologies. A key component is a WSN that
is used for monitoring the environment and tracking the disaster. The main objective
of the system is to gather environmental information and, based on the collected data,
to alert the authorities and the population at risk autonomously.

Price, et.al.[7] developed an environmental sensor network deployed in the Great
Crowden Brook catchment area of the Peak District, United Kingdom. The main aim
was to assess the deployment methodology for “multi hop” networks and assess the
sensor node technology choices from an operational perspective. The area of interest
is deep within a steep sided valley where there is no GSM coverage, and thus the only
cost effective way to transmit real-time sensor readings to a remote lab is via multi-
hop networking. The design strategy has been to minimize the duration and frequency
of communications, and limit such communications to the transmission of summary
data (from node to node) and alarms from base-station to end user.

2 Sensor Network Architecture

Wireless Sensor Network (WSN) is a type of networks that consists of individual
nodes and are able to interact with their environment by sensing physical parameters.
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There are two types of node: Source which is the sensor that provide sensed informa-
tion, Sink which is the base station that acts as the destination where the information
should be delivered.

Sensor networks are usually related to real-time computing. Despite the differences

in purposes of sensor networks they all share the need for distributed form of organi-
zation[8]. The following subsections detail the WSN components.

Sources: they are the entities which provide information that is the actual nodes
which sense data. [8]

Sinks: They can be called the destination where the information should be deli-
vered to. They could be in 3 types: just sensor/actuator node — entity outside the
network e.g. Personal Digital Assistants (PDA) or handheld — gateway to another
larger network such as Internet [8].

Base Station (BS): It is a single powerful node, usually a sink node, which is used
to connect a WSN to a wired network. BS is supported with powerful resources
and extra capabilities in communication and processing compared to a normal
wireless sensor node [9].

2.1  Sensor Node Hardware Overview

A basic sensor node comprises five main components [8] as shown in Figure 1

Controller: The controller is the core of a wireless sensor node. It collects data
from the sensors and processes this data. It is the Central Processing Unit (CPU)
of the node.

Memory Some memory to store programs and intermediate data is required.
Sensors and actuators: The actual interface to the physical world; devices that
can observe or control physical parameters of the environment.

Communication devices: It is used to exchange data between individual nodes.
Power Supply: As usually no tied power supply is available, some forms of batte-
ries are necessary to provide energy.

Memory
Communication Controller Sensors/
cdevice actuators

‘ Power supply |

Fig. 1. Overview of main sensor node hardware components [8§]

2.2  Water Level Sensors

Liquid level sensors as its name indicates are used to detect the level of the liquid and
the interfaces on the liquids, where the liquid in the intended network is water. Three
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level sensors types, that are Ultrasonic, submersible and bubbler. These sensors are
considered to be used for water level monitoring in the case of floods. Comparing
between them, submersible sensor seems to be the most suitable. Ultrasonic sensor
has the disadvantage of being damaged by floods. This is critical since our network
will deal with floods caused by rains so the reliability of the sensor is not guaranteed.
Bubbler sensor has the disadvantage in terms of maintainability which will require
continuous visits to refill the tanks. In addition, the power consumption is large in this
type of sensor that besides the cost [10][11]. In contrast, submersible sensor is water-
proof, using power moderately, requires little maintenance and easy to install. For
those reasons it will be the choice for the network. [10]

2.3  Routing Protocols

Recent advances in wireless sensor networks have led to many new protocols specifi-
cally designed for sensor networks where energy awareness is an essential considera-
tion. The four main categories explored for WSN are data-centric, hierarchical, loca-
tion-based and Network Flow and QoS-aware protocols [12].

Direct Diffusion is a data dissemination and aggregation protocol, which is data
centric and application aware. It has several key elements as follows:[13][14]

e Data naming: sensing tasks are sent by the sink in attribute-value pairs.

e [Interests and gradients: Each named task description constitutes an interest that
has a timestamp field and several gradients fields. As interest propagate through
the network it, and the gradient from source back to sink is setting up.

e Reinforcement: at the beginning the sink sets low data rate for all the incoming
events. Then it can reinforce one particular sensor to send the events with a higher
data rate by resending the original interest message into a smaller interval.

This protocol meets the main requirements of WSNs such as energy efficiency,
scalability, and robustness. However, it has some limitations such as; the implementa-
tion of data aggregation requires some synchronization techniques that are not realiz-
able yet in WSNs. Also, DD can’t be applied in applications that require continuous
data delivery to the BS [13],[14],[15]. For these limitations, we developed DD proto-
col for our flood monitoring system by modifying the original DD in application and
network layers.

3 Problem Formulation

Many agencies over the world are taking care of the weather and environmental phe-
nomena. In Kingdom of Saudi Arabia (KSA), we have the Center of Excellence in
Environmental Studies (CEES), as one of the excellence centers affiliated to King
Abdulaziz University (KAU). Also, the General Directorate of Civil Defense (GDCD)
and Presidency of Meteorology and Environment (PME) in KSA who warn people by
sending warning reports to media and GDCD. The scenario of operation is illustrated
in figure 2 .
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rate of soil Amount

PME measures the amount of rain, depth of surface,
and absorbing rate of surface. Then, depends on these
measures they send warning reports to GDCD and me-

GDCD

Sends warning messages to
Telecom Company and sometimes
directlv ta cell nhone

Fig. 2. The scenario of flood alert

3.1  Simulation Setup
The following information is used for model setup

e The Monitored Area: Bani Malek St. 4896.27m [from Google Earth]. This street
was the most street that have been affected by floods in 2011.

e Number of Base Stations (sinks): one placed in the middle of the street.

e Number of Sensors (sources): Obstructions assumed to be presented, so the radio
frequency for the sensor is almost 305m. This leads to 16 sensors to cover one side
of the street. For self-healing purposes we will add another sensor in the opposite
side of the street which form zigzag shape, as shown in figure 3 .The total number
of sensors are 32.

node[30] node[28] node26] node[24] node[22] node[20] node[18] node2] node[d] node[s] node[] noce[l0] node[l2] nodefld] nodefld]

Fig. 3. WSN Configuration in OMNet++
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e Sensor Installation: 1 meter altitude from the surface of the street. Thus the
ground height is the zero level of the sensor.

e Interest: According to Federal Emergency Management Agency (FEMA), six
inches of moving water could breakdown most of cars and make the walker fall
[16].

For energy saving, all sensors are off and wake up when tasked by the sink. The
sink sends a task or interest at specific periods. The sensor which measures an event
will send back the response to the same gradients. Once the sink received event, it
resends an interest with higher data to Reinforce specific path. The flood monitoring
system work flow is illustrated in figure 4.

The above information has been used to setup the simulation model using
OMNET++ [4]. The parameters adopted during simulation test along with
their respective values are summarized in Table 1.

Table 1. Simulation Parameters Configuration

Values Simulation Parameter
17400 Network size (m2)
135 Number of sensors
100 Broadcasted message entries
62 Packet size (byte)
6 Threshold (inch)
1.9 Interval (s)

4 Results and Discussion

4.1 Performance Metrics

The high growth of WSN research has opened challenging issues about their perfor-
mance evaluation. Performance is affected by several issues. In this section we review
performance based on the scalability and availability which we have used in our re-
search.

In scalability, WSN consists of hundreds of sensor nodes, densely deployed in a
regional area[17]. Protocols must thus scale well with the number of nodes. This is
often achieved by using distributed and localized algorithms, where sensor nodes only
communicate with nodes in their neighborhood [18]. In availability, as most sensor
nodes will be restricted concerning their energy capacity, all protocols and algorithms
must be energy-efficient and save as much energy as possible. Since the most energy
is consumed during the wireless communication, the radio must be turned off most of
the time. But also the transmission of data should be energy-efficient in order to mi-
nimize the number of sent and received packets [18].
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(a)

System Model:Events which satisfy task requirements will arrive to the base station
Sensors in the same side of the street has same color.
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(b) Reinforcement Illustration: If sensor#4 has measured an altitude for the water that exceeds
the threshold, the base station will reinforce its path to be updated regularly with the situation.
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Fig. 4. Flood Monitoring System workflow

Our research is evaluated against availability and scalability. Availability is deter-

mined by two metrics: average energy cost and storage capacity. While scalability is
measured by throughput and delay.

4.2  Availability

Availability is the property of the system being in function. In our research , we have
measured the availability using two metrics: average power consumption and
throughput. Figure 5 shows the average energy consumption of the network while the
number of nodes varies from 18 to 264. Energy consumption is increased with in-
creasing the number of nodes in the network due to routing process.

0o
: B0
u
0
u

Fig. 5. Average energy cost per node versus number of sources
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Storage affects on routing process since it is based on how many packets will be
sent/forwarded via the network. The factors used in this metric are the number of data
packet forwarded versus the max number of entries in the network. Figure 6 shows
relationship between number of entries in the network and number of packets for-
warded. The importance of increasing storage has benefit in conserve the network
traffic by decreasing the number of packets forwarded through nodes.

Mo o PPt

: MU et Eeratrasmss (Frisesa)

Fig. 6. Cost of storage (Packet forwarded versus network entries)

4.3  Scalability

The number of nodes in WSN has an impact on network scalability. Scalability could be
measured with the following metrics: End-to-end delay and throughput. A higher laten-
cy when network workload is high due to increasing sources and the network contention
caused by path sharing between different sources. From figure 7, the max end to end
delay exists at 132 network nodes after which we have very small decrease of latency.

Fig. 7. End-to-End transmission delay versus number of sources

Throughput is a measure of network performance that is the average rate of bit per
second (bps) that has successfully deliver over a communication channel. Figure 8
shows that throughput decreases with the increase of number of nodes. This is because
the network is not sufficiently loaded and the required transmission messages are less
than the network capability. At nearly 70 nodes, the throughput starts increasing.

:5 —

S

Thgipitsi
i 4

Fig. 8. Throughput versus number of nodes
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5 Conclusions

The wireless sensor network used in our simulation scenario consists of 32 stationary
sensors and a base station. The nodes are supposed to be aligned in the monitored area
of 17400 m2. At each simulation test, the nodes transmit sensed data during their
corresponding time slots, only when an incident is detected. This happens whenever
the current value of the sensed attribute is greater than the threshold value which is set
to 6 inches according to FEMA [16].

In order to experiment the performance for our simulated network, we review the
performance based on the scalability and availability . In addition, the results of anal-
ysis to check that the results conform to the rules defined by the requirements. We
have reached the optimum configuration of WSN Flooding System in the assigned
area as:

The number of sources must be more than 132 node to operate with minimum de-
lay. Using 132 nodes, the longest delay between two nodes is less than 0.04 s. The
number of nodes between 70 to 150 nodes would also optimizes the network power
consumption.

The importance of increasing the storage has benefit in conserve the network traf-
fic. However, because memory capacity is limited, between 80 and 120 message en-
tries are quite enough and result in a reasonable number of forwarded packets.

Acknowledgement. I would appreciate the support and help of the computer science
department at Faculty of Computing and Information Technology FCIT, King Abdu-
laziz University KAU.
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Abstract. There are always interactions between people and environment
involved in our daily activities. People gather different kinds of information
from their surroundings; after interpreting by mental models, they give
responses to environment. Among all the information, spatial information is the
one which played an important role in supporting our living activities such as
traveling or commuting. Besides, people in the same environment will form
cognitive map differently owing to their mental model, which process perceived
information, and purpose of activities. Therefore, to construct better
information architecture for providing needed information, the understanding of
differences of spatial cognitions between individuals is essential. This paper
explored different kinds of users’ spatial representations about a specified
semipublic space, university campus; and through applying user interview as
well as living lab concept, the findings can be referred for future study to build
an customized, comprehensive spatial information providing system.

Keywords: User Experience, Spatial Cognition, and Information Architecture.

1 Introduction

As one of the most significant parts in living activities, the interaction between people
and environment has great influences on our daily experience. Through the continuous
interactions with surrounding environments, people learn and build their own
knowledge about the space. Furthermore, they can form cognitive map of that place [1].

However, people learn spatial knowledge differently according to their mental
models, purposes of activities, and cultural backgrounds, which leads to the
differences of spatial representations between individuals. Besides, context changes
while people are moving within places. Which means that even with the same goal,
the information needed will be different based on their location.

Therefore, spatial information should be customized provided in order to support
activities and enhance user experience in an environment. To reach this target, the
understanding of how different people learn a certain environment based on their
purposes and backgrounds is essential. What’s more, the findings of those spatial
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representational differences between individuals could be further analyzed to build
comprehensive information architecture.

This paper, as part of a large holistic study on spatial cognition and information,
explored different kinds of users’ spatial representations about a specified semipublic
space, university campus, which is seldom being discussed before. As a semipublic
space, campus is generally open to public; however, unlike parks, campus was built
for certain purposes such as lecturing, administrations with specific target audiences,
students and faculties, within a time period. In other words, it includes both public
and private functions. For this purpose, taking advantages of its convenience as well
as flexibility, an online web application was built after conducting some user studies
as a method to collect various perspectives of how people understand the place.

2 Theoretical Background

In our everyday life, we use mental models to process surrounding information and
figure out ways to solve problems. Accordingly, mental model basically governs our
behaviors; it influences how we respond to external world. In other words, when we
see and perceive descriptions from a world, we can construct a similar, yet less rich,
representation—a mental model of the world based on the meaning of the description
and on our knowledge [2].

Mental model creates the lens through which we see the world, however in most
situations we merely notice its existence. Besides, because mental model is formed by
learning and experiences, it may differ from person to person. Yet the diversity of ways
how people see descriptions from the same world is valuable. Multiple mental models
bring multiple perspectives to bear. Through the understanding of how different people
see a same world, and how they interpret perceived spatial information based on their
mental model, the differences as well as the patterns can be found to help construct more
comprehensive information architecture for environmental learning.

Spatial representation is a process through which people gather spatial information
from surrounding environment and form an internal mental understanding of that
spaces which can be expressed by symbols or texts. In other words, the
representations of space show how people interpret spatial information, and in which
way they express the information (Fig. 1).

Spatial information in Mental interpretation of Expression by symbols or texts
surrounding environments perceived spatial information of understanding of the space

Fig. 1. The process of spatial representation
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What’s more, spatial information exists in many forms in our living environments.
For example, in the famous book, The Image of the City (1960)[3], Lynch has
contributed five identified features of environment that are assumed mostly likely to
be perceived— edges, paths, nodes, districts and landmarks— by asking people to
describe cities they lived in.

A well-formed spatial representation contains enough and clear information which
is all what users need. As many psychologists claimed, too much information may
cause cognitive overload and may therefore make situation even worse.

In addition, while conducting activities especially navigation activities within an
environment, there are three forms of knowledge being involved in the perception of
spatial information: Landmark knowledge, route knowledge, and survey (i.e., map)
knowledge [4]. Both of the landmark and route knowledge are egocentric, which
means we measure the information such as distance and height of a landmark or a
route according to where we are. Yet the survey knowledge is allocentric. It is
objective and irrelevant to our position. That is, we can acquire survey knowledge of
a place even we are not in there.

3 Methodology

In the past, spatial cognition research in spatial activities such as navigation mainly
focuses on the discussion of linguistic representations. Whereas, the purpose of this study
is to explore different kinds of users’ spatial representations about a semipublic
university campus, National Cheng Kung University, through applying Living Lab
concept.

As mentioned before, after a certain time of learning, the environmental familiarity
increased. The familiarity to an environment is formed by two components: specific
experience of given locality and global experience of city structure, hierarchy of
roads, traffics and directing signs. Both of these two components are forming directly
yet only representing part of individual’s total spatial knowledge. There is other part

[ GLOBAL EXPERIENCE | I

[ SPECIFIC EXPERIENCE |

INFORMATION

LOW Familiarity / Frequency of navigation ——J» HIGH

Tourist in a — Daily
strange city B commuter

Fig. 2. Components of spatial knowledge and its change according to familiarity
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of information acquired from external sources, such as maps, navigation media, street
signs, people, and so on. The illustration (Fig. 2, without colored highlight) below
made by Eliahu Stern & Juval Portugali (1999) [S] well expresses the three main
components of forming spatial information and the change according the familiarity.

The red-colored, highlighted part in the illustration above shows the focus this study is
going to explore. The global experience will be less considered than specific experience,
because we assumed that all subjects participated in the experiments are sharing certain
degree of the same cultural background and knowledge living in this country.

3.1 Living Lab Approach

Living lab concept originates from MIT, Boston, professor William Mithchell,
MedialLab and School of Architecture and city planning. According to Schumacher
(2007) [6], this new research method has many characteristics. With its “users as
innovators” approach, Living Lab needs users’ involvement in the all R&D and
evaluation cycle, instead of joining at the end phase of development as trail testers. In
addition, in order to get access to the users’ ideas and their knowledge, the researchers
need to build multi-contextual sphere in which an interactive and co-creative
approach can be applied between developers and users over the whole process.
Besides, with the use of ICT (Information and communication technology), the
interactivity of Living lab can therefore reach a bigger community than traditional
method. The comparison between Living Lab and traditional research method is
illustrated by Schumacher A.J. and Feurstein B.K. (2007) as below. (Fig. 3)

Knowledge Focus

g
= Traditional Lab
é 2
T{afhtlonal . Ethnographical
Empirical Social Observation
Science Research

Fig. 3. Participation and Context of innovations according to Schumacher (2007)

This paper mainly focuses on the research question: What kinds of spatial cognitions
will be formed by people with various purposes of activities in the campus?

3.2  Designing Experiments

The exploration was divided into two parts: user interview and online data collecting.
In the user interview session, five subjects who have experiences either studying or
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visiting NCKU were interviewed for their image about the environment of the
campus. Any way to describe the image such as by talking, by drawing, or by sharing
photos is allowed for the purpose of maximizing the diversity of possible spatial
cognition.

According to the findings from user interviews, we built an online application
which combines both the questionnaire and a map-based painting board. The
questionnaire is designed to collect basic user information which may be considered
relevant to the differences of their spatial cognition, for example, their background
knowledge about selected place, their reasons and experiences of being in the campus;
whereas the online painting board (Fig. 4) is designed to widely collect spatial
understandings about the place from as many people as possible. Compared to
traditional ways of user data collection such as Probe [7], the reasons to use web-
based application to collect data is because it can gather much information in a short
time, without considering time and weather constraints. And when the amount of
collected data becomes larger, the analysis after data collecting is more likely to be
holistic. These advantages are corresponding to the characteristics of Big Data:
volume, variety, and velocity. Besides, through online application, updates and
adjustments can easily be made, which ensure the flexibility of data collecting.

ro Flum @wecoc Fl @ suwlas T QLTS TR « P L Mgeds 2L Vemivkatampd oo [ #rwde g AmxsmpeREn [ AN WAGHR AR 4P PR

NATIONAL !
CHENG-KUNG ! |
UNIVERSITY: |

KUANG-FU CAMPUS \ |

USERNAME:
User ID: #19

| |

Fig. 4. Template of web-based painting board

4 Discussion

The findings from the user interviews with five subjects who have been staying in the
campus, either for long-term studying or for short-term visiting, confirmed that
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individuals learned and formed their own spatial cognitive maps according to both
experience gained in the place and internal mental models. Besides, the context in
which people acquire spatial knowledge is quite influential on their forming of spatial
cognitive maps.

In other words, they are two factors we found based on the interviews that can be
seen as variables during the forming process of spatial cognitive map: time and
purpose of activities. As Tolman(1948) [1] mentioned, cognitive map of a space can
be formed after a period time of learning about that environment; however we found
that people start build and organize acquired spatial knowledge as soon as they get
into the place. Some people may present poor spatial understanding due to less
information noticed and perceived, or it is just because ignored information is
relatively not important while considering their purpose of activities.

4.1  Results and Findings

As you can see in the figures below (Fig. 5), both of the two figure (a) and (b) are
drawn by 20s-year-old male master students respectively. The only difference
between them is how much time they have spent in this environment. The subject who
drew figure (a) visit campus only for meeting friends, he stayed for only three hours
in the campus; whereas the subject who drew (b) has lived and studied in NCKU for
over five years.

(a) (b)

Fig. 5. Spatial understanding of NCKU drawn by two subjects in user interviews. (a) Drawn by
a NCKU visitor after his second-time visiting the university and stay for approximately three
hours in the campuses. (b) Drawn by a second-year master student studying at NCKU. The
drawn part is the one of nine campuses of NCKU where his department is located.

Hence, as what we can expect, there are some obvious differences between the two
drawn illustrations (a) and (b):
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Firstly, the scale is different. This shows that subject who is familiar with certain
area will tend to describe it in details compared to subject who is a foreigner in the
environment. Those details come from the accumulation of spatial knowledge by
actively living and learning about a place.

Secondly, in addition to more details can be described by subject who is familiar
with the place, the location accuracy of those provided spatial information is also
higher than subject who is unfamiliar with the campus.

Thirdly, though people with higher familiarity with the environment can provide
more detailed description with more accurate location, the two subjects are just
holding different perspectives toward the same place. Not only the ways they
described a place are different, but what they’ve noticed, and what kind of
information they’ve perceived are also varied. In summary, a tourist may see
something a resident has never noticed; and vice versa.

Based on those findings, a web-based quantitative user study was therefore
conducted. In order to collect as diverse as possible more spatial cognitions from
people with different mental models in different context, we allowed users to paint, to
add notes, and to attach images, as long as it can well represent their understanding
about the place. Additionally, after carefully considerations, two scales (which are
model, mode 2) with relative locations of buildings are provided as references to
assist users’ to draw their spatial descriptions. (Refer to Fig. 4)

4.2  Future Work

In future work, we plan to bring the implementation of the web-based survey
application to more quantitative study with at least 50 data collected for further
analysis. Besides, the concept of GIS (Geographic Information System), which is
highly involved in our daily life, and its operational and transactional characteristics
are all considerable extension.

Due to time constraints, only some areas of the campuses can be covered in the
research; yet the findings as well as the designed method of how to efficiently collect
individual’s spatial understanding can be referred in the future study. In addition, the
user experience in city mobility, which has larger area and more complex contexts,
may also be discussed in the future.

5 Conclusion

In order to explore different kinds of users’ spatial representations about a specified
semipublic space, university campus, which is seldom being discussed before, we
taking advantages of the convenience as well as flexibility of technology: an online
web application was built after conducting user interviews as a method to collect
various perspectives of how people understand the certain place.

Considering there are little studies discussing about the diversities of human spatial
cognition according to the two factor: time and context, in campus environment, this
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study contributed to the relevant literature by providing findings to improve user
experience moving in university campus.
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Abstract. Yearly, from all around the world, different nations millions of pil-
grims gather for Hajj season in holy Makkah to perform Hajj rituals, so Saudi
government and Hajj institutions facing a big challenge and a lot of problems
summarized in losing the official identification documents, language barrier in
communicating with the authority especially in emergency cases (need guid-
ance when missing directions, and medical problems) and determining the iden-
tity of dead pilgrims.

The aim of Pilgrim’s Smart Identification (PSI) system is to improve the
current identification method by using RFID (Radio Frequency Identification)
technology.

Keywords: RFID Technology, Hajj, Hajj Campaign, Smart Identification.

1 Introduction

Yearly, from all around the world, different nations and cultures millions of pilgrims
are gathered for Hajj season in one spot in holy Makkah to perform Hajj rituals, doing
the same things at the same time. The Hajj is held in the second week of the last
month of the year in Hejri calendar (Thul' Hijjah).

Hayjj is the fifth pillars of Islam. Every Muslim has a good health and enough mon-
ey must perform Hajj once at his life time. The Hajj season is the most crowded
event that is repeated every year and the number of pilgrims is rapidly increasing year
after year. That means the Saudi government in collaboration with Hajj institutions
must do their best to make it the most beautiful and comfortable journey for every
pilgrim. However, Saudi government and Hajj institutions facing a big challenge and
a lot of problems due to the huge number of pilgrims summarized in language barrier,
pilgrim identification in case of losing etc. So, they try to solve these problems espe-
cially lost problem by nominating a worker for every group of pilgrims to look for
and guide the pilgrims by checking their names' lists and passports many times to
make sure that none of them are lost. This process is a waste of time and effort.

A. Marcus (Ed.): DUXU 2014, Part III, LNCS 8519, pp. 273-280, 2014.
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2 Problem Definition

During Hajj season many of the Saudi ministries, government’s sectors and other
committees who are responsible for managing and coordinating the pilgrims' services
face hard time in organizing the Hajj process. The difficulties in organizing the Hajj
process come from many issues dealing with the rite of the pilgrimage, because it is a
unique gathering of an extensive number of Muslims who came from various coun-
tries to join processions of hundreds of thousands of people, who simultaneously con-
verge restricted area on Mecca for the second week of the Hajj, and perform a series
of rituals.

The large gathering of people raised many critical issues for the organizations and
committees who have a full responsibility to take care of them. Some of these issues
are summaries in:

— Losing the pilgrims' identification documents.

— Lacking of knowing the direction to re-join their campaign.

— Communicating with the guidance and authorities in case of missing or losing
properties.

— Knowing the health medical record of the pilgrims.

For instance, if a pilgrim does speak neither Arabic nor English language, his\her
doctor will not be able to get any information about his\her medical history. In
emergency situations, the patients might come to the hospital in a coma, stroke or any
critical state when the doctors have to find out the reason as soon as possible so the
proper action can be taken immediately to save their lives. In presence of language
barrier the situation will be more difficult to manage. The technology has made things
easier for doctors in term of patient’s life saving. Validity of patient’s data in a special
(card or tag) including chronic illnesses, current medications, previous surgeries and
allergy to some food, material or drugs can help the emergency team to act rapidly
and therefore saving the patient’s life. For example, the patient who comes with coma
due to overdose or side effect of his/her own medicines can be treated and improve
dramatically if the specific Antidote given after identifying the drug that caused this
coma, in this case the patient is unconscious and presence of his/her current drugs list
will be enough to save life. This is a simple data that has significant benefit so how if
a proper health record is available.

Last ten years ago, the Ministry of Hajj has provided nine computerized centers
which operated by a total of 350 manpower. The ministry has also established 21
guidance centers to assist and help pilgrims in the holy places under their supervision
[1].

According to the data that the Saudi government has shown that "18 percent of the
second proportion of pilgrims suffered from being lost; that percentage represent 200
thousand pilgrims a year, and 84 percent of the lost pilgrims agree that this problem
discomfort and confuse their Hajj journey" [1]. Arafa, Mena, Mozdalefa and also the
holly Mosque are a very wide area that pilgrims go to and gather in during the Hajj
season.
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It is obvious that the language barrier is considered one of the main difficulties in
communication. According to the reported interview done with one of the hiring
guidance, worked as a guide man on one of the past Hajj seasons, who pointed to the
difficulties that happened due to the lack of having a way to find the location of each
pilgrim professionally. This guidance mentioned that he had communicated with
pilgrims who spoke different languages daily using an information card carried by
each pilgrim. However, he emphasized that the process in this case required walking
with each pilgrim to his camp for a simple reason because of the language barrier and
the lack of understanding. He said: "I am having a big difficulty with pilgrims who
missed their cards that indicate the position of their camps, which means that I have to
contact with all the Hajj campaigns, one after the other and tell them the description
of the lost pilgrim until I find the right campaign"[2]. Furthermore, the Ministry of
Hajj recruited many multilingual translators to facilitate the communication with the
pilgrims from non-Arab nationalities; additionally it requested all owners and inves-
tors of residential units and hotels to provide identification cards and distributed them
to all pilgrims [1].

The other problem is raised during the pilgrims' transportation, when the responsi-
ble workers for the Hajj campaign check out each pilgrim's passport, in order to en-
sure that they are carrying the same group of pilgrims. The process of checking the
pilgrim's identity during the transportation consumes a lot of time and it is obvious to
lose some of them.

To avoid all the mentioned problems, we decided to implement "Pilgrims Smart
Identification" (PSI) system using RFID technology. PSI is aimed to identify the
lost, die, sick pilgrims and guide the lost pilgrims to their camps and overcome the
language barrier.

Radio-frequency identification (RFID) is a technology that uses the radio waves to
exchange the data between the RFID reader and the electronic tag attached to an ob-
ject, for identification purposes. RFID makes it possible to give each pilgrim its own
unique identity number [3]. In other words, it does not require line of sight to "see" an
RFID tag, the tag can be read even if it is a few meters away, and unlike barcodes
RFID tags can be read hundreds of tags at time.

3 Objectives

The main objectives of PSI are including the following:

1. Make Hajj journey easier for pilgrims and reduce the problems that possible oc-
curs.

2. Save Hajj authorities time and efforts in identifying pilgrims.

3. Overcome the language barrier obstacle between the pilgrims and Hajj authorities
in case of losing or missing.

4. Identify the lost, died, and sick pilgrims.

5. Know the health medical record of the pilgrims.
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4 Automatic Identification Related Work

RFID-Based Pilgrim Identification System proposed by Mohandas which a prototype
for identifying pilgrims to facilitate the declaration of the pilgrims in case of dying or
missing. He used RFID passive technology for the performance of the prototype, and
he concentrate on storing pilgrims’ information such as personal information, medical
information and contact information of the pilgrim’s Hajj campaign. [4].

Additionally, [5] proposed RFID Based Library Management System (LMS). The li-
brary management system is used to save the time to the members who work on the
library, fast access to the book in searching, and decrease errors that for example happen
in put book in shelf etc. RFID used here rather than barcode because it can be re-used
tags many times, to speed up self-check in/out processes, to make the library secure
from the theft, tags cannot be visible like put it in cardboard cover of book, and can
store data such as stack number, book number, author information but barcode just store
identification number. It used RFID technology with two readers: Work-about Pro Ultra
High Frequency (UHF) RFID handheld reader that has Windows Embedded CE 5.0 and
full Video Graphics Array (VGA) that use for searching, and Mercury4 RFID reader
used to transfer data to a remote computer over a network, EPC global Generation2
UHF passive RFID tags. In LMS the RFID has three integration modules: Searching
module for fast searching of books, transaction module provided transaction forms, and
monitoring module to monitor the incoming and outgoing things [5].

Furthermore, RFID has been used to manage the patient in the hospital [6]. Hospit-
als always used paper to save information of the patient during registration and up-
dated by nurse. This is inaccurate because it written by hand. Nurse takes care for
inpatient and outpatient. The Hospital Patient Management System (HPMS) provides
low cost of health care, easy automate and simple patient identification processes in
hospitals and use mobile device for design a health care management system. The
system used RFID technology, to update information Wi-Fi connection using mobile
devices such as PDA. RFID tag is put on wristband and has an identification number
with password to protect it, and can store patient data such as name, patient ID, drug
allergies, drugs that the patient is on today, blood group. Each patient wear wristband
and contains an antenna and a tiny microchip. The data can read from the tag even the
patient was sleep without disturbing them. The data can enter/update by HPMS appli-
cation developed by Agile System Development Methodology (ASDM) using C# in
Microsoft Visual Studio.net 2003 environment [6].

5 PSI Methodology

The first step the developers need to decide in order to produce the desired system is
the instruments and tools used for the data collection. Thus, PSI developers decided
to use interviews and questionnaire instruments to help them understand the Hajj
campaign mechanisms in dealing with their pilgrims' identification in case of getting
lost and treating them when they have health problems. Also, through the interviews
with the Hajj campaigns, the PSI developers investigated about the different ways to
organize work for the Hajj campaigns' workers. The other instrument in the data



Pilgrim Smart Identification Using RFID Technology (PSI) 277

collection is the distribution of the questionnaire to recognize the users' characteristics
and the most important tasks that need to be included in the PSI project.

The PSI developers realize that, in order to facilitate storing and retrieving the in-
formation, they need to build a database.
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Fig. 1. PSI Architecture

6 PSI Architecture

PSI system is based on utilizing the RFID technology, and it consists of four compo-
nents, which are RFID wristbands, end terminal PC, the database, RFID reader.
Figure -3 shows the PSI components and architecture.
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The RFID wristband is a basic component in PSI system which plays a major role
in saving the pilgrim's or worker's information. The wristband is distributed to each
pilgrim and worker. It's used as an identifier; it has a unique tag id stored in it.

The stored information will include the following:

e Personal information like the name, telephone number and address in Saudi Arabia
and in Home country, nationality, etc.

e Medical condition information

e Contact information of his Hajj campaign.

e Picture of the pilgrim or worker.

PSI system consists of two applications; the first one is on the PC and the other is on
the RFID handheld reader. Both have a graphical user interface which is developed by
Visual Studio 2008 and C# to facilitate the data entry as shown in figure -2 and figure -3
respectively. Every application has its own independent database. So, PSI system has
two databases which are used to store pilgrims, workers and login data, one of them
stored in the PC which is developed by SQL server 2005 and the other one is in the
RFID reader (CSL CS101-2 EPC Class 1 Gen 2) which is developed by SQL compact
edition 3.5. The replication is used between the two databases.

RFID reader sends periodic signals to inquire about any tag in the surrounded area.
The tag is represented in PSI system as a wristband.

The passive tag draws the power from RF field of the reader to operate its micro-
processor that strengths the data, then the RFID tag reflects the signals which contains
the tag ID that's stored in the manufacture. These tags will be reassigning them with
a new tag id by the hajj campaign based on their rules by using the function (Write
Tag ID) at the reader application.

ﬂ Pilgrims Smart Identification

Welcome To PSI system

User Name

Password

Fig. 2. PSI PC’s Application
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Through PSI PC’s system the administrator assigns pilgrim/worker information to
these tag ids. PSI PC’s application has two types of accounts; one for administrator
with the ability to add new pilgrim or worker, edit pilgrim or worker information,
read pilgrim's or worker's information, delete pilgrim or worker, search for pilgrim or
worker information, add new administrator, add new staff, delete staff and change
password. Staff account also interacts with PSI system by read pilgrims or workers
information, search for pilgrim or worker information and change his password. The
adding and deleting on the PC's application will be stopped at a specific time after
insuring that every pilgrim and worker in the campaign has been registered to the
system. The PSI reader's application is also standalone, its main functionality is to
read the stored Tag Id on the wristband's tag, retrieve the related information of the
pilgrim or worker and display it in the RFID reader screen, only if the tag is assigned
to a pilgrim or worker in the database. Also this application has the ability to add
and delete pilgrim's or worker's information in case of emergency.

The entire previous scenario is done to achieve PSI system's objectives and goals.

lser Mame: | |
Password: | |
Bt o o S e (SN S N B e e ;

Fig. 3. PSI Reader's Application

7 Conclusion

PSI system is developed to facilitate most important Hajj obstacles from different
aspects. Mainly, from Hajj authority perspective, it saves Hajj authority’s time and
efforts by facilitating pilgrims' and workers' information registry. Additionally, PSI
system helps guiding lost pilgrims to their campaigns by using RFID reader to read
campaign information (campaign name, address and phone). Also the stored informa-
tion helps to contact with pilgrims' family in their countries in emergency cases.

In addition to making Hajj journey comfortable for every pilgrim by avoiding big
troubles due to lack of communication and understanding because of the language
barrier that appears in different areas. From the medical side, PSI helps doctors to
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know the health medical records of pilgrims by correctly diagnosing the emergency
cases. Also it helps in identifying lost, sick and deceased pilgrims.

PSI system is composed of PC application and RFID reader application both are
developed using C# and .Net farmworker. In PC application, PSIL is used to register
pilgrims' and workers' information and modify operations to the SQL server database
which makes them easier and faster than manual registration. Also it enables the per-
son responsible to view the list of all pilgrims and workers and to search about a spe-
cific pilgrim and worker.

While the reader application provides different functionalities. for example, pro-
gramming the wristband with a given tag id, which reads multiple tags at one time
then displays pilgrim or worker information in the reader screen related to the selected
tag from SQL compact Edition database. In unusual cases, there is an ability to per-
form add and delete operations from the reader application.

Finally, both applications are user-friendly and have simple interfaces, the devel-
opers hope PSI system will have a good impact on social services and help Hajj au-
thorities to manage Hajj problems in an efficient way.

8 Future Work

PSI system is developed to help Hajj authorities in identifying pilgrims and workers.
It consists of two parts: the first part is a PC application which is used to facilitate
entering pilgrims' and workers' information (add, edit and delete) operations and the
second part is Reader Application which is considered as the core of the system. In
addition to pilgrims' and workers' information entry process, it is used to write id tags,
read tag id and retrieve the related information from the database.

1. Implementing GPS to determining the pilgrim’s position

2. Help request feature: possibility of guiding the pilgrims to their camps in case of
losing direction.

3. Encryption the stored information in the database.

4. Generalize the RFID technology to all the Hajj sectors to minimize the common
problems that occur during Hajj season.
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Abstract. This paper describes the design of a service system which belongs to a
basic system realizing a Value Growth Mobility: a concept of next generation
mobility intended to increase the different values that the user feels towards the
mobility. The concept is proposed based on Timeaxis Design incorporating the
viewpoint of time into the theory and methodology of design. To design this ser-
vice system, the M-V model is used. This model is an integrated model of the M
model, which focuses on design activity, and the V model, which visualizes a sys-
tem development process. As the result of design, it is proposed a system consist-
ing of subsystems including an emotion recognition system, a camera system, and
a social networking service. These subsystems provide services encouraging the
growth of values through interactions between the user and the mobility system.

Keywords: Timeaxis Design, M Model, V Model, Service Design.

1 Introduction

Recently, design of robust and attractive products is highly demanded due to envi-
ronmental degradation, aging of the population, and advancement of information
society [1]-[2]. To deal with these issues, Timeaxis Design (TAD), which incorpo-
rates the viewpoint of time into the theory and methodology of design, has been pro-
posed [3]. On the other hand, Value Growth Design (VGD) [4] is concept of design
growing values of a product through usage embodying TAD. As examples of VGD,
leather gloves and fountain pens create growth of perceived values by fitting to the
user through usage, keeping qualities by maintenance, and developing a sense of at-
tachment caused by long-term usage. By realizing VGD based on Value Growth
Model, it is considered possible to design products adaptable to various circumstances
and values that are variable over time.

A. Marcus (Ed.): DUXU 2014, Part III, LNCS 8519, pp. 281-292, 2014.
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In the previous study, a Value Growth Mobility was proposed by applying VGD to
mobility [5]. The Value Growth Mobility is a concept of next generation mobility,
and increases different values that user feels towards the mobility, by means of a mo-
bility system. This concept contributes to address problems surrounding mobility,
such as environmental degradation, passenger accidents, and a decrease of interest in
vehicle purchasing. In this research, the mobility system not only refers to the vehicle,
but includes services and infrastructures surrounding the vehicle. In previous studies,
the Core Module system and the service system have been obtained as basic systems,
as the result of conceptual design of the Value Growth Mobility [3]. The Core Module
system is installed in the vehicle, and enables to adapt the vehicle to driving circums-
tances and user’s conditions. This system uses the algorithm of the Emergent Control
System [6] that allows adjustment to various driving circumstances. By using this
system, it is confirmed a 36% improvement in fuel efficiency and battery life in the
simulation of assumed hybrid cars. By contrast, the service system is assumed to en-
courage the growth of values that user feels towards the mobility through the interac-
tion between the user and the mobility system. However, this system has not been
designed towards the development.

Against this background, this research is aiming to develop the service system en-
couraging the growth of values that a user feels towards the mobility. To realize the
growth of values, it is necessary to consider psychological elements that user feels
towards the mobility. Additionally, it is assumed that the service system will become
complex and large against a backdrop of the progression of ICT or infrastructures [7].
Hence, the M-V model is used to develop the service system. The M-V model is an
integrated model of the M model (Multispace design model) [8], which models design
acts and knowledge for these acts by using multiple spaces, and the V model [9],
which supports to develop the complex and large systems. In this paper, a basic de-
sign of the service system based on the M-V model towards the development includ-
ing verification and validation is described.

2 The M-V Model and a System Design Method Based on the
M-V Model

2.1  The M-V Model Integrated the M Model and the V Model

The service system is designed based on the M-V model integrating the M model,
which models acts and knowledge of design by multiple spaces, and the V model,
which visualizes a process of a system development.

Fig. 1 shows the M model [8]. This model is composed of thinking space describ-
ing designing, and knowledge space describing knowledge used in designing. In this
model, designing is defined by induction, abduction, and deduction in thinking space
based on factors in knowledge space. Thinking space is comprised of psychological
space including psychological elements that a user feels towards the design objective,
and physical space including physical elements that realize psychological elements.
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Fig. 1. M model

Psychological space consists of value space and meaning space. By contrast, physical
space consists of state space and attribute space. Value space consists of numerous
values such as social, cultural, and individual values. Meaning space is built of func-
tions and images. State space includes characteristics of the system, dependent on its
circumstances. Attribute space is constructed of characteristics independent of cir-
cumstances. In this model, circumstances refer to the usage environment, including
the user and the ways in which artifacts are used. Knowledge space is comprised of
objective knowledge and subjective knowledge. Objective knowledge holds generali-
ties such as theories and methodologies, including physical laws in natural sciences,
social sciences, and humanities. Subjective knowledge contains specialties that de-
pend on individual contexts. When designing based on viewpoint of the M model,
bottom-up generation of ideas caused by the extraction of elements and detection of
relationships is supported. Thereby, it encourages emergent design which includes the
bottom-up process. In addition, it promotes development that does not depend on
apparent requirements. However, it cannot manage a whole process of development
involving realization, integration, and validation.

On the other hand, the V model [9] is a valuable tool for visualizing and managing
the systems engineering process. Fig. 2 shows the architecture V model. The left leg of
the V represents system decomposition and definition of system architecture based on
requirements of systems derived by analysis of stakeholder’s requirements. The right leg
represents realization of the lowest configuration items, architecture integration with
verification of satisfaction to requirements, and validation of the system. At each de-
composition level, there is a direct correlation between activities on the left and right
sides of the V. For example, a test case confirming a completion of a system must be
determined by an operation scenario clarified on the left. The V model can clarify each
activity in a systems engineering process to multidisciplinary team. In addition, by using
this model, it is possible to support the systems engineering developing solutions in
response to expanded requirements by the growing scale and complexity of large sys-
tems. However, the systems engineering along the V model tends to develop require-
ments analysis and system definition based on apparent requirements in the early stage
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of development. Thereby, there is a possibility that it is difficult to derive latent re-
quirements. Additionally, it may be difficult to perform emergent derivation for new
values in the systems engineering process due to the tendency to be top-down develop-
ment in the range of determined requirements and specification. Hence, it is expected to
propose the system with new values differ from existing systems by encouraging bot-
tom-up idea generation that does not depend on apparent requirements in the stage of
determining requirements or specification of systems.

There are complementary relationships between the designing based on viewpoint
of the M model and the systems engineering along the V model. In the designing
based on viewpoint of the M model, psychological elements and physical elements
are organized from the viewpoint. Thereby, there are expected to realize the bottom-
up generation of ideas caused by the extraction of elements and the detection of rela-
tionships which do not depend on apparent requirements. This idea generation may
cover the top-down design based on requirements in the early process of the systems
engineering. On the other hand, in the systems engineering along the V model, it is
possible to support the whole systems engineering process from the system require-
ments analysis to the latest validation. Furthermore, the systems engineering along the
V model enables to support the verification in each stage due to ensuring traceability
through the whole systems engineering process.

Based on the complementary relationships, in this research, an M-V model inte-
grating the M model and the V model is used to design the service system. Fig.3
shows the M-V model. This model indicates the systems engineering process along
the V model adopting the viewpoint of the M model. A system design method based
on the M-V model, ensures traceability between psychological elements including
value and meaning and physical elements realizing psychological elements. By using
this method, the method enables to organize elements extracted in process of realiza-
tion, verification, or after provision in the systems engineering process. Therefore, it
is expected to perform emergent derivation of value and meaning that was not as-
sumed in decomposition and definition process. These effects are obtained by the M-
V model integrating concepts of the M model and the V model. However, they are
difficult to obtain just combining the design method based on the M model, which
does not manage the process of verification and validation, and the systems engineer-
ing, which develops the system based on apparent requirements.
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2.2 A System Design Method Using the M Method and SysML

To design a system based on the M-V model, the system design method combining
the M method with an elements relationship diagram [10] and SysML (Systems Mod-
eling Language) [11] is employed. The M method with the elements relationship dia-
gram is a design method based on the viewpoint of the M model. On the other hand,
SysML is a modeling language realizing the systems engineering along the V model.

The M method is the design method that adopts viewpoints of the M model. In this
method, the system is developed by organizing elements and relationships between
elements in circumstances and four types of space: value, meaning, state and attribute.
In this research, the M method with the elements relationship diagram is used. The
elements relationship diagram describes each element and their relationships included
in each space of the system. This method enables to develop the design considering
both psychological elements and physical elements at the same time.

On the other hand, SysML is a graphic modeling language that supports specifica-
tion, design, verification, and validation of complex systems. The language describes
systems, their components and environment, and supports modeling the whole system
by using nine diagrams classified into four groups: requirements, behavior, parame-
trics and structure diagram. SysML enables the development of solutions which ad-
dress expanded requirements of large and complexity systems.

By using the M method with the elements relationship diagram and SysML, it is
expected to structure systems that enable to adapt changing conditions of users and
circumstances over time. Fig. 4 shows the combined system design method. Here, the
four steps listed below are repeated optionally.

1. Modelling elements relationship diagram by the M method
Extract elements and organize relationships between elements. In this step,
design considering elements of psychology, physics, and circumstances are
developed to extract and organize elements by viewpoints of multispace.

2. Translating to SysML
Translate elements and relationships to SysML. Viewpoints of the M
model are included to systems engineering through SysML. For example,
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value and meaning elements are described in SysML as the basic elements
of requirements.

3. Detailing System in SysML
Detail system in SysML, along with systems engineering process. For in-
stance, behaviours and structures of the system are newly derived from re-
quirements based on value elements.

4. Arranging Architecture
Translate extracted elements from SysML to their elements relationship di-
agram, and arrange system architecture. To ensure traceability, describe in
each element about relationships of it and SysML diagrams which detail it.
For example, subsystems derived in SysML are arranged as attribute ele-
ments in the elements relationship diagram, and IDs of SysML diagrams
that describe behavior or structure of those subsystems are put down in
each attribute element.

By repeating these steps, the system architecture is modelled. In the process of re-
alization, verification, and validation, the system is developed based on models ob-
tained in the process of design.

3 Proposal of the Service System Realizing the Value Growth
Mobility

3.1  The Service System Including Viewpoint of Timeaxis Design

The Value Growing Mobility is proposed based on Value Growth Design (VGD),
which is a design concept realizing Timeaxis Design (TAD). TAD incorporates the
viewpoint of time into the theory and methodology of design, enabling to adapt vari-
ous circumstances and user’s conditions as well as changing the two over time to be
considered. VGD is proposed based on this concept of TAD. By applying the VGD to
products, values, which the user feels towards the products, increase proportionally to
the amount of usage. In previous studies of VGD, a Value Growth Model is proposed
as a model describing changes of values over time in the process of product’s value
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growth [4]. In this model, from the time before the user purchases the product to the
time the user disposes it is divided by 5 phases describing different features: value
discovery phase, value realization phase, value growth phase, value establishment
phase, and value tradition phase. The value discovery phase occurs when the user
discovers values of an object or product before purchase. The value realization phase
is when, after purchase, the user uses the product or system or learns about its differ-
ent functions and reconciles expectations and the actual use of a product. The value
growth phase is when the user employs an object over time and develops a sense of
attachment to it. The value establishment phase is when the value as a whole even-
tually stabilizes. The value tradition phase occurs when the value begins to decrease
due to physical decay, and is transferred to the next generation of that product or sys-
tem. By using viewpoints of each phase, it is considered possible to design the service
system encouraging the growth of values that the user feels towards the mobility.
Based on viewpoints of the Value Growth Model, the service system realizing the
Value Growth Mobility is designed by the system design method as it was explained
in the previous section. The system is designed based on a concept of encouraging the
growth of values that the user feels towards the mobility by making delight through
travel with the vehicle. Fig. 5 shows the element relationship diagram describing key
elements of the system derived from the concept. In the following sections, the ser-
vice system consisted of these elements and services that they provide are explained.

3.2  Structure of the Proposed System

Fig. 6 shows an internal block diagram describing the structure of the proposed ser-
vice system. The internal block diagram represents interconnection and interfaces
between blocks. For example, Fig. 6 describes interactions between the block on the
left side, “user” and blocks representing structural elements of the service system.
Nested blocks within “vehicle” or “Service Department” represent subsystems of each
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system. As to main subsystems which encourage the growth of values that user feels
towards the mobility, “i-FEEL”, “i-ZOOM”, and “DRIVERZ” are proposed. First, “i-
FEEL” is an emotion recognition system carried inside the vehicle. This system re-
cognizes emotions of the user analyzing his behaviors and physiological data, and
provides services based on emotions. Secondly, “i-ZOOM?” is a camera system carried
inside the vehicle. This system safely takes pictures of both the inside and the outside
of the vehicle based on directions of the user or cooperation with “i-FEEL” while the
user is driving. At last, “DRIVERZ” is a social networking service (SNS) and this
system facilitates communication between users through the vehicle by sharing in-
formation such as pictures and driving routes. By combining these subsystems, the
service system encourages the growth of values that user feels towards the mobility.

3.3 A Process of Service Delivery to User

To encourage the growth of values that a user feels towards the mobility, the service
system provides services appropriate to relationship between the user and the vehicle
with the use of the vehicle. Fig. 7 shows the Value Growth Model and major services
in each phase. Along this model, a process of value growth is explained.

In the value discovery phase, the user can get information about mobility system
including the vehicle and the service system. Additionally, the user can interact with
other users owning vehicle by making friends in DRIVERZ. By these features, the
user receives the delight through travel with the vehicle and discovers fascination.

In the value realization phase, the user then begin realizing values of mobility
through usage of the mobility system. For example, by combining i-FEEL and i-
Z0O0M, i-ZOOM can take pictures of both the inside and the outside of the vehicle
when the user enjoys. The service system provides interactive services between the
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user and the vehicle by the application of emotion recognition technology. Pictures
taken while driving and information of driving routes are stored in cloud computing.
The user can manage these data in DRIVERZ, such as browsing and editing data, or
sharing data with friends. By combining the vehicle and DRIVERZ, the service sys-
tem enhances interaction with other users more than before the user purchases the
vehicle. Through these function, the user feels the delight through travel with the
vehicle and realizes values of mobility.

In the value growth phase, values that the user feels towards the mobility grow the
most. Based on the user’s data stored in the cloud computing including user’s feeling
recognized by i-FEEL and sites that user browsed in DRIVERZ, the service system
analyzes user’s mindset, and delivers services according to them. For example, in the
case there is a site around a drive route where the user would be interested, i-FEEL
proposes the site as a point of dropping in. If the user decides to drop in the point and
conveys the decision to i-FEEL, i-FEEL navigates the user to the point. This informa-
tion of interaction between the user and i-FEEL through services are stored in the
cloud computing, and used to improve analysis of user’s mindset. In addition, by
using information of user’s friends, the service system takes a picture of the user’s
vehicle and the friend’s vehicle when they pass each other. This function promotes
interaction of users while driving. In this phase, the user detects to feel various de-
lights by driving the vehicle. Thus, values grow in this phase.

In the value establishment phase, values that the user feels towards the mobility
become stable. In this phase, because accuracy of analysis about user’s mindset is
high, i-FEEL delivers services catching user’s subtleties of feeling. For example,
when the vehicle finds a view matching user’s mindset, the vehicle automatically
takes a picture of it without user’s directions. Furthermore, the service system be-
comes capable of delivering proposals that make the user recall memories stored
through interactions with the mobility system. For instance, when the vehicle ap-
proaches a point visited in past, i-FEEL proposes to drop in the point with pictures at
the present time. In this phase, because the mobility system gives these delights
through travel with the vehicle, the service system contributes to developing a sense
of attachment in the user. Thereby, the user gets motivated drive the vehicle further.
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In the value traditional phase, the user renews the vehicle. The data stored in the
cloud computing and data of user’s mindset analyzed by the service department are
continuously used to deliver services after the user renews the vehicle. Therefore, the
user can interact with a new vehicle in a similar way as the vehicle that the user used.
Hence, values that the user feels towards the mobility are inherited after the user renews
the vehicle.

These services are described in detail by diagrams representing behavior in
SysML, and essential systems to realize services are derived. Fig. 8 shows one of
sequence diagrams. Sequence diagram represents behavior in terms of a sequence of
messages exchanged between parts. This diagram enables to specify the interaction
between the user and the mobility system. Time proceeds vertically down the dia-
gram. Fig. 8 is an example of the sequence diagram specifying a behavior “the vehicle
recognizes user’s emotion”. First, i-FEEL obtains user’s driving behaviors and physi-
ological data, and analyzes this data and recognizes user’s emotion. Then, i-FEEL
stores user’s emotion and elements causing it in the system and the cloud computing.
By doing this, the service system enables to recognize user’s emotion and to deliver
services based on the particular emotion. In addition, data stored in i-FEEL and the
cloud computing are used to improve accuracy of the emotion recognition, as well as
to analyze user’s mindset. For these reason, it is found that i-FEEL requires a data-
base to store user’s data. Thereby, systems that construct the service system are de-
rived by the analysis of behaviors.

3.4  Provision of Services to Realize Delights through Travel with the Vehicle

As described in earlier sections, items that construct the service system and services
that are provided by these items are assumed to support growth of values that the user
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feels towards the mobility. Fig. 9 shows a part of an elements relationship diagram
arranged architecture of the service system. This diagram describes psychological
elements that the user feels towards the mobility and physical elements that realize
psychological elements in the value realization phase. Subsystems of the service sys-
tem including “i-FEEL”, “i-ZOOM”, and “DRIVERZ” are described as attribute ele-
ments. These attribute elements realize state elements, and state elements realize
meaning elements such as “the vehicle automatically takes pictures which the user
wants” and “the user shares pictures with other users in SNS”. These elements satisfy
a value element “the user feels the delight through travel with the vehicle”. Thus, the
service system promotes interaction between the user and the mobility system through
SNS not only when the user drives the vehicle, but also when the user is not driving
the vehicle. As the result of the interaction, the user feels the delight through travel
with the vehicle by using the service system, and this system encourages the growth
of values that the user feels towards the mobility.

3.5 Future Tasks towards Embodiment the Service System

Towards the realization of the proposed service system, a design of the lowest confi-
guration items is currently developed. Drive recording technology, which is already
been commercialized, enable to realize i-ZOOM. Additionally, DRIVERZ can be
realized by technologies used in existing SNS to architect software and usage of in-
ternet. Similarly, systems generated based on technology seeds are realized by using
attribute elements, which are bases of the idea generation, as the lowest configuration
items or directly. By contrast, the emotion recognition system that is the core of i-
FEEL is difficult to realize by using seeds of technology, because technologies of
emotion recognition are in the process of development. Thus, it is necessary to con-
sider in detail about index parameters and methods for emotion recognition based on
existing technology. As these index parameters, user’s behaviors and physiological
data are proposed. However, this system has not been developed in detail for embo-
diment. As a future task, it is necessary to verify feasibility of emotion recognition
based on proposed index parameters. As the result of system verification, the lowest
configuration items of the emotion recognition system can be decided. Additionally, it
is necessary to define items of other systems and develop the design of the service
system towards validation, whether it encourages the value growth of mobility or not.
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4 Conclusion

In this research, the design of the service system realizing the Value Growth Mobility
is developed by the system design method based on the M-V model. As the result of
the design, the service system consisting of subsystems including i-FEEL as an emo-
tion recognition system, i-ZOOM as a camera system, and DRIVERZ as a social net-
working service is proposed. This service system enables to provide interactive
services between the user and the mobility system or other users, such as taking pic-
tures automatically based on the user’s emotion and sharing information with friends
through SNS. By these interactions, it is expected to encourage the growth of values
that the user feels towards the mobility.

In further research, toward a validation whether the proposed service system en-
courages the growth of values of mobility, it is necessary to continue the design of the
service system.

References

1. Mitsubishi Research Institute, Inc., The Grand Design for The New Century, Nikkei Inc.
(2000) (in Japanese)

2. Tanaka, S.: Mirai yosoku report 2009-2015, Nikkei Business Publications, Inc. (2008) (in
Japanese)

3. Matsuoka, Y.: Dawn of Timeaxis Design, pp. 46-72, 95-104. Maruzen Publishing Co.,
Ltd. (2012) (in Japanese)

4. Kanazawa, S., Sato, K., Matsuoka, Y.: Value Growth Design Model Based on Design
Science. In: The 15th International Conference on Machine Design and Production,
UMTIK, Turkey (2012) [CD-ROM]

5. Kamiya, K., Kito, A., Alvarez, J., Sato, K., Nishimura, H., Matsuoka, Y., Furugori, S.: De-
sign of a Service System for Vehicle Users by Applying Multispace Design Method and
SysML. In: Proceedings of the Asia-Pacific Council on Systems Engineering Conference
2013, APCOSEC, Japan (2013) [CD-ROM]

6. Furugori, S., Yamazaki, T., Kuroda, Y., Suetomi, T., Nouzawa, T., Ujiie, Y., Nakazawa,
K., Matsuoka, Y.: Value Growth Design in a Next Generation Mobility. Oukan, The Jour-
nal of Transdisciplinary Federation of Science and Technology 6(1) (2012) (in Japanese)

7. Kawamoto, T.: Vision of Future Automobile. In: JIDOSHA-GIJUTSU. Journal of Society
of Automotive Engineers of Japan 67(1) (2013) (in Japanese)

8. Matsuoka, Y.: Multispace Design Model Towards Integration between Industrial Design
and Engineering Design. In: Proceedings of Design Research Society 2012. Design Re-
search Society, Thailand (2012)

9. Forsberg, K., Mooz, H., Cotterman, H.: Visualizing Project Management: Models and
Frameworks for Mastering, 3rd edn. John Wiley & Sons, Inc., New Jersey (2005)

10. Matsuoka, Y., Ujiie, Y., Asanuma, T., Takano, S., Izu, Y., Sato, K., Kato, T.: M method -
Design Thinking on Multispace. Kindai-Kagaku-Sha, Tokyo (2013)

11. Friedenthal, S., Moore, A., Steiner, R.: A Practical Guide to SysML. The Morgan Kauff-
man OMG Press (2008)



Developing the HMI of Electric Vehicles

On the Necessity of a Broader Understanding of Automotive
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Abstract. BMW i, as a sub-brand of the BMW Group, targets on delivering
sustainable solutions for individual mobility. One of the most important steps
on this path was the introduction of the all-electric BMW i3 in 2013. In order to
design not only the vehicle in itself, but also especially the newly developed
electric vehicle related functions for optimal customer experience, the HMI de-
sign process substantially relied on repeated usability testing and large interna-
tional field trials. With more than 34 million test kilometers absolved during the
MINI E and the BMW ActiveE field trials an extraordinary knowledge base
about customer needs related to e-mobility contributed valuable input to the de-
velopment of the user interface of the BMW i3 and HMI challenges beyond the
vehicle like charging wallbox, smartphone app and web portal related to driving
electric.The paper reports on the unique process of defining the user interface of
the BMW Group’s first purpose-designed electric vehicle including the non-
vehicle-based e-mobility infrastructure components. Based on selected use cas-
es, the interplay between evolutionary steps in the HMI and continued usability
testing shows how user-centered design is applied for a completely new kind of
vehicle, thus providing insights on the necessities of iterative testing for disrup-
tive innovations.

Keywords:MINI E, BMW ActiveE, BMW i3, BMW i, user interface, HMI,
ConnectedDrive, 360° Electric, BMW iRemote App, web portal, wallbox Pure
& Pro, charge, AC, DC, car sharing, DriveNow, ChargeNow, eDRIVE.

1 BMW i3: Design Background

The BMW i3 is not just another car in the portfolio of the BMW Group. It is the pio-
neer to a new era of electric mobility and represents the BMW Group’s first purpose-
built and volume-produced model driven purely by electric power. Some important
characteristics which strongly influence the development of the user interface are:

e A new LifeDrive vehicle architecture with the battery pack housed in the
aluminium drive module and a lightweight carbon fibre life cell on top. This design
provides a spacious passenger cabin with an even floor free of obstacles and no
constructive separations between the passengers.

A. Marcus (Ed.): DUXU 2014, Part III, LNCS 8519, pp. 293-304, 2014.
© Springer International Publishing Switzerland 2014
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BMW eDrive hybrid synchronous powertrain developed specifically for the BMW
13, maximum output: 125 kW/170 hp, peak torque: 250 Nm (184 1b-ft) which re-
sults in an unusually silent yet powerful propulsion.
Extremely ambitious sustainability targets (concerning production: 70% less water
consumption, 50% less energy consumption covered by 100% renewable energy)
which lead to an exceptionally high proportion of naturally treated, recycled, and
renewable raw materials. This creates a puristic interior which resembles more a
lounge than a cockpit.
A built-in SIM card as standard equipment which allows permanent connectivity
with the BMW backend server. Thus, highly demanding user requests can be
processed outside the car (like e.g. real time intermodal routing) and the result of
the calculation is then sent back into the car. On the other hand, the user can al-
ways stay in contact with the car from anywhere in the world.
A minimalistic project approach: The BMW i3 is designed for a range of 130-160
km because after years of field tests we know that this provides a fully adequate
autonomy for more than 90% of all mobility demands involving a car of that-
size[1]. In order to fulfill the sustainability and efficiency targets this means that ef-
ficiency information concerning range, how to optimize it and how to avoid waste
of energy becomes crucial. It also means that minimalism or as we call it “clever
simplicity” must be the guideline for the overall user interface. It also means
weight plays a crucial role and every LED, every button and every cable would
have to be justified.

e Yet a holistic project approach which offers not just the car, but anything else a
user, leaser, or owner of the car might need: From a green electricity contract to a
solar car port, from a ChargeNow RFID card which allows charging at most Euro-
pean public charging stations towallboxes for faster home charging, from a smart-
phone app for Apple and Android devices (BMW iRemote App) to a relaunched-
ConnectedDrive web portal which allows to change car settings, share information
with other users and stay informed if anything happens which can potentially influ-
ence the disposability of the car. To sum it up, when we speak about the user inter-
face, we do not only mean the car but all thesetouchpoints.

e And last but not least the pursuit of globally addressing new user groups who ei-

ther do not own a car at all or just use one occasionally, who are not technically

minded and do not have experience with BMW interaction principles.

2 Development Process

The aspects mentioned above only form a subset of constraints and objectives. They
were enriched by a large set of product requirements defining the story of the car and
its functionality. But it is important to mention that the development process was not
linear. As e-mobility is a comparatively young field of intense research and develop-
ment, the initial set of requirements kept changing, too. As for example drive train
and battery proceeded, new constraints and requirements came up, leading to a con-
stant discussion on where the boundaries of customer relevance lie. At the same time
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not only the BMW engineers kept learning, but also the global legislation and homo-
logation landscape was and still is subject to drastic changes.

Thereby, an important reference point for development was the idea of a minima-
listic car which is part of a larger, sustainable, and premium quality mobility system
and which emphasizes the aspect of sharing the drive with others. Another was the
target to form a user interface which is clever (meaning: offering adequate solutions
for the user) yet as simple as possible (meaning: less features and buttons and knobs,
low number of alternatives provided, few interaction steps, clear priority of informa-
tion). These references helped to define two initial UI foundations:

1. The so-called basic layout which determines position and distribution of all con-
trols and displays in the cabin
2. The size of the displays which clarifies the informatory focal points

Working on these two lead to a set of more specific requirements:

e In contrast to other BMW motorcars, the cockpit should not provide driver-
orientation — neither physically nor in terms of informatory exclusiveness. Only
those controls and displays essentially needed for driving should be grouped
around the steering wheel and designed in a highly minimalistic manner. Instead,
emphasis should be put on information which is relevant and accessible for all pas-
sengers in the car. The result is a cluster instrument which is formed by a 5,8” LCD
screen with additional tell tales, accompanied by a 10,2” center display for all na-
vigation, ConnectedDrive, infotainment, communication, and setup functions
(“iDrive”) as standard equipment.

e To fulfill the functional grouping of drive functions and to allow a much more
flexible usage of the interior space the gear selector needs to be moved from its
typical position between the front seats to the steering wheel area.

e As the whole startup and driving is silent, appropriate feedback must be provided
to ensure mode awareness.

e The so-called one-pedal-feeling which is applied in MINI E and BMW ActiveE
must be preserved and improved. This means that lifting the foot from the drive
pedal activates a regenerative braking which decelerates the car to a full standstill.
At the same time solutions for easy maneuvering in tight spaces and on slopes —
fulfilled by idle creep on conventional combustion cars with automatic gearboxes —
must be found.

e The fact that the car needs to be charged brings a totally new activity to the majori-
ty of users. So the overall procedure in terms of ease of use, cable stowing and
handling, feedback, controllability etc must be highly user friendly and inviting.

e As we could also learn from an extensive social media analysis and from years of
MINI E and BMW ActiveE field tests, detailed information must be provided on
how to drive efficiently and thus maximize range. Hereby maximum advantage
should be drawn from the built-in connectivity.

e Car, smartphone app, and web portal must work togetherseamlessly and speak the
same “language”. Also its aesthetic structure should form a clear link to the
BMW i brand.
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The iterative development process included the following phases, including a con-
stant monitoring of social media postings and testing of competitor’s cars.

1. Initial ideation, utilizing key findings of MINI E field studies.

2. Construction of a functional mock-up with simulated displays.

3. Mock-up usability testing (in a static driving simulator). Focus: Cluster instrument

layout, air conditioning controls, and gear selector.

4. Development and testing of the BMW ActiveE UI especially focusing on newly

developed EV specific functions as pre-production versions of the BMW i3.

5. Construction of a fully roadworthy prototype (called “I/One”) on technical basis
MINI E with fully integrated simulation of system behavior, demonstrating the full
interior, exterior, and smart phone app UL

. I/One usability testing (on test track).

. I/One usability testing (on test track) of the redesigned overall UI.

. Usability tests of smartphone app and wallbox professionalUI.

. Cross cultural usability testing with BMW dealers from US and China and J.D.
Power representatives from ECE, US, and China.

O 00 3 O\

The following chapters point out some highlights which might serve as good examples
to illustrate how the above mentioned requirements and objectives were finally united
into one concept. All examples show the ECE / German UI. US and China Ul can differ.

3 Highlights of the BMW i3 Ul

3.1 Cluster Instrument

The cluster instrument is the driver’s primary source of information and as such plays
an important role in reflecting the whole story of the car. In case of the BMW i3 that
was an extremely challenging task because from a company’s perspective it is not
easy to quit with the design paradigm of driver orientation and to abandon its iconic,
brand shaping center instrument (Fig. 1).

Fig. 1. BMW heritage (Fotocredit: BMW Group): The current “two eyes” (F20 1 series, left /
A0161657) and “four eyes” (F10 5 series, right / A0173684) cluster instruments. Dotted line
(right) indicates the display size of the BMW i3 cluster instrument display in comparison.

The display of the BMW i3 cluster instrument (Fig. 2) bears all basic driving in-
formation — such as speed, range, drive train info etc. Because of the minimalism
design requirements this display measures half of the display area in the 5 series
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cluster instrument depicted in Fig. 1 — and the 5 series instrument is additionally
equipped with four analogue pointer instruments [2]. It is obvious that this ambitious
target size required a radical reduction of information both in terms of quantity and
complexity.

016.7 km

Fig. 2. Cluster Instrument BMW i3 (Fotocredit: BMW Group): Display area with current
speed, drive train gauge, fill levels andranges for petrol (range extender version) and battery.
Top left on board computer (toggle). Top right Trip. Green speed indication: Current speed =
ACC or DCC resume speed. ECO PRO: Current mode).

First thing to be eliminated was the analogue speedometer. It has doubtlessly clear
advantages when it comes to quantitative judgment and the perception of dispropor-
tionally varying values [3]. But in the context of a car for metropolitan areas, with a
limited top speed of 150 km/h (93 mph) and without manual gearbox it is more im-
portant to respect the inner city speed limit rather than to compare at a glance speed
and revs to choose the right gear. To partly compensate the higher mental workload of
reading digital numbers instead of interpreting a pointer angle, the speedometer num-
bers are more than double the size recommended in EN ISO 15008:2009 and form the
center of the instrument.

Below, a drive train gauge is the only remaining indicator resembling an analogue
instrument. It shows current deployment or regeneration of electric power and pro-
vides subtle efficiency information: The blue brooch marks the limits of efficient
acceleration and deceleration (without using the foot break the white pointer would
not exceed the left efficiency limit). The thickened zone around the coasting point in 6
o’clock position recommends a smooth driving style which results in moderate needle
movements (white marker). Few information on this instrument have its exclusive
display areas, like current speed and range. Large parts of the display area are used in
multiple ways: A Check Control Message or person warning overrule fill levels and
trip, but never current speed and electric range (Fig. 3).

1 05 kmih 016.7 km+26.5 °¢

DSC ausgefallen! GemaBigt fahren

Fig. 3. Cluster Instrument BMW i3 (Fotocredit: BMW Group): Check Control Message (left)
and person warning (right) overrule information of lower priority
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Total mileage, clock, and current consumption is default content on most BMW
cluster instruments. Here, a rigid selection had to be made: The clock is anyhow
shown on most iDrive menus (in the status bar) so it was integrated into the on board
computer list. There one can also toggle to total mileage and current consumption.
This reduction of information density and unnecessary redundancy is what is meant
by “clever simplicity”. More than ten layout versions were designed and evaluated in
expert assessments, in the end three were extensively tested in the mentioned usability
tests on the driving simulator and on board the I/0ne test platform, leading to signifi-
cant changes from each iteration step to another.

3.2  Gear Selector

As the drive train of the car is operating with a fixed gear, the user can only choose
between P, R, N, and D. No manual gears have to be selected. This also means that
the interaction frequency is lower in comparison to a car with manual and automatic
gearbox. However, it quickly became clear that this component demanded for a spe-
cific set of requirements, including ergonomic, technical, and aesthetic aspects.
Amongst these are

Distinctive representation of the electric drive train

Defensive interaction gesture in contrast to “sporty” gear shift sticks
Clear semantic concerning mechanical degrees of freedom
Optimized interaction without visual control

Still full visibility and reachability for all percentiles

Moving the gear selector functions to the steering wheel area can be made in mul-
tiple ways. Push buttons for P, R, N, and D are one option, as realized in other
EVs/cars on the market, but this form of interaction requires additional hand-eye-
control and may increase driver distraction. Literally hundreds of sketches and long
discussions later the following design took form: A rotary, monostable control,
mounted on the steering wheel with the scheme aside (Fig. 4).

Fig. 4. Gear shifter BMW i3 (Fotocredit: BMW Group)
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This design allows achieving another advantage: Compatibility between operation
direction of the control and the activated direction of drive. So, moving the rotary
lever forwards activates “D”, pulling it backwards ‘“R”. With respect to the target
group of novice users who typically perceive the classic automatic gearbox scheme P-
R-N-D with “P” in front and “D” in reverse position as a hassle, this is a clear
progress towards intuitiveness. Tests also confirmed that users who are accustomed to
the classic scheme very quickly adopt to the inverted i3-logic — thanks to the combi-
nation of new position, new touch, and new interaction gesture.

At the same time the position behind the steering wheel and the kinematics that re-
quire the deployment of a momentum, make unwanted operations (by falling objects,
playing children,...) practically impossible. As a consequence we also omitted the
shift lock button which is integral part of all BMW gear shifters. The START STOP-
button (SSB) is integrated as well, with slight restrictions in terms of reachability but
optimal visibility. The close grouping of SSB and rotary control also makes it com-
fortable to drive off with one hand gesture — like the one-pedal-feeling does by reduc-
ing the number of shifts from one pedal to the other. The design also allows to inte-
grate a READY indication which is important when it comes to mode awareness.

3.3 Indicating READY State

The silent start of an electric car is fascination and system ergonomic challenge at the
same time — this is a clear feedback from the usability tests: Unambiguous feedback
on whether the car is in ready state or not is crucial to avoid user irritations because of
the missing engine sound. Note that the BMW i3 is equipped with keyless go and
does not have a key insert. Finally, a combination of visual feedback in the cluster
instrument, visual feedback on the gear shifter, and acoustic feedback is indicating
READY. After unlocking the car and opening the door, a short welcome animation is
shown. It remains in the state depicted in Fig. 5.

Fig. 5. Cluster Instrument BMW i3 (Fotocredit: BMW Group): Welcome (top), STAND BY
(middle), READY (bottom)

In this state practically no primary, secondary of tertiary functions are available
which is symbolized by an empty screen. Pushing SSB without footbrake leads to
STAND BY state. Now all iDrive-functions are active, range and fill level are alive,
on board computer can be toggled. But it takes pushing the footbreak to activate
READY state. Now current speed is displayed, the drive train gauge is shown, and
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READY is depicted explicitly. This differentiation helps to distinguish the states and
still highlights the only state with full functionality.

Simultaneously, an orange light band embracing the SSB keeps flashing in all non-
READY states to catch the user’s attention and help him find the first step to get the
car started (Fig. 6). As soon as the footbrake is pressed, the flashing becomes brighter.
In the transition phase towards READY state, the light band first expands towards the
rotary lever and then changes color to electric blue. This color coding was chosen to
indicate electricity as well as efficiency messages. The expansion of the light band
unites SSB, scheme, and rotary lever and so conveys the message: “time to turn the
lever”.

Fig. 6. Gear Shifter BMW i3 (Fotocredit: BMW Group): non-READY state (left), transition to
READY state (middle) , READY state (right). Night design, “P” active.

Additionally, an acoustic sound indicates activation (increasing frequency) and de-
activation (decreasing frequency) of READY state. In contrast to the indications in
cluster instrument and gear shifter, this indication is temporary during the transition
phases to preserve the quietness of the car but feedback when necessary. Of course it
is fundamental that all three feedback mechanisms work together synchronously.

3.4  Selected e-Mobility Functions of iDrive

To enhance comfort or to convey efficiency information as requested during the field
tests, several e-mobility specific functions were added, and some were removed: As
range plays an important role the user wants to be in control how to use onboard elec-
tricity. Dominant factor is the driving style and a large set of functions help to drive
efficiently (drive train gauge, ECO PRO modi), to motivate the user (ECO Tips, effi-
ciency challenge via smart phone app,...), and to offer solutions before situations
become critical (see section 3.6).

But an influencing factor is the usage of auxiliary consumers, too - especially A/C.
The car heating in the winter can reduce the net range drastically. 2°C more or less ca-
bin temperature can make the difference if the destination can be reached or not. In
order to provide maximum transparency, a highly reliable range prediction is calculating
in real time. Additionally, the new menu “Auxiliary consumers” clearly depicts how
much range is currently consumed by the A/C system. This menu also indicates the
effect of the seat heating which issurprisingly low: Setting both seat heatings on MAX
would always result in a range reduction below 1km. With this information the user can
easily decide how to compromise best between climate comfort and range (Fig. 7).
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. | Auxiliary consumer:

Fig. 7. NewiDriveMenue “eDRIVE” BMW i3 (Fotocredit: BMW Group): Auxiliary Consum-
ers. Seat heatings are turnedoff, so no range potential is displayed.

On the other hand,functions from the BMW i3 predecessor BMW ActiveE were
abandoned to reduce complexity, to avoid irritations amongst our non-early adopters
clientele, and simply because improved technical solutions have been found which
made monitoring of certain parameters unnecessary. The BMW ActiveE “eDRIVE”
menue “Battery Info” is a good example for that (Fig 8). It gave technical insight into
the state of health of the high voltage battery, including the parameters battery tem-
perature and state of charge (SoC) in [%]. It has been removed from the BMW i3
menus, raising questions among the early adopters community. The reason is: In con-
trast to the MINI E and BMW ActiveE cars which the early adopters have been using
for a long time, the BMW 13 is equipped with a highly effective thermal HV-battery
management and, as already stated, a very reliable range prediction.

B2 ./ BAYERN3 TP

=F Temperatur

3 Ladezustand

+% Reichweite

Fig. 8. Removed iDriveMenue “eDRIVE” BMW ActiveE (Fotocredit: BMW Group /
A0145735.): Battery Info including Battery Temperature, SoC, and Range.

As both was not the case in MINI E and BMW ActiveE, users were accustomed to
make their own range calculations and therefore needed SoC in [%]. Also, monitoring
battery temperature used to be necessary to predict degradation effects — in the rare
case of a degradation this information is now integrated in the BMW i3 drive train

gauge.
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3.5 Charging the Car

To increase intuitiveness, charging functions were redesigned from the socket to the
app: The cable is stowed in its own compartment to keep the interior clean and tidy.
The plug socket is brightly illuminated to facilitate connecting at night and also incor-
porates a clear color and frequency coded indication of all relevant states, e.g. “charg-
ing” with blue flashing and “fully charged” with constant green (Fig. 9).

Einstellung $ndern

) "= Standkiimatisierung jetzt aktivieren

i

Fig. 9. Charging features of BMW i3 (Fotocredit: BMW Group / A0145735.). Top: Cable box
under the bonnet, illuminated socket, Goodbye Screen. Bottom: BMW iRemote App, charging
screen (range extender version).

After plugging in, the instrument cluster converts into a charging screen, informing
about all relevant details such as time until full charge or chosen timer settings and
range after a full charge. To keep operation easy, by default the user does not have to
make any difficult decisions or settings: Just plug in and charge. Those who use the
car regularly will find the week calendar helpful. It allows to set departure times and
precondition battery and cabin — a feature that enhances comfort and range. All these
settings are kept very clean, and when the drive is ended with a push on the SSB, a
“Goodbye Screen” is shown, summing up the most important parameters. Also, set-
ting changes can be made right from that screen. Charging progress, timer settings
etc. can always be monitored via BMW iRemote App to ensure flexibility and to keep
the user informed about the vehicle status — push and pull wise.

3.6 Selected Satnav Functions

A powerful set of satnav functions will help to cure “range anxiety”: By default the
map provides two outlines indicating the range in all directions in current drive mode
and in the most efficient one named ECO PRO + (Fig. 10).

Hereby, traffic conditions, topography, week day, temperature, and road net are in-
corporated, calculated on the backend server. Also charging stations can be displayed,
including detailed information on socket types and (depending on data provider)
availability and ChargeNow readiness. In Fig. 10, close to the current car position a
green symbol is half hidden. It represents a user chosen “preferred charging station”.
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Fig.11.iDrive Range Assistant BMW i3 (Fotocredit: BMW Group): Pop up

A so-called Range Assistant permanently monitors it and as long as the symbol is
green it is possible to reach it. If returning there becomes tight, a pop up window warns
in time, providing alternatives how to get back safely (Fig. 11). This happens indepen-
dently of the navigation system guiding status. But the range assistant also takes action
if range and distance to destination do not match, shown in Fig 11, too: The flag symbol
represents the current navigation destination, the plug the favorite charging station. In
the header in blue “Electric range not sufficient” is inscripted, providing the alternatives
to change route criteria to ECO PRO Route, to select ECO PRO + mode or to search for
charging stations along the route. In this example, only switching to ECO PRO + mode
would allow to reach the destination and get back “home”. Again, the layout of the pop
up window was iteratively modified until it got its dominantly graphical expression: It
allows a quick comparison between the criteria “arrival time”, “buffer”, and “comfort”
(note that ECO PRO + switches A/C off — the user is informed about that when ECO
PRO + is activated) — which the user prioritizes situatively.

4 Conclusions

Selected aspects of the BMW i3 UI show how MINI E and BMW ActiveE field tests
laid the road to its development. The user’s voice has been constantly heard over a
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period of 6 years, additionally including numerous iteratively applied testing methods
corresponding with the increasing level of BMW i3 UI maturity (cf. also [4]). A par-
ticular challenge was the application of a highly minimalistic yet clever approach
which underlines the whole “project i’story. We are convinced to deliver not only
ease of use but also: Sheerpleasure.
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BMW Group and our academic research partners. Most of allwe would like to thank
our customers and usability test participants for their support and inspiring feedback.
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Abstract. In recent years, wayfinding is one of the aspects in urban city design
that emerge with digital technologies in the smart city [1] development in Chi-
na. However, before building a smart city, some issues need to be solved in the
wayfinding system within cities in China such as misleading signs, irrational
roadway design in transportation. This field study report is part of my research
project, in which examples of three prime cities (Beijing, Shanghai, Hong
Kong) and two 2™ tier cities (Suzhou, Nanjing) are discussed to examine the
functionality and usability of interactive wayfinding design. The findings of this
report showed that emerging new technologies with wayfinding concept and
theory that is based on user experience makes wayfinding more effective and
functional. Some alternative guidelines and solutions of usable wayfinding de-
sign are provided to help people live in a safe environment rather than live in
just a fully digitalized city.

Keywords: interactive wayfinding, wayfinding design, user experience, urban
infrastructure, mobile internet.

1 Introduction

In China, over a hundred cities have planned to transform themselves into smart ci-
ties.[2] Wayfinding design in transportation is one of the important aspects in urban
city infrastructure [1]. The question now is what role could “wayfinding” play in the
planning and development of smart cities in China? Wayfinding is a kind of systemat-
ic communication [3] which helps people find their way. Basically, the purpose of
wayfinding is to help people obtain quick and accurate communication and informa-
tion in terms of legibility, readability and convenience. It can be applied broadly in
urban informatics, infrastructure service, transportation, city planning, travel spots,
and more. Traditionally, graphical elements and tools like graphs, diagrams, data,
charts, colors, typography, images, sound tracks, via maps, symbols, signs or bill-
boards, information kiosks are used for wayfinding.

With the rapid development of new technologies in recent decades, the definition of
wayfinding became broader. An experienced architect, Kelly C. Brandon, explained
how wayfinding could contribute to the urban design process: “Wayfinding design is the

A. Marcus (Ed.): DUXU 2014, Part III, LNCS 8519, pp. 305-316, 2014.
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process of organizing spatial and environmental information to help users find their
way. It should not be considered different activity from traditional signage design, but
rather a broader, more inclusive way of accessing all the environmental issues.” [4] He
also quoted Kevin Lynch’s city elements (ie. Paths, Edges, Nodes, Landmarks and Dis-
tricts) in urban design [5], the idea of which is used for mapping information easily.

Nowadays, ubiquitous digital technologies are integrating with wayfinding design,
and are making both more interactive and dynamic. Technology is changing the tradi-
tional form of wayfinding design via different digital means, such as touch screen,
sensor system, smart card, media facades, digital signage, internet system, GPS, au-
tomation and so on. In addition to the convergence of pervasive, interactive and digi-
talized tools for wayfinding, the functionality has become more globalized, locative
and informative in real time mode to let people find their way much easier.

According to China Daily (13-8-2013), “The smart city program aims to create an
innovation network, optimizing the use of technology in the design and operation of
infrastructure and buildings in a way that meets the city's current and future de-
mands.” [6] However, smart city development cannot just rely on digital hardware
and should avoid excessive emphasis on emerging IT technologies while neglecting
the basics of urban design. To this end, the method that can deliver a clear guideline
and alternative solutions on wayfinding design which integrates with cultural ele-
ments, user experience design and emerging IT technologies, such as GPS mapping,
touch screen and voice control technology, internet or mobile user platforms, etc., in
urbanization should be applied.

This paper is part of the research report of “Examining the functionality and usabil-
ity of interactive wayfinding design within cities in China” which will take about two
more years to complete. The field study, which forms the backbone of the research
report, had taken six months and involved three prime cities (Beijing, Shanghai, Hong
Kong) and two 2nd tier cities (Suzhou and Nanjing) in China. Those cities were used
as examples to examine the functionality and usability of interactive wayfinding de-
sign. The report will consist of case studies and analysis and is divided into five major
parts: 1. Introduction; 2. Overview of Interactive Wayfinding; 3. Digital Platform
Wayfinding Solutions; 4. Wayfinding Concept and Theory Application; and 5. Hu-
man Factors in Wayfinding Design. During the research process, it is found that mo-
bile internet and voice control technology would become a very important tool to
emerge in interactive wayfinding in the future.

In the coming 18 months, ongoing research including survey will be continued.
Municipal authorities, design participants and general public in China are the targets.
The objective is to give an overview with comparison of the merits and drawbacks in
the existing wayfinding design in aforesaid cities, and highlighting the potential ob-
stacles / problems envisaged in order to providing solutions with practical alternatives
and strategies for future development.

Furthermore, the report will also discuss how to motivate people in China to use
the wayfinding design and enforce the execution of the design, especially in the view
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point of municipal governments. Because different provinces are using different stan-
dard for implementation of the system in urbanization, some fundamental issues and
problems in the current wayfinding design therefore need to be addressed and dis-
cussed before building a smart city.

The concept and theory of “wayfinding” was quite new to people in the past dec-
ades in China. Most of the books were targeted only at educators, students and used
for curriculum. Theories, case studies, photos were often taken from foreign coun-
tries. Only a few of the foreign books on “wayfinding” had been translated into Chi-
nese for local people’s reference [7-9]. To make it more useful for China, it is worth
to examine the principles of wayfinding design and to integrate them properly with
interactive design, emerging IT technologies and urban infrastructure service in the
context of China.

Hopefully, the research at its completion will be beneficial to local governments as
well as the general public in China by providing them with a wider perspective of
wayfinding design and enhancing their awareness of the possible barriers in effective
communications in urban infrastructure service.

2 Overview of Interactive Wayfinding

Hong Kong’s infrastructure design, including interactive wayfinding design, is often
used as example and reference for China’s cities. Under the principle of one country,
two systems, Hong Kong has become one of the prime cities in China since 1997
[10]. Hong Kong has been awarded numerous international rankings in different as-
pects [11-13]. Overall its infrastructure is highly ranked among other countries in the
world. [14] Its wayfinding design is better than many other cities in mainland China.
Because of these merits, its interactive wayfinding designs for its infrastructure, such
as airport, subway and roadway, etc. are often taken as example and reference for
China’s cities. Similar contemporary design can be found in Beijing and Shanghai.
Advanced technologies and applications are also integrated with interactive tools to
help people get information easier and faster. For example: information kiosk (with
sensor, touch screen, smart card, QR code, internet, GPS, mobile internet for checking
real time traffic situation, destination and transport schedules), digital signage and
media facade with motion graphics to deliver messages, etc.

Along with the increasing demand for transport service created by both interna-
tional and local people in China [15-16], the wayfinding systems in transportation are
also digitalized, modernized and commercialized, but neglecting the need of consider-
ing user experience in applying wayfinding concept and theory. As millions of rural
people and foreigners are moving to prime and 2™ tier cities for jobs and business
opportunities, it is necessary to foster the public to use new wayfinding systems with
interactive tools and enforcing execution of applying a correct wayfinding concept
and theory. This has become a real challenge to local governments.
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3 Digital Platform Wayfinding Solutions

3.1 Digital Information Kiosk

Digital information application is popular in wayfinding in transportation, such as free
stand information kiosks which are frequently used for people finding information
and destinations at new airports, railway and subway stations. Some kiosks are there
for checking real time highway traffic conditions to and from airport; others are for
checking travel spots, desired destinations nearby, local weather and advertising.

Fig. 1. Different forms of interactive information kiosks are emerging in wayfinding Photo by
Author - Location: Beijing, Shanghai

Most interactive information kiosks provide high resolution graphics, text, sounds,
maps, GPS system, touch screen buttons and navigation bar. However, the design of
most information kiosks still has a lot of room for improvements. For instance, most
of the local brands of information kiosks provide information in the Chinese language
only. This is a common problem — it is not user friendly for foreign commuters. (See
Fig.2) For them, a few foreign brands provide multi-language but are found only at
major transport hubs in Beijing and Shanghai, while none can be found in 2™ tier
cities. From the field observation, each person spent around 3 to 5 minutes in average
to complete the searching through clicking different interfaces in applications. That
means in average a kiosk is able to serve only 12-15 users hourly. Therefore, informa-
tion kiosks may not be an efficient means for mass transit wayfinding. It simply
cannot cope with the increasing demand of passengers at the transport hubs at peak
seasons, such as Lunar New Year and other long public holidays (according to China
Daily, there will be more than 3.62 billion trips on roads, via trains, planes and ships
during 2014 Lunar New Year) [17]. More alternatives need to be considered.
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Fig. 2. Touch screen type of interactive wayfinding — only available in the Chinese language
Photo by Author - Location: Shanghai

3.2 Emerging Mobile Technology

Mobile phone platform as the tool in wayfinding would become more and more im-
portant in future. People can get information quickly and conveniently through the
mobile internet. According to the report by (CNNIC) China Internet Network Infor-
mation Center: “the number of mobile internet users in China had reached 464 mil-
lion by the end of June 2013, up by 43.79 million over the end of 2012. Amongst all
the Internet users, those using mobile phones to access the Internet rose from 74.5%
to 78.5%, a higher growth rate than that of the second half of 2012. According to the
data released by the Ministry of Industry and Information Technology, the number of
users who use mobile phone to access the Internet in China had reached 783 million
by May 2013. Despite the difference, the data above indicated that the size of Chinese
mobile Internet users is huge, and maintains a momentum of rapid development.”[18]
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Fig. 3. Size of Mobile Phone Internet Users Source: CNNIC - Statistical Survey on Internet
Development in China 2013
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This data shows that the mobile internet would be the key tool for searching infor-
mation in the future, provided that the right application interface is available, and
utilization of mobile technology would be one of the effective alternatives for dealing
with mass transit wayfinding. According to Phoenix New Media of the 2014-01-31
instant, over 60% passengers have purchased their railway tickets through the mobile
internet during the 2014 Luna New Year [19-20]. Mobile phone users can use free
Wifi to surf the internet for finding instant traffic schedules, ways of buying tickets,
and their destinations in a quick and convenient manner instead of lining up to wait
for their turn searching for information in front of the kiosk. It is unlike information
kiosks which provide only limited real time mode in wayfinding within the related
district. In a way, the information kiosk is only good for those who are not conversant
with mobile internet applications, eg. some elderly or illiterate people. For mass
transportation, the mobile platform is seemingly the most efficient tool for interactive
wayfinding as of today.

3.3 Integrated Voice User Interface (VUI) Technology

Integrated with an advanced voice user interface [21] would also be a feasible way-
finding solution. According to the book “Voice User Interface Design” by Cohen
Michael H. James Giangola. Jennifer Balogh: ‘‘“VUI would free the user to be far
more mobile, as speech input eliminates the need to look at a keyboard...Hand-held
devices would be designed with larger, easier-to-view screens, as no keyboard would
be required. Touch-screen devices would no longer need to split the display between
content and an on-screen keyboard, thus providing full-screen viewing of the con-
tent.”[22], it inspired that when VUI further develops, its voice control elements
could be applied and integrated with the interactive wayfinding system. The devel-
oped VUI eliminates the cumbersome steps and layers of guiding or directing inter-
faces, enabling people to communicate directly with the voice responder to retrieve
target wayfinding information more efficiently, and could therefore get information
more conveniently.

3.4 Collaboration between Government and IT Industries

In mainland China, the only internet service provider (the China Internet Network
Information Center) and the mobile telecommunication providers (like China Mobile,
China Unicom, China Netcom and China Telecom) are all state-owned enterprises
under the control of Chinese Government. Therefore, it is crucial to obtain enough
support from the Chinese Government for any wayfinding system to be integrated
with digital applications for the purposes of large scale usage, eg. the use of mobile
technology in transport services, where massive data and high performance speed
access at busy locations are carried out through the mobile network to deliver real
time information, identify the current location, checking traffic, tickets, or weather. In
order to develop the right strategies and solutions for dealing with such, one may need
to go even further to collaborate with IT industries and research organizations for
leveraging with say, cloud service, graphical processing unit (GPU), QR codes apps
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and mobile location apps, [23-26], etc. An example of such successful cooperation is
‘Di Di Taxi Calling’ application. This App was developed by private enterprises in
China. Basically, it integrates the taxi calling system with a GPS, so that a customer
through the mobile network can notify the nearby taxi drivers of his/her request for a
taxi service whilst the driver can see the calling customer’s location through the GPS.
If a driver decides to take the job, he can reply to the customer and that call order will
be deleted on the mobile screen. With this App, the driver can capture much more
business opportunities and it offers the customer much more effective way of finding
a taxi.

HANEBUAGFiES

Fig. 4. “Di Di Taxi Calling” App in transport wayfinding in China. Screen Source: HKTVB
News

In fact, some overseas industries have used mobile voice technology in wayfinding
such as the “Apple iOS ICar” in automobiles [27]. (See Fig.5) Mobile voice technolo-
gy eliminates the cumbersome procedures of going through numerous layers or inter-
faces using tiny buttons on the touch screen to operate the system [28]. For the mobile
voice technology to be successfully adopted in China, it needs the support and colla-
boration between the Chinese government and private enterprise, particularly, in es-
tablishing a common standard or interface that can be shared by all or at least most of
the mobile network service providers in order to enhance the usability of the wayfind-
ing system in China.

“1 Infinite Loop”

“ice cream”
“San Francisco”

Fig. 5. “Apple iOS ICar”: iPhone mobile voice control system integrated in wayfinding in
automobile industry Screen Source: youtube.com
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4 Applying Wayfinding Design Concept and Theory

During the field study research, there has been found to be misuse of wayfinding de-
sign in transportation as illustrated below. This finding reflected that the fundamentals
of wayfinding concept and theory such as sign placement, position, typography, col-
ors, size as well as spatial and environmental organization have been neglected. This
kind of misuse of design would surely affect the quality and image of a smart city.

4.1 Placement, Typography, Colors, Position, Scale

When cities in China took reference of Hong Kong’s wayfinding design, some impro-
per designs were also borrowed. (See Fig.6)

Fig. 6. (Left) Confusing and chaotic queue lines in Hong Kong’s Mass Transportation Railway
System (Right) The confusing sign was adjusted by tapping yellow sign in Suzhou Subway line
Photos by Author - Location: Hong Kong and Suzhou

(Fig.6) The design of the queue lines was intended to guide commuters to line up in
proper order at the train doors (Left photo). The package consists of 6 lines and 5 ar-
rows. The column in the middle is for commuters leaving the train, while the others are
for commuters boarding the train. The problem here is that the total width of the col-
umns is much greater than the width of the train door. It creates chaos, especially during
busy hours. The same wayfinding design can also be found in many subway and railway
stations in China. In Suzhou, (right photo) the original sign was found to cause confu-
sion and chaos, the design was manually adjusted by using a yellow tap sign on the
floor. If the wayfinding design has taken into account the spatial organization effects in
terms of user needs and experience, this problem would not have happened.

Inconsistent street names and road signs can often be found in cities in China. They
are unclear, hard to read or understand, thus creating potential risks for both the driv-
ers and pedestrians. In addition, incorrect signs with misspelled words cause confu-
sion. Some signs show only Simplified Chinese words, while others are using Pinyin
[29] (using Latin letters to help pronounce the Chinese words), which is the only rec-
ognized translation system being enforced in mainland China [30]. If foreigners do
not recognize Chinese, what is the use for them to spell the Pinyin, even with correct
intonation? They do not know the meaning. It is difficult for them to memorize the
strange combination of Pinyin Latin letters of street names and places. Foreign visi-
tors simply cannot find their ways using these types of road signs for wayfinding.
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Fig. 7. Misused typography and color in one of the signs of a busy subway station Photo by
Author - Location: Beijing

(Fig.7) Line No. 13 is one of the busy subway lines in Beijing. The word “Dric-
tion” on the top sign plate is a typo and the correct word should be ‘Direction’. The
even more correct translation is “To DONGZHIMEN’. Station names are only availa-
ble in Chinese, without any Pinyin. The yellow and white colors are in weak contrast,
thus reducing legibility and readability in wayfinding.

Fig. 8. Misplacement of sign plates at escalators in the newly built Nanjing railway station
Photo by Author - Location: Nanjing

(Fig.8) The sign label on the escalator floor is wrongly placed. Both the sign label
with the text ‘Please hold the handrail’ (left photo) and the sign label with the text
‘Please keep clear’ (right photo) are placed upside down. Although it may not be the
designer’s mistake, it has defeated the purpose of the wayfinding design and reflects
that there is a lack of wayfinding knowledge or poor management in implementing
the wayfinding design.
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Fig. 8. Large Scale Traffic Signs Photo by Author - Location: Nanjing

(Fig.9) This is a good example of applying a wayfinding concept and theory. The
size of the digital traffic timer and arrow signs is much larger than those found in
many other cities in China. It is highly visible for both drivers and pedestrians at the
road intersection whether at day or nighttime. It helps provide a safe and convenient
environment for users in the city. It also reflects that different provinces are using
different standards for building their wayfinding system in urban development.

4.2  Urban Planning Design

Urban planning design can also affect the functionality and usability of wayfinding.
Some irrational infrastructure design appearing in the new city planning and devel-
opment in China reveal that there is insufficient application of a wayfinding concept
and theory based on a user’s need and experience. In Fig.10 below, the bus station
(left photo) and the bush fencing (right photo) is constructed in the middle of the ze-
bra crossing. The road crossing function and the bus waiting / loading & unloading
function are crashing. This is a representative example of irrational urban planning in
wayfinding.

Fig. 10. Irrational road design in wayfinding Photo by Author - Location: Shanghai

5 Human Factors in Wayfinding Design

No matter how a city is integrated with advanced technologies to improve a citizen’s
quality life, it would be worthless if people are to abuse the wayfinding system and do
not follow the rules in a city. For example, see Fig.11. Zebra crossing is one of the
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wayfinding features commonly found in roadway systems. Around the world, pede-
strians always have the right of way crossing the road. In China, it is seldom the case.
Many drivers violate this code of traffic and challenge pedestrians walking on the
zebra crossing, causing chaotic and dangerous situations on the roads. To improve the
situation, tighter enforcement of the traffic laws and regulations as well as more ad-
vertising and education are advised to foster people, including drivers and pedestrians,
to better make use of wayfinding tools.

Fig. 11. Chaotic and dangerous scenes at zebra crossing happen frequently in China Photo by
Author - Location: Beijing

6 Conclusion

In this field study report, it is revealed that though the proposed smart city may
emerge with new high-tech applications, a poor wayfinding design in urban infra-
structure system would decrease its efficiency and weaken the city image. It needs a
proper balance between emerging technologies and wayfinding concept and theory
application which is based on user experience. Three prime cities (Beijing, Shanghai,
Hong Kong) and two 2™ tier cities (Suzhou, Nanjing) were examined to explore the
positive and negative scenarios of interactive wayfinding in transportation in China.
The report showed that mobile voice control technology is effective digital platform
solutions that would be the future wayfinding tools and would be widely applied in
smart cities in China. However, it is necessary to obtain enough support and collabo-
ration between the Chinese Government and private enterprises to enhance the effec-
tiveness of the interactive wayfinding platform. As a guide for design practitioners
and local government officials who are responsible for the implementation of the
wayfinding design, the basic concept and theory of wayfinding must be considered
and incorporated with the urban design of the city in order to make it a smart city.

In my ongoing research project, a smart city will be chosen for further in-depth
surveying and experiment for wayfinding design. Hopefully, the final paper would be
beneficial to local governments and general public in China by providing them with a
wider perspective of wayfinding design and enhancing their awareness of the possible
barriers in effective communications in urban infrastructure service.
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Abstract. Advances in technology have enabled increasingly sophisticated au-
tomation to be introduced into the flight decks of modern airplanes. Generally,
this automation was added to accomplish worthy objectives such as reducing
flightcrew workload, adding additional capability, or increasing fuel economy.
To a large extent, these objectives have been achieved. Safety also stood to
benefit from the increasing amounts of highly reliable automation. Indeed, the
current generation of highly automated transport category airplanes has general-
ly demonstrated an improved safety record relative to the previous generation of
airplanes. Vulnerabilities do exist, though, and further safety improvements
should be made. To provide a safety target to guide the aviation industry, the
Secretary of Transportation and others have expressed the view that the aviation
industry should strive for the objective of none accidents. Training standards
and currency in manual flying skills may well have deteriorated, but are these
changes in proportion to the tasks and situations typical of modern operations,
or really at the root of handling related safety concerns [9].

Keywords: Automation, Manual procedures, Pandemia.

1 Introduction

This appears to be what the FAA have done (a pandemic in modern aviation); but it’s
easy to find error as it is a normal aspect of human behavior. However, without evi-
dence that these ‘errors’ directly contribute to reduced safety (and what are these er-
rors), more of ‘this or that” simple solution will not guarantee any improvement. You
may only improve the skill in ‘flying one-engine ILS (Instrument Landing System).
The FAA’s investigation has used pilot error as a stopping point; the human is at
fault, thus train the human — more currency. This simplistic approach may miss under-
lying problems, and until these and the contributing factors are understood then any
meaningful intervention cannot be formulated. What about the organization, econom-
ic, and social changes; has the baseline human behavior been affected by these [1].
Modern views of human factors by-pass human error with the concept of variability;

A. Marcus (Ed.): DUXU 2014, Part IIT, LNCS 8519, pp. 317-325, 2014.
© Springer International Publishing Switzerland 2014
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this is a performance characteristic necessary to manage daily activities. No situation
is perfect / clear cut, work activity is a compromise. So one aspect to consider is if
pilots are sufficiently trained / skilled in the process of compromise — the judgment
that originates from situation assessment and choice of action (aspects of airmanship),
and which also involves risk management, and the skills of thought when stressed.
This thread talks about manual handling errors. But it's not about "faults". It’s more
about lack of being able to fulfill the role the human still has his place in the cockpit:
To take over when the electrons go the wrong way. See figure 1.

Fig. 1. The ILS-(Instrument Landing System)

Training standards and currency in manual flying skills may well have deteri-
orated, but are these changes in proportion to the tasks and situations typical of mod-
ern operations, or really at the root of handling related safety concerns [2].

Again, you sound great intellectually and such questions might be worth investigat-
ing. They expect us to be able to take over, fly the airplane out of any danger irrespec-
tive to any of the above (and even you are a customer every now and then). Even on
newer cars equipped with cruise-controls and distance monitoring/intervening you
still need to be able to brake yourself. We know what you mean, but still insist that
the underlying problem here, is that the basics are not taught well enough and the
acquired is not maintained enough. This might be simple, but then it's just as simple
to remedy it [3].

2 Contextualization

On April 26, 1994, an Airbus A300-600 operated by China Airlines crashed at Na-
goya, Japan, killing 264 passengers and flightcrew members. Contributing to the ac-
cident were conflicting actions taken by the flightcrew and the airplane’s autopilot.
The crash provided a stark example of how a breakdown in the flightcrew/automation
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interface can affect flight safety. Although this particular accident involved an A300-
600, other accidents, incidents, and safety indicators demonstrate that this problem is
not confined to any one airplane type, airplane manufacturer, operator, or geographi-
cal region. This point was tragically demonstrated by the crash of a Boeing 757
operated by American Airlines near Cali, Columbia on December 20, 1995, and a
November 12, 1995 incident (very nearly a fatal accident) in which a American Air-
lines Douglas MD-80 descended below the minimum descent altitude on approach to
Bradley International Airport, CT, clipped the tops of trees, and landed short of the
runway[4].

As a result of the Nagoya accident as well as other incidents and accidents that ap-
pear to highlight difficulties in flightcrews interacting with the increasing flight deck
automation, the Federal Aviation Administration’s (FAA) Transport Airplane Direc-
torate, under the approval of the Director, Aircraft Certification Service, launched a
study to evaluate the flightcrew/flight deck automation interfaces of current genera-
tion transport category airplanes. The following airplane types were included in the
evaluation:  Boeing: Models 737/757/767/747-400/777, Airbus: Models A300-
600/A310/A320/A330/A340, McDonnell Douglas: Models MD-80/MD-90/MD-11,
Fokker: Model F28-0100/-0070 [5].

The Federal Aviation A chartered a human factors (HUMAN FACTOR) team to
address these human factors issues, with representatives from the FAA Aircraft Certi-
fication and Flight Standards Services, the National Aeronautics and Space Adminis-
tration, and the Joint Aviation Authorities (JAA), assisted by technical advisors from
the Ohio State University, the University of Illinois, and the University of Texas. The
HUMAN FACTOR [6]. Team was asked to identify specific or generic problems in
design, training, flightcrew qualifications, and operations, and to recommend appro-
priate means to address these problems. In addition, the HUMAN FACTOR Team
was specifically directed to identify those concerns that should be the subject of new
or revised Federal Aviation Regulations (FAR), Advisory Circulars (AC), or policies.
The HUMAN FACTOR Team relied on readily available information sources, includ-
ing accident/incident reports, Aviation Safety Reporting System reports, research
reports, and trade and scientific journals. In addition, meetings were held with opera-
tors, manufacturers, pilots’ associations, researchers, and industry organizations to
solicit their input. Additional inputs to the HUMAN FACTOR Team were received
from various individuals and organizations interested in the HUMAN FACTOR
Team’s efforts [7].

When examining the evidence, the HUMAN FACTOR Team found that traditional
methods of assessing safety are often insufficient to pinpoint vulnerabilities that may
lead to an accident. Consequently, the HUMAN FACTOR Team examined accident
precursors, such as incidents, errors, and difficulties encountered in operations and
training. The HUMAN FACTOR Team also examined research studies that were
intended to identify issues and improve understanding of difficulties with
flightcrew/automation interaction. In examining flightcrew error, the HUMAN
FACTOR Team recognized that it was necessary to look beyond the label of
flightcrew error to understand why the errors occurred [8].
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We looked for contributing factors from design, training and flightcrew qualifica-
tion, operations, and regulatory processes. While the HUMAN FACTOR Team was
chartered primarily to examine the flightcrew interface to the flight deck systems, we
quickly recognized that considering only the interface would be insufficient to address
all of the relevant safety concerns. Therefore, we considered issues more broadly,
including issues concerning the functionality of the uderlying systems. From the
evidence, the HUMAN FACTOR Team identified issues that show vulnerabilities in
flightcrew management of automation and situation awareness and include concerns
about:

e Pilot understanding of the automation’s capabilities, limitations, modes, and
operating principles and techniques. The HUMAN FACTOR Team frequent-
ly heard about automation ‘“‘surprises,” where the automation behaved in
ways the flightcrew did not expect. “Why did it do that?” “What is it doing
now?” and “What will it do next?” were common questions expressed by
flightcrews from operational experience.

e Differing pilot decisions about the appropriate automation level to use or
whether to turn the automation on or off when they get into unusual or non-
normal situations (e.g., attempted engagement of the autopilot during the
moments preceding the A310 crash at Bucharest). This may also lead to po-
tential mismatches with the manufacturers’ assumptions about how the
flightcrew will use the automation.

Flightcrew situation awareness issues included vulnerabilities in, for example:

e Automation/mode awareness. This was an area where we heard a universal
message of concern about each of the aircraft in our charter.

e Flight path awareness, including insufficient terrain awareness (sometimes
involving loss of control or controlled flight into terrain) and energy aware-
ness (especially low energy state).

These vulnerabilities appear to exist to varying degrees across the current fleet of
transport category airplanes in our study, regardless of the manufacturer, the operator,
or whether accidents have occurred in a particular airplane type. Although the Team
found specific issues associated with particular design, operating, and training philos-
ophies, we consider the generic issues and vulnerabilities to be a larger threat to safe-
ty, and the most important and most difficult to address. It is this larger pattern that
serves as a barrier to needed improvements to the current level of safety, or could
threaten the current safety record in the future aviation environment. It is this larger
pattern that needs to be characterized, understood, and addressed. In trying to under-
stand this larger pattern, the Team considered it important to examine why these vul-
nerabilities exist [9]. The Team concluded that the vulnerabilities are there because of
a number of interrelated deficiencies in the current aviation system:

e Insufficient communication and coordination. Examples include lack of com-
munication about in-service experience within and between organizations;
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incompatibilities between the air traffic system and airplane capabilities; poor
interfaces between organizations; and lack of coordination of research needs
and results between the research community, designers, regulators, and
operators.

e Processes used for design, training, and regulatory functions inadequately
address_human performance issues. As a result, users can be surprised by
subtle behavior or overwhelmed by the complexity embedded in current sys-
tems operated within the current operating environment. Process improve-
ments are needed to provide the framework for consistent application of
principles and methods for eliminating vulnerabilities in design, training, and
operations.

e Insufficient criteria, methods, and tools for design, training, and evaluation.
Existing methods, data, and tools are inadequate to evaluate and resolve
many of the important human performance issues. It is relatively easy to get
agreement that automation should be human-centered, or that potentially ha-
zardous situations should be avoided; it is much more difficult to get agree-
ment on how to achieve these objectives.

e Insufficient knowledge and skills. Designers, pilots, operators, regulators,
and researchers do not always possess adequate knowledge and skills in cer-
tain areas related to human performance. It is of great concern to this team
that investments in necessary levels of human expertise are being reduced in
response to economic pressures when two-thirds to three-quarters of all acci-
dents have flightcrew error cited as a major factor.

e Insufficient understanding and consideration of cultural differences in de-
sign, training, operations, and evaluation. The aviation community has an in-
adequate understanding of the influence of culture and language on
flightcrew/automation interaction. Cultural differences may reflect differenc-
es in the country of origin, philosophy of regulators, organizational philoso-
phy, or other factors. There is a need to improve the aviation community’s
understanding and consideration of the implications of cultural influences on
human performance.

3 Method

Based on our investigations and examination of the evidence, these concerns
represent more than a series of individual problems with individual, independent solu-
tions. These concerns are highly interrelated, and are evidence of aviation system
problems, not just isolated human or machine errors. Therefore, we need system solu-
tions, not just point solutions to individual problems. To treat one issue (or underlying
cause) in isolation will ultimately fail to fundamentally increase the safety of airplane
operations, and may even decrease safety[10].

The flaws in the commitment of decision-making in emergency situations and the
lack of perception related to all elements associated with a given situation in a short
space of time indicate, often, lack of situational awareness. Automation always
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surprises the crews and often prevents them from understanding the extent of this
technology that is very common in aircraft units with a high degree of automation.
These facts are discussed in a subtle way by aircraft drivers who can not do it openly,
as it might create an impression of professional self-worthlessness (self-deprecation).
This leads to common questions like: What is happening now? What will be the next
step of automated systems? This type of doubt would be inadmissible in older aircraft
because the pilot of those machines works as an extension of the plane. This scenario
contributes to emotional disorders and a growing hidden problem in the aeronautical
field [11]. These unexpected automation surprises reflect a complete misunderstand-
ing or even the misinformation of the users. It also reveals their inability and limita-
tions to overcome these new situations that were not foreseen by the aircraft design-
ers. Our studies showed a different scenario when the accident is correlated with
systemic variables. It has identified the problems or errors that contribute to the fact
that drivers are unable to act properly. These vectors, when they come together, may
generate eventually a temporary incompetence of the pilot due to limited capacity or
lack of training in the appropriateness of automation in aircraft or even, the worst
alternative, due to a personal not visible and not detectable non-adaptation to automa-
tion. We must also consider in the analysis the inadequate training and many other
reasons, so that we can put in right proportion the effective participation or culpability
of the pilot in accidents. Our doctoral thesis presents statistical studies that allow us to
assert that the emotional and cognitive overload are being increased with automation
widely applied in the cockpits of modern aircraft, and also that these new projects do
not go hand in hand with the desired cognitive and ergonomic principles.

Fig. 2. Throttle Quadrant (http://aeroprado737-800ng.blogspot.com.br/2013/07/tq-conjunto-de-
manetes.html)
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4 Conclusions

As with many airlines it is self-funded by the student and thus is kept to a minimum
number of sessions. As with other airlines the type rating is combined with an OPC. A
few decades ago, in my early life entering the airlines, we were taught to fly the Au-
thomatic Control in the Throttle Quadrant (TQ) course, with SOP's (Standard Operat-
ing Procedure) attached. The line operations were refined during line training. The
initial emphasis was knowing how the automated new system worked and how to fly
it. The line training refined these skills and expanded how to operate it within the
airways system and a multitude of busy airports and small visual airfields. Under-
standing the complexities of the systems came with our 'apprenticeship', which had
started. When automation became readily available we used it to reduce workload
when we felt like it. We didn't really trust it but we used it knowing we could easily
disconnect it when it didn't do what we wanted. Now some airliners want everything
done on autopilot because it can fly better than any pilot. Airlines hire young pilots
with little experience and they are shown how you don't need to hand fly any more
because of automation. Labor is cheap. Then Air France Flight 447 accident shows
the world how wrong that was. All that flight needed was one pilot in the cockpit who
knew how to hand fly but they didn't so everybody died for no reason. Nowadays the
TQ (Throttle Quadrant - see figure 2)

The course seems to shift the emphasis more towards SOP's (Standard Operating
Procedures) during the maneuvers, some of which are with normal & non-normal
scenarios. Some of the non-normals scenarios are non reported. It was not the com-
plexity of their feelings which did put them into trouble, it was the lack of training,
Understanding of those systems. This ignorance created a complex system when in
fact with proper training it would have been quite simple. One wonders if the policy
of many airlines to use relatively (2 years experience). They have followed the self
same course of knowing what to do, but not the how and the why. They then pass on
this diluted knowledge to the next generation of cadets who will become the next
generation of equipments and so the downward spiral of knowledge continues. SOP's
are so intense that the first thought of a pilot in a less than ideal situation is to ask,
"what does the book say?" Second, if at all, comes "what is the most sensible airman-
ship thing to do?" By the time you arrive at the 2nd option it might be too ate as the
a/c was still traveling very fast during the first phase of questioning confusion. The
oldies do what is best instinctively, and within the book boundaries, but are not afraid
to bend the SOP's; the newbie are terrified to even blow at the boundaries and thus
delay making some decisions and then have to race to catch up. All old farts were
newbies once, but mostly with a longer and deeper apprenticeship than today.

If the industry is gong to continue making captains with relatively low hours then
the training of manual skills, and especially systems knowledge and understanding of
all their possibilities, needs to be more in depth to compensate for the shorter appren-
ticeship. Too many commands can be given to those whose professional checks are
above average and the knowledge is perfect. So we can not cover all eventualities.
Most incidents and accidents started quite subtly and the human intervention, or lack
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of it, caused a can of worms to develop, when it was preventable. And that's a whole
other discussion about a good crew being preventative rather than reactive. Slavishly
following this scenery is not always preventative, but that was touched upon in an
earlier thread. I guess lack of training never applied to us old guys. We kind of trained
ourselves. We couldn't afford a lot of formal training. Our first few thousand hours
had no automation so we just took our hands and did what was needed to fly. The
HUMAN FACTOR Team developed recommendations to address the vulnerabilities
and deficiencies from a system viewpoint. Our consideration of human performance
issues, however, was focused primarily on the flightcrew [13]. We did not attempt to
address human performance issues associated with other personnel involved in the
aviation system, such as flight attendants, ground personnel, air traffic services per-
sonnel, or maintenance personnel. Because the system is already very safe, any
changes should be made carefully to avoid detracting from existing safety practices.
The Team believes we must improve and institutionalize:

e Investments in people (designers, users, evaluators, and researchers). For ex-
ample, flightcrew training investments should be re-balanced to ensure ap-
propriate coverage of automation issues.

e  Processes. It is important to improve how design, training, operations, and
certification are accomplished. For example, regulatory authorities should
evaluate flight deck designs for human performance problems.

e Tools and methods. New tools and methods need to be developed and exist-
ing ones improved to accompany the process improvements.

e Regulatory standards. Current standards for type certification and operations
have not kept pace with changes in technology and increased knowledge
about human performance. For example, flightcrew workload is the major
human performance consideration in existing regulations; other factors
should be evaluated as well, including the potential for designs to induce
human error and reduce flightcrew situation awareness.
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Abstract. Critical action panels (CAPs) are hardwired safety panels installed in
control rooms of oil and gas platforms. They are used as redundant backup for
safe shutdown in cases where software systems fail. The panels of many instal-
lations in the North Sea today do not follow modern standards and regulatory
requirements, while other installations have not yet implemented CAP panels.
These use instead large safety matrices, which can cause information overload
as they are also used for process operation. This paper presents design prin-
ciples for modern CAP design followed by a conceptual CAP design layout.
The design rationale is primarily based on a study for an operational installation
on the Norwegian continental shelf. Regulatory demands as well as user
requirements and needs were followed to create a functional display. The objec-
tive of the design was maintaining the user’s situation awareness while harmo-
nizing with the software-based interfaces in the control room. The CAP design
was reviewed against requirements and proved acceptable.

Keywords: Critical action panel, control room, petroleum platform, interaction
design.

1 Introduction

The first Norwegian oil platform began production mid June 1971. Today, this num-
ber has expanded to 76 fields, making it by far Norway’s largest industry. In 2012 it
represented more than 23 per cent of the country’s total value creation [1]. To main-
tain the safety of a steadily growing number of platforms, operators and workers, new
standards and regulation are being put in place, requiring improvements of the oldest
installations.

Modern oil and gas production process use software-based semi-automated sys-
tems for process monitoring and interaction from the platform’s central control room
(CCR). The Norwegian Institute for Energy Technology (IFE) in Halden has a long
history of performing safety oriented research for both the petroleum and nuclear
industry. Focus areas have been on supporting process overview, production optimi-
zation, plant safety and designing software-based interaction solutions. But what hap-
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pens when software systems fail? How do operators maintain safety, and in a con-
trolled way stop and shut down the plants production systems?

The main system used for this is the critical action panel, CAP, a simplified safety
panel primarily used as the last resort to shut the platform down safely [2]. The CAP
can also be used to restart the main electrical functions on platforms that have been
completely shut down and possibly even abandoned.

The panels are hardwired to installation safety functions as a redundant backup
system, typically wall mounted and ranging in size from A3 to AO. The panel is typi-
cally positioned near the operator’s normal seated position, but not necessary placed
in normal field of view. Typical CAP designs are shown in figure 1.
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Fig. 1. Example of CAP designs from other platforms (Source: IFE design)

Upon failure of electricity or of the normal control and display systems (often
software based), the operators require access to key functions such as fire and gas
(F&G), emergency shutdown (ESD), and communication to be accessible on the pan-
el. One of the key challenges is observing and differentiating relevant findings and
problems in time constrained situations. According to Meshkati [3], the use of deci-
sion and memory aids can minimize failures and human errors during abnormal situa-
tions. These challenges are not domain specific, and can also be experienced for other
complex fields such as nuclear power plants [4].

The daily operation of a platform is typically done on operator station (OS) com-
puter screens and large screens displays (LSDs). The LSD is used for a ‘big picture’
overview, whereas the OS is used for detailed in depth process interaction. As the
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CAP is rarely used, the panel design should be harmonized with the daily used OS
and LSD interfaces, matching their mental models of the problem [3] and aid in mak-
ing correct decisions. One challenge of the CAP design described in this paper was
visual harmonization to inform operators of structural and functional interrelations as
suggested by Javaux et. al [5], making the unfamiliar, familiar.

Fig. 2. Example of graphical elements from LSD with which the CAP should harmonize
(Source: IFE design)

The rationale of the design presented in this paper is primarily based on a collabo-
ration of CAP development with a Norwegian platform (not named here for commer-
cial reasons). The platform was in use of extended safety matrices for fire and gas,
and emergency shutdown. The matrices contained most safety depending functions in
addition to many operational functions, cluttering the panel with too much informa-
tion. Per definition, the contents of operational functions impeded the matrices of
being labeled a CAP panel. The matrices did not follow all requirements and regula-
tions of modern platforms nor were they consistent with the newer software based
solutions, e.g. colour coding for different alarms and statuses. The background for the
project was that no single standard covering human factors of CAP design is currently
available for the industry.

This paper is organized in the following way; relevant background material for
CAP design is identified with a description of the design process. Based on this, de-
sign principles and CAP design is explained by figures and text. Lastly we outline a
conclusion and suggest topics for further work.

2 Design Approach: CAP Design Basis

The following chapter outlines relevant background material for CAP design and
work method. The project followed a work process as described in ISO 9241-210 [6],
providing requirements and recommendations for design principles throughout the
life cycle of computer based interactive systems. Systems designed by use of human
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computer design (HCD) methods are described as easier to understand and use, more
productive, and efficient while reducing discomfort and stress [6].

The method has emphasis on the users, their needs, skills and judgment. Accord-
ing to Nielsen [7] however, this does not mean that the users should be entitled to
design the panel freely, as users can be coloured by learned habits and behavior and
don’t like to deviate from current incorporated practice [8]. The project also identified
human cognitive capacity limitations as important for CAP design. Humans have
limited cognitive abilities and are prone to make errors; especially when put in situa-
tions they are not used to or feel comfortable in [8]. These limitations emphasize the
importance of designing for human support and aspects such as situational attention
drawing, limited memory requirements and intuitive mental perception.
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Fig. 3. Interdependence of human centered design activities (Source: ISO 9241-210, p. 11)

The first step of designing a usable, intuitive panel was however to scope the con-
text of use and identify user needs under relevant situations. Who will be using the
panel, apart from the operators and in which situations? What safety functions are
required for a safe shutdown? How can the physical design layout help to prevent
accidents related to human error?

2.1  Scoping: Context of Use

The primary use of the panel is when all software systems fail and the control opera-
tors have to safely and securely shut down the platform, in many cases before aban-
doning the offshore platform. In some cases this can be under heavy seas or loss of
electricity and work light. The buttons and alarm lights must therefore be constructed
in a clear and visible manner with safety locks or hatches to prevent accidental activa-
tion. A set of overall functional and ergonomic requirements was set at the start of the
project to define a common goal for development. This guide for scoping CAP use,
was used during all project meetings and workshops:
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1. The CAPs intended use is when the software system fails to safely shut down the
platform. It’s not designed to maintain production.

2. The CAP shall be clearly marked in the CCR.

3. The CAP interface shall be suitable for awareness and actions during emergency
situations with a simple and clear command structure.

4. The CAP shall be independent of other control and display systems.

5. The text should be readable at arm’s length in Norwegian, (here translated to Eng-
lish).

6. All functions and alarms must have a clear meaning and be consistent with other
equipment in the CCR such as the large screen display and the operator stations
software displays.

As the CAP will not be in daily use, the information on the panel has to be self-
explanatory and logical for the user. They have to perceive the status and dynamics
happening around them, understand what that information means and its projection in
the future [9], described as maintaining situation awareness. The operators need to con-
centrate solely on what is going on in those situations, preventing the mind from wan-
dering to render vivid and detailed observations, often referred to as mindfulness [10].

2.2 User Requirements and Work Process

The control room operators are the primary users of the panel, however, there are
certain electrical aspects such as isolation of various areas and rooms of the platform
that trained electricians are responsible for and are considered the secondary users of
the CAP. Another group is the emergency preparedness team, usually situated some-
where near the control room, that require platform situation information without dis-
rupting the operators in their work. This group is in need of read only availabilities.
Finally, cleaning and technical groups require accessibility for maintenance.

The project identified user requirements from relevant standards and guidelines.
They were composed as a combination of acquiring rules and regulations form stan-
dards such as ISO and NORSOK (Norwegian continental shelf competitive position),
technical requirement reports from the petroleum authority of Norway and interviews
with the end users. Table 1 shows a short summary of the required safety functions
extracted from standards and regulations.

A draft list of all obligatory, recommended and nice to have requirements was
listed before user involvement. The interviews and conversations with the users were
performed in groups with all participants present to stimulate ideas and transfer know-
ledge and experience. Each of the listed requirements were discussed with the opera-
tors and approved or rejected for use on the CAP (where regulations allowed) during
an extensive workshop. The conclusions resulted in a list of design principles fol-
lowed by multiple design iterations that were repeatedly evaluated against require-
ments and user satisfaction.

Gestalt principles such as proximity, closure, colour coding, consistency and simi-
larity [13], were used in the design process aiming to formulate the layout and use
based on input from regulatory specifications and users needs, skills and knowledge.
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Table 1. Requirements with corresponding proposed design principles for CAP design
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Standard requirements basis

Design principles

Firewater and foam pump sys-
tems

Fire fighting release activation
status

Start of fire water (FW) or
foam pumps called for

Firewater pressure in the fire fighting water
and foam pumps should be displayed with a
gauge. Relevant limits should be presented.

A geographical layout of the F&G areas

Selection of FW/foam pumps | should be used to help the operator faster

for standby/duty
Manual start/stop of FW/foam
pumps

comprehend where the alarm was initiated.

Emergency Shutdown (ESD)

Activation of all safe shut- | There shall be a clear grouping offering con-
down levels trol and display functions for isolation and
Activation of blow down (BD) | shutdown.

Max. Height ———— 1930mm (767)

—§  1350mm (53"

Precise and
Frequent Use, and
Emergency Use
—*®  g50mm (347

Min. Height —————  T60mm {307}

Min. Depth, Operating Space C
1070mm (427)

-

Fig. 4. Control height recommendations (Source: NUREG 0700, p 424)

Ergonomic Considerations. The size of the panel is set to 1200x700 mm with all
functionality included in the current layout. A specific detailed design solution will be
necessary for each platform as the details of production and safety differs. The project
identified relevant ergonomic data from guidelines for the related nuclear domain,
NUREG 0700 [11]. The size fits well in to the typical ergonomic placement guide-
lines of the standard, stating that working panels should be placed no lower than 760
mm above the floor and no higher than 1930 mm [11].




332 B. Petkov and A.O. Braseth

The buttons of the panel should be big enough to be activated even if the operators
are wearing gloves approximately 20x20 mm based on NUREG 0700 guideline stat-
ing that legend pushbuttons (illuminated with internal light) should be 19-38 mm
wide and high [11]. All buttons should be slip resistant and equipped with a safety lid
to prevent accidental activation. The lid will also allow for safe maintenance and
cleaning of the panel without shutting down the entire system [12].

The alarm lamps are only meant to give information and have been made circular
and smaller than the push buttons, § mm in diameter, not to distract the user with too
much information at once and to properly differentiate between information given
(circles) and actions to be performed (square buttons).

2.3  Harmonizing CAP Design with Software-Based Interfaces

The software based information systems give detailed picture of the overall process
state and afford in-depth details. The CAP however, only presents main critical func-
tions, primarily fire and gas, and emergency shutdown. The CAP panel has partly
automated functions, and will shut down certain high danger systems, even if opera-
tors have given no input action. The operators have to be able to distinguish what
functions (1) are activated because they have to or have been automatically activated
by the system, (2) require a release or activation, (3) contain errors or (4) have been
blocked. The project identified for this reason the following as important characteris-
tics supported by the CAP panel: mental models, consistency principles, colour
coding and recognition of software functions will help the operators determine what
information is important to attend to in what order.

3 Results: Design Principles and CAP Design

This chapter presents the paper’s contribution of proposed design principles for CAP
design followed by the actual design layout with corresponding design rationale.

3.1  Design Principles for CAP Design

The following are the proposed design principles for CAP design for Norwegian pe-
troleum platforms:

e  All text on the CAP shall be in Norwegian and terms should be written as used in
daily life. It should be readable at arm’s length and be in a sans serif font.

e  Groupings of control and display function shall be used, based on relatedness and
arranged in order of performance and use.

e A geographical layout of the F&G areas shall be used to help the operator faster
comprehend where the alarm has been set.

e The contents of CAP groupings shall be organized from left to right and top to
bottom, e.g., first the alarm lamp, followed by function, execution, confirmation
and potential blockings, also with corresponding confirmation of blocking action,
based on sequences of use.
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e Alarm lamps for display functions shall differ in shape and size from the action
implementing buttons. The action button shall be placed before any confirmation
lamps.

e The alarm lamps’ colours shall be consistent with the software-based systems.

e Similar alarms placed together shall be distinguishable in appearance.

e All buttons and rotary knobs should have prevention against accidental activa-
tion. The more important button functions should have additional colour coding
for easier recognition.

e All buttons should be made as a latch on/off in order for the operator to both
activate and cancel actions. The light in the button shall be turned on and off.

e Less important buttons such as “Lamp test” and “Acknowledge alarm” should be
placed outside the main area of sight.

e The CAP and control functions on it shall be positioned in accordance with
NORSOK S-002 [2] (standard for technical safety) and a commonly used human
factors standard such as NUREG 0700 [11] or the applicable standard at the time
of detailed design, to allow reach by all expected operators.

3.2  CAP Design

One of the main issues of the design was to give the operators a good visual interpre-
tation of the overall safety related functions on the platform, as well as details over
certain critical areas. On the operator stations this is possible by browsing through
multiple pictures. This was on the CAP solved by grouping together all similar func-
tions and buttons, and arranging them in close proximity to each other by level of use
and physical placement on the platform following Gestalt principles [13]. The opera-
tors can take a step back to see the overall situation of the platform or immerse them-
selves in a certain aspect of the process, a group of functions. The illuminated alarm
lamps will be seen in the peripheral vision and the alarm colour will determine
whether the operator needs to change task focus or continue what he’s working on.

Different functionalities based on actions and alarms are grouped together and se-
parated by distance and the use of a dull grey colour background. The layout and
outline closure of the platform itself with deck-based functions is perceived faster in a
more logical manner. The layout is also recognizable from the software based visual
interfaces of the large screen and operator stations, see figure 2, and helps the opera-
tors maintain a mental picture of situation placement [10].

The groups are placed top to bottom, left to right based on frequency of use. The
functions most often used are in the users primary eye level, with less critical func-
tions placed to the left and most critical to the right.

The principle of mental modeling [8, 13] has also been used regarding visual inter-
pretation of pressure measurements. In the pictures on operator stations, pressure is
primarily displayed as a number. When the number reaches a high or low, an alarm
will initiate, drawing the operator’s attention. On the CAP however, it is of less im-
portance to know the exact number, as when running the process, but rather is there
enough pressure for firewater to reach all areas of the platform? A gauge going from a
normal state, in the middle, to a low red area on the left will quickly indicate potential
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danger if a fire would occur. If the pressure goes beyond warning, a red level-1 alarm

will initiate.
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Fig. 6. Pressure gauges are a good mental model for detecting early signs of failure

Consistency and design affordances with the software systems have been main-
tained also by the use of colour coding of alarms and general information given by the
software. The use of colour has been used conservatively to avoid bringing the users
attention to things that are of less importance. The human eye can only process and
distinguish a limited number of colours at a glance, depending on the design [13]. The
design presented in this paper only uses 4; (1) red for alarm level 1, (2) yellow for
alarm level 2, (3) blue for blockings, and (4) white for initiated sequences and func-
tions that have to or should be activated. The figures show how the panel will look
when the alarms are active and illuminated, the worst-case scenario. During normal
state operation the colours will be less bright and attention demanding.
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Fig. 7. Example of Gestalt principles where similar functions are grouped vertically while item-
related functions are displayed in one horizontal line

In some cases it is not enough to differentiate between functions solely with the
use of colour if many alarms are located in too close proximity. Fire and gas alarms
on the different decks are placed close together and are even displayed with two level-
1 alarm lights, one for detected fire or gas alarm and the other for confirmed. The
difference of which is important because it allows the operators to decide the next
step in fire fighting more directly. Figure 8 shows a geometric symbol around the
alarm lights. The circle indicates a fire while the triangle indicates gas making them
easily distinguishable. These symbols are also used on the large screen display and
therefore easily recognizable by the users, see figure 2. In addition, the positioning of
detection and confirmation alarms, on top of or next to each other, will help minimize
human errors and wrong functionality activation.
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Fig. 8. Colour coding alone isn’t enough to differentiate all alarms

The design presented in this paper differs strongly from safety matrices used to
maintain normal operation and many other CAPs in the concise way information is
observed by the user and given to the system. All information displaying alarms and
notifications are shaped like circular lamps and all tangible interactive measures are
shaped like square buttons. The buttons are also equipped with a light to confirm that
a function has been activated. When the action is deactivated, the light will illuminate.
This consistency does not apply for all panels in use today, see figure 2.

All the information is consistently presented when reading from left to right.
Faults and alarms are placed to the far left, followed by the name or placement of the
alarm. Next comes actions, confirmation of activation, and finally any blockings or
stops of functions.
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Certain functions and buttons are more important to recognize, particularly when
it comes to actions that should be stopped or terminated. The buttons are displayed
with a coloured frame. Stop of ballast pumps and valves that are used to regulate the
ballast and horizontal orientation of the platform in the water is marked with a red
frame (see figure 9 left). If the platform starts to tilt above a certain angle, the big
movements may hurt people and equipment onboard. Similarly, stop of pumps and
valves in the process can have severe after effects and cause injuries. These stops and
shutdowns will have a different effect on the platform that is easier to stabilize; they
are marked with a black frame (see figure 9 right, stop of automatic blow down - BD).

4 Conclusion and Further Work

This paper presents CAP design principles with a corresponding conceptual CAP
design. The contribution is an interface design focusing on maintaining users situation
awareness and mindfulness during highly stressful situations of emergency prepared-
ness. This was accomplished partly through harmonization with the known software-
based interfaces of the control room.

The results presented in this paper were developed based on a design development
performed for a Norwegian oil and gas platform in the North Sea. The functions were
determined based on standard requirements and regulatory demands as well as the
feedback from a user group of operators from the platform in question. The safety
functions have been reviewed against the requirements and design guidelines pro-
posed in the project, and proved acceptable.

We suggest performing studies comparing the operator performance of the newly
developed CAP versus the old safety matrices. This would be beneficial before instal-
ling the CAP design, to verify the added value of the panel. This study can be per-
formed using a large interactive touch screen for verification of functionality and
usability.

Following the prototype production there is also a need for further user testing in a
real setting, located in a control room, preferably under simulated stressful situations.
Measured quantitative performance data would be beneficial for such studies.

Finally, before CAP detailed design, operators should go through simulator train-
ing not only to learn how the panel works, but also to be reassured that all safety re-
lated functionality has been included in the new panel and is in fact responding to
actions in the desired manner.

Even though the CAP design presented here is developed for Norwegian plat-
forms, some of the proposed applied principles and conceptual design is of generic
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value also for other domains. However, detailed clinical CAP design should be taken
in consideration for each individual installation’s functionality and requirements. In
this project, we found it valuable following an iterative user centered design method,
to aid in mitigating installation’s specific needs. We therefore suggest this as an ap-
propriate method for other installations along with performing user studies and design
verification before the panel is installed in the control room. These actions could help
prevent and minimize problems in the CAP detailing phase.
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Abstract. A unique set of challenges exist for implementing user-centered de-
sign principles in the context of military acquisition over and above those typi-
cally encountered by user experience designers. This paper focuses on the tools
and techniques that we have utilized to help ensure that a positive user
experience (UX) will result when Soldiers and systems interact under harsh
conditions on the battlefield. Insights gained from applying these techniques to
system design and evaluation early in the acquisition process and the impact
that their use has had on training and system design are discussed.

Keywords: Agile development incorporating DUXU, design philosophy and
DUXU, usability methods and tools.

1 The U.S. Army MANPRINT Program’s Focus on UX

MANPRINT or Manpower and Personnel Integration was incorporated in the U.S.
Army during the mid-1980’s and is the U.S. Army’s implementation of human sys-
tems integration. It forced a radical change in the way that defense contractors did
business with the U.S. Army, requiring them to focus on the human and on the design
of systems that would better fit Soldiers’ needs and capabilities [1]. This is signifi-
cant because in the military stakes are high; failures in human system interaction at
the user interface (UI) not only result in loss of productivity, but also contribute to
catastrophic incidents with loss of life and limb. Military system acquisition design
successes as well as failures across the joint services have been documented in the
public press and scientific and technical publications. And, in concert with efforts by
organizations such as the National Research Council, whose mission is to improve
government decision making and public policy, have raised awareness of the impor-
tance of considering human factors and human systems integration earlier in the ac-
quisition process and have positively impacted acquisition policy and procedures [2].
The U.S. Army’s MANPRINT program places the user — the American Soldier —
squarely in the center of the design process to ensure that their needs are the foremost
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consideration when making design trade-offs and decisions [3]. The processes and
procedures used to procure equipment have evolved to meet the urgent demands of
our forces in the field. Most notably is the U.S. Army’s Agile Process, which has
sought to keep pace with technological advances and accelerate the pace of network
modernization [4]. The Agile process seeks to meet capability gaps by rapidly inte-
grating emerging Command, Control Communications, Computers, Intelligence,
Surveillance and Reconnaissance (C4ISR) systems and iteratively testing their effec-
tiveness during Network Integration Evaluation (NIE) test events. This process has
raised further challenges for UX designers as we seek to understand our users’ goals,
intentions, and behaviors and use this information to shape the behavior of the tech-
nology so Soldier-system interaction appears natural to the user. Lessons learned
including what has worked well and what has not as we move to become more fully
engaged earlier in the Agile and “traditional” acquisition processes are presented.

2 Cognitive Workload Modeling and Simulation of the UX

Modeling & Simulation (M&S) tools developed by the U.S. Army to support
MANPRINT practitioners help ensure that the UX is optimized throughout the acqui-
sition cycle. One of the key principles of UX is to incorporate user feedback as a
design evolves. MANPRINT practitioners do this by incorporating user feedback as
inputs to the models they develop during each phase of the acquisition cycle. They
develop their models early in the cycle during the Analysis of Alternatives phase [5],
the technology demonstration phase [6, 7], and continue throughout the acquisition
cycle [8].

Using the U.S. Army-developed tool, the Improved Performance Research Integra-
tion Tool (IMPRINT), to design the UX for a C4ISR system, analysts adhere to the
experimental design process replacing experiments with models in the process. They
conduct cognitive task interviews with Soldier subject matter experts (SSMEs) and
include the data obtained as a key step in their model development process. This step
is critical because each IMPRINT model is a hierarchical network of the mission,
functions, and tasks Soldiers perform with the interface associated with the C4ISR
system. Tasks within the models are verified by the SSMEs and modified as neces-
sary to ensure user feedback is a part of the M&S process. Each model run is a
dynamic, stochastic simulation of Soldiers performing their tasks with the C4ISR
system. Once verified, the models are run multiple times.

Multiple IMPRINT models can represent C4ISR systems with alternative designs.
By comparing mission performance across the models, analysts can predict the impact
of the alternative C4ISR UI designs on mission performance. The output IMPRINT
provides to analysts for comparisons can include mission success or failure, mission
performance time, function times, task times, cognitive workload, and task failures.
In addition IMPRINT output can include the effects of environmental variables such
as heat, cold, and clothing. The predicted mission performance highlights issues that
should be the focus of research studies, usability testing, and field tests as the system
design matures. In turn, the completed models and predicted results are verified by
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SSME performance and feedback during usability studies and field tests during later
stages of the acquisition cycle. Any required model modifications are made by the
analysts and the revised models become the baseline for analyses of modifications to
the system design for the next iteration of the acquisition cycle.

2.1  Applying IMPRINT to Measure the UX

Currently, MANPRINT practitioners are using IMPRINT to compare the human ma-
chine interface (HMI) of the manpack radio (AN/PRC-155), to a notional HMI for the
radio. In this example, an analyst used the task-by-task instructions provided in the
radio’s operator manual to an operational vignette provide by SMEs to build an
IMPRINT model that reflects how Soldiers are using the fielded radio during mis-
sions. Next, the analysts walked-through the model with SMEs and incorporated the
operators’ feedback within a revised IMPRINT model. To compare an alternative
design, the analyst is building an IMPRINT model representing a notional radio con-
cept in which the radio operator is guided through the radio operation by an opera-
tional aid or “wizard”. Once again, SSMEs will provide feedback on the model and it
will be revised if necessary. One performance measure that will be included within
each model as output is the number of times that a radio operator requires the assis-
tance of a maintainer to obtain help. Another is operator response time to critical
messages transmitted or received. Mission performance measures will include quan-
titative measures such as wait time for the radio maintainer to respond, costs for radio
maintainers, additional costs for training to task proficiency, mission failures due to
lack of required message response time, and percentage of time in cognitive overload.
Results are being provided to acquisition leadership to demonstrate the trade-offs
between design for usability and its impact on training and performance. Because
Soldiers were part of the model development process the results reflect user feedback
and support UX design concepts. Because the results are quantified, leadership is
likely to accept the trade-off data and this, in turn, should support selection of the
optimum design.

2.2 Applying Human Figure Modeling to Predict the UX

One of the U.S. Army’s programs which is primed to seek out more efficient ways of
executing program acquisition while also integrating the UX is the Enhanced Medium
Altitude Reconnaissance and Surveillance System (EMARSS). The EMARSS con-
sists of a commercial derivation aircraft equipped with a variety of intelligence collec-
tion systems. It has leveraged 3-Dimensional (3D) human modeling to refine system
design and examine design tradeoffs to increase the functionality of the workstation
and the usability of its Uls. In doing so, the program was able to identify a serious
safety concern prior to system design — the likelihood for a torso strike should the
aircraft decelerate quickly — see Figure 1(a). These 3D models also facilitated the
identification of physical dimension concerns that could potentially result in serious
ailments after prolonged use due to the wrist angle for the operators (i.e., carpel tunnel
syndrome) — see Figure 1(b). As a result of the 3D modeling efforts, the program was
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able to investigate and integrate an alternative seat into the aircraft which significantly
mitigated these safety and physical dimension concerns.

Safety Physical Dimension

(@) (b)

Fig. 1. EMARSS 3D modeling to identify UX issues early in the design process

3 The U.S. Army Agile Process

3.1 Early UX Assessment during the NIE

The NIE is a major test and evaluation event in which C4ISR equipment is assembled
and configured to form the U.S. Army’s tactical internet. There are many compo-
nents that are in varying states of maturity with varying acquisition strategies. Some
components are in the traditional acquisition process, others are a combination of
commercial or modified commercial equipment, and many components are born from
the Agile acquisition process. During NIE, a brigade combat team uses the equipment
to conduct war games as part of their training while testing new capabilities. The
team exercises its mission planning functions, intelligence gathering, and movement
and maneuvers over a vast area in the desert with an opposing force that does the
same.

In May and June 2011, the U.S. Army executed the first of six NIEs designed to
test the effectiveness of networked technologies in an operational environment. The
focus was on technical integration, and the intent was to determine how well these
systems met the networking requirements of our Soldiers executing tactical missions.
However, by the second test, NIE 12.2, system design attributes such as ease-of-use,
accessibility, and trainability were recognized among core integration evaluation cri-
teria. These criteria also became integral in the candidate assessment and source se-
lection processes for future NIEs as part of the U.S. Army Agile Process (A2P).

The U.S. Army recognized that complex system designs increase training time for
Soldiers to become proficient operators and maintainers; increase reliance on engi-
neers/field service representatives (FSRs) to troubleshoot, fix, and repair systems in
field; and degrade the collective unit’s overall ability to complete tactical missions in
a timely, safe, and efficient manner. According to the Government Accountability
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Office, after reviewing five NIEs the U.S. Army found it needed the ability to
“...automatically reconfigure radios and other systems remotely ... these systems
require intense pre-configuration and manual interface.” [9, p. 16]. Additionally, the
Director, Operational Test and Evaluation concluded in their review of NIEs in FY12
that the:

“Network component, both mission command systems and elements of the
transport layer, are excessively complex to use. The current capability...is
diminished due to pervasive task complexity. For example, what should be
relatively simple tasks of starting up and shutting down systems requires
complex series of actions by the operator” [10, p. 8].

Additional findings from the review noted that planning and loading tactical radios
was cumbersome and time consuming processes; and that there is a distinct correla-
tion between the dependency on FSRs and excessive complexity of using network
systems.

In late FY13, in response to NIE findings and equipped with specific MANPRINT
lessons learned from MANPRINT risk mitigation efforts on select U.S. Army pro-
grams, our organization partnered with the System of Systems Integration and Eval-
uation Directorate, of the Assistant Secretary of the Army for Acquisitions, Logistics,
and Technology to ask the “right” questions of system developers, in the A2P. It was
evident that U.S. Army officials and our Soldiers needed trained advocates, involved
in initial system assessment, selection and evaluation to identify, discuss, and elimi-
nate, where necessary, proposed system designs that did not fully consider how Sol-
diers would operate or even integrate the system into a network mission. We ensured
that system providers supplied evidence that their systems were designed with the
Soldier and their missions in mind. Thus, a complete answer was based on the pres-
ence of data or reports as evidence that the system: (1) underwent a Soldier-centric
system design process, and (2) engineers were able to identify and describe Soldier
critical tasks. Critical tasks were those that would result in unintended operational
downtime or mission failure.

The A2P — MANPRINT Risk Readiness methodology and report engages the A2P
through the Product Supportability Integrated Product/Process Team (PS IPT). The
PS IPT, also referred to as Factor IV (Burdens), assesses systems under evaluation
along lines of sustainment supportability, associated costs, and training requirements
when compared to similar existing U.S. Army systems. These assessments are based
on hardware and software support logistics, safety, survivability, reliability, maintai-
nability, and MANPRINT aspects. In this forum, MANPRINT practitioners collabo-
rate with logisticians, systems engineers, and reliability engineers to generate the
initial white paper requirements by which industry candidates are evaluated; in gene-
rating specific requests for information for the technical interchange meeting and NIE
Bull Pen (described in more detail below); and in coordinating and collaborating on
systems under evaluation assessments generated during and post NIE execution.

One of the more significant achievements of the PS IPT has been the updated
Product Support Questionnaire. This tool was fully updated and incorporated in the
request for candidates to participate in NIE 14.2. More than 25% of the Product Sup-
port Questionnaire (or 13 of 50 questions) was either updated or new questions added
to emphasize MANPRINT and system design characteristics. ~These questions
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include but are not limited to: “Does the system require round-the-clock’ or sustained
attention?” and “What types of evaluations of the system's Soldier-machine interfaces
(physical and software) or usability have been performed?” The intent was to leve-
rage the sources sought process as a forcing function for industry to more fully con-
sider users’ goals, intentions, and behaviors to improve Soldier-system interactions.

Another accomplishment for MANPRINT has been to have representation during
the NIE Bull Pen. The NIE Bull Pen provides another touch-point in the A2P in
which systems selected to participate in the NIE receive additional screening to un-
derstand their sustainment impact to the U.S. Army. This includes an assessment to
understand burdens Soldiers may experience in system set-up, operations, transport,
maintenance, and tear-down. Soldier burdens include identifying special tools and
training necessary for troubleshooting and maintenance; understanding the time and
the number of steps required to start-up or shut-down systems; and a discussion about
the manpower and personnel skills required to successfully operate the system with
minimal disruption to operational availability. This also includes determining the
extent to which a system supports the information needs of its users to minimize op-
erational downtime due to a loss of network, power, or incorrect system setup result-
ing in degraded or lost communication capabilities. This is discussed in greater detail
pertaining to the evolution and operational testing of tactical radios in the next sec-
tion. Findings from the Bull Pen inform evaluation and data collection priorities to
ensure the UX is explicitly assessed as part of the A2P.

Fully integrating MANPRINT within the A2P through the PS IPT and NIE Bull
Pen have increased the opportunities available to MANPRINT practitioners to em-
phasize the UX and to apply lessons learned from the field to influence the initial
assessment, selection, and ongoing evaluation of future C4I systems.

3.2  Assessing the UX During NIE Testing

Over the last 25+ years, C4ISR technology has advanced exponentially. Tactical
radios, once used primarily for voice communication and limited data transmission
such as position reports, have been replaced by smaller and more capable devices that
transmit and receive voice and enormous amounts of data traffic across the tactical
internet which did not exist 20 years ago. Before 2000, tactical radios were typically
large, heavy and had limited modes of operation. Radio control consisted of various
knobs, switches, buttons (i.e., hard controls) with a small display used for system
feedback. This old technology has been replaced by high powered computers that
have operating systems, universal transceivers and store the software logic, algo-
rithms, and operational data to emulate the capabilities of all the old radios that it
replaces as well as new communication capabilities that tie into the tactical internet.
New C4ISR technology has allowed information to reach the battlefield’s leading
edge — the dismounted Soldier. The new generation radios serves as the conduit to
the tactical internet, the US military’s information highway. This presents a big Ul
design challenge. End user equipment operation for communicating voice and data
across the battlefield must be simple, intuitive, require minimal attention demands,
and training time. The equipment must not require any specialized skill more than
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that required to fight the fight, whether the Soldier is executing a mission on foot,
riding in ground vehicle, or supporting ground troops while flying a helicopter.

To further add to the UI design challenges, C4ISR equipments must meet hundreds
of performance requirements. Each performance requirement translates to one or
more system design requirements, each which can potentially be decomposed into
several derived design requirements. Considering system performance requirements,
size, weight, power, environmental requirements, information assurance compliance
requirements, and the general purpose user requirement, compromises must be made
because many of the requirements do not co-exist very well. It is imperative that a
qualified MANPRINT professional with UI design experience participates early in the
system engineering process, understands the design challenges that the other engi-
neering disciplines face, and is capable of identifying and communicating
MANPRINT issues. Otherwise, there is a high degree of likelihood that the initial
system design will have usability problems.

New generation multi-mode radios have been the centerpiece during NIE test
events. While the radios are capable of interoperating with legacy radios, the new
“digital radio” voice and data communication capability uses an internet protocol
address to maintain connectivity with all the radios in a group. Large groups of users
can split into smaller groups and merge back into a large group and maintain commu-
nications to support missions of the dismounted Soldier below the platoon level.
Range extension radios strategically positioned on ground and aerial platforms can
connect groups that may have split or connect two independent groups. Also, it is
possible to monitor five groups of radio traffic at once whereby the groups monitored
may only receive traffic from their own group. The concept of operation is quite
different than what Soldiers have experienced using legacy equipment.

During system development, we support Ul-centered design events, heuristic eval-
uations, and iterative usability testing as the design matures. Approximately half the
systems participating at NIE have had some level of our support during development.
Unlike UI test and evaluation activities that occur during system development, NIE
evaluation can yield findings that could never have been made in a controlled test
environment. This is because the equipment is being used in a manner and context
truly representative of war fighting and the evaluator is exposed to the Soldier’s expe-
rience to some degree (www.youtube. com/watch?v =0vj4hFxko7c ). Our evaluators
observe system training and communication exercises that test the system.

When the games begin, we travel to the test units during breaks in the mission dur-
ing resupply and other logistics-related activities and interview users. These times are
typically very early in the morning and very late in the evening. Soldiers are asked
questions such as whether or not the equipment was used, was it needed, how well did
it work, was it easy to use, and what improvements are recommended. When possi-
ble, Soldiers demonstrate problems that they experienced with the equipment. As the
mission continues and the troops drive further into the desert, the evaluators coordi-
nate with the test officer and visit the units while they are receiving logistics support.
Missions occur over the course of three weeks and over time, users and evaluators get
to know each other. Soldiers tend to become more comfortable with the evaluator and
speak more freely with them allowing the evaluator more access to the user’s world.
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Not only does the evaluator collect data on the equipment under evaluation, but they
learn how the mission went the night before, the problems that were encountered
when a vehicle made the wrong turn, an injury sustained during an accident, dynamics
within the fighting unit, and the extreme cognitive and physical workload that users
endure. If new to the U.S. Army culture, participating in the NIE is a great opportuni-
ty to learn how the U.S. Army does business. If one has served in the past, it is good
opportunity to learn how it does business today. This insight into the user’s expe-
rience is a great reminder that the equipment is merely a tool to assist Soldiers in ex-
ecuting their mission, in the case of tactical radios; their mission is not focused on
operating radios.

Insight to the UX via NIE participation has allowed us to identify usability prob-
lems that are difficult to detect during heuristic reviews and usability evaluations. It
is especially advantageous when we have had the opportunity to participate in UI
development activities because this information enables us to give special attention to
known UI weaknesses as NIE evaluators. Generally speaking, one of the most com-
mon usability problems that Soldiers experienced with the new generation of tactical
radios was their inability to determine the radio’s state of readiness following pro-
longed periods of non use. Soldiers needed to quickly assess whether the radio was
set to communicate and make any changes if it was not. Soldiers had difficulty re-
membering how to accomplish this during times of stress and high workload. To add
to the challenge, there are many processes that occur with networking radios that are
transparent to the user. We documented the findings along with recommended solu-
tions and passed them on to project management.

To mitigate communications issues that we observed at NIE, we entered into a
partnership with the U.S. Army Training and Doctrine Command to study the rela-
tionship between usability and trainability. Refer to Section 2.1 for a discussion of
this effort.

3.3  Refining Training Based on UX Feedback

During NIE, MANPRINT practitioners observe training and collect data via surveys
and interviews from participating Soldiers. The data enables to understand the Train-
ing UX and revise programs of instruction to better meet the needs of Soldiers.

Initially, the Maintainer course was conducted over two days. Maintainers are the
Soldiers who install, maintain, and troubleshoot signal support equipment and termin-
al devices. The first course was conducted with seven Soldiers and operator tasks
were covered on the first day and troubleshooting the radio was covered on the
second day. Troubleshooting encompassed using both the radio and a subset of the
vehicle mounts to which it could be mounted to (e.g., tanks and other tactical ground
vehicles) on tabletop trainers. All components associated with a radio’s vehicle in-
stallation were provided with the exception of the actual vehicle. At the conclusion of
the training, a group interview was conducted to obtain feedback. All Soldiers
wanted the training to be increased to three days and suggested changes to the course
structure.
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The Maintainers commented that the tabletop trainers worked well, but not every
Maintainer was able to have hands on time with all three systems provided during the
course. The Maintainers wanted everyone to have the opportunity to put each tabletop
system together and break it down. This would allow them to ask questions and re-
ceive assistance from the training instructors if needed.

NIE provides the opportunity to follow up with the Soldiers during the test event.
Three maintainers were interviewed during NIE to assess training coverage sufficien-
cy for the problems that they encountered in the field and several additional coverage
gaps were identified.

The Maintainer course was increased to three days and the tabletop trainers contin-
ue to be used. The focus has shifted to providing sufficient hands on time for the
various vehicle installations and verifying that the training is providing the necessary
information for maintainers to troubleshoot the radios and get them operational again.
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Abstract. The domestic gas cylinders or cooking gas are considered as the
source of energy commonly used at homes but, the potential for a serious ac-
cident such as gas leak from organizations or flow valves if the gas cylinder or
its attachments are not treated properly or simply if the user forgot to close the
gas before leaving home. The current project aims to develop a mobile applica-
tion in order to control the gas cylinder remotely by mobile application in an ef-
fective way. The system consists of two parts. A specially designed controller
connected to the gas cylinder organizer and an android mobile application to
control the cylinder remotely through it. The main functions of this application
are, controlling one or more domestic gas cylinder remotely, sending an audio
alarm to the user if he leave while the gas cylinder opened and close it, provid-
ing an alarm if there is a gas leakage and close it and finally if the system fail to
close it due to any reason it call the civil defense.

Keywords: Intelligent home, gas remote control, GSM, PIC controller, Android
application.

1 Introduction and Related Works

The world has seen a great development and interest in intelligent home application
and products. As the standard of living improves, people focus more on the home
safety and the warehouse safety, and the demand of the protection on the gas leakage
and the fire in the room higher and higher [1].

Smart homes contain multiple, connected devices such as home entertainment con-
soles, security systems, lighting, access control systems and surveillance. Intelligent
home automation system is incorporated into smart homes to provide comfort, con-
venience, and security to home owners [2-4]. Home automation system represents and
reports the status of the connected devices in an intuitive, user-friendly interface
allowing the user to interact and control various devices with the touch of a few but-
tons. Some of the major communication technologies used by today’s home automa-
tion system include Bluetooth, WiMAX and Wireless LAN (Wi-Fi), Zigbee, and
Global System for Mobile Communication (GSM)[5]. All GSM is one of the most
widely used cellular technologies in