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Abstract. We present a dual tableau based decision procedure for a
class of fragments of the classical relational logic of binary relations. The
logics considered share a common language involving a restricted compo-
sition operator and infinitely many relational constants which may have
the properties of reflexivity, transitivity, and heredity. The construction
of the dual tableau is carried out by applying in a deterministic way
axioms and inference rules of the system without resorting to external
tools. An important feature of the dual tableau procedure is a rule to
handle the relational composition operator, that permits to decompose
in a single step compositional formulae and negative compositional for-
mulae with the same left object variable.

Our relational dual tableau can be used as a decision procedure for
validity verification in the multimodal logic K, the description logic ALC,
and several non-classical logics for reasoning in various AI systems.

1 Introduction

Hybrid intelligent systems are crucial and essential in solving the real-world com-
plex problems. In the last decades, the increasing need for hybrid methods which
combine and integrate different techniques of representation and computation in
AI has contributed to new approaches in hybrid artificial intelligence systems
(cf. [1], [5]). As stated in [9], one of the main goals of hybrid system research
is to increase the efficiency, expressive power, and reasoning power of intelligent
systems. Hence, the development of a powerful language of representation and
of an effective system of automated deduction is one of the most important and
significant challenges in hybrid systems area.

The relational representation of states is very natural and has many bene-
fits in hybrid intelligence systems that are complex and involve many objects
which interact with each other. A homogeneous relational framework, based on
the logic of binary relations RL introduced in [12], has proved to be a useful
logical tool for relational representation and reasoning in various AI systems.
Indeed, the general methodology of relational logics provides a means for a uni-
form and modular representation of three basic components of a formal system:
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its syntax, semantics, and deduction system, called relational dual tableau. The
relational formalization of many non-classical logics that have found applica-
tions in AI has been studied systematically in the last decades [11]. In partic-
ular, relational formalisms have been constructed for various applied theories
of computational logic such as temporal and spatial reasoning, fuzzy-set- and
rough-set-base based reasoning, order-of-magnitude and qualitative reasoning,
dynamic reasoning about programs, etc.

One of the greatest advantages of the relational methodology is that, given
a theory with a relational representation, we can build its deduction system in
the form of a relational dual tableau in a systematic modular way. Though the
relational logic RL is undecidable, it contains several decidable fragments of great
expressive power. In many cases, however, dual tableau proof systems of such
decidable fragments are not their decision procedures. This is mainly due to the
way decomposition and specific rules are defined and to the strategy of proof
construction.

Over the years, great efforts have been spent to define dual tableau proof
systems for various logics known to be decidable, but little care has been taken to
construct dual tableau-based decision procedures for them. On the other hand, it
is clear that when a proof system is constructed and implemented, the existence
of a decision procedure for a decidable logic is important. In [6], for instance,
an optimized relational dual tableau for RL, based on Binary Decision Graphs,
has been implemented. However, such an implementation turns out not to be
effective with respect to decidable fragments.

To the best of our knowledge, relational dual tableau-based decision proce-
dures can be found in [11] for fragments of RL corresponding to the class of
first-order formulae in prenex normal form with universal quantifiers only, in
[10,8] for the relational logic corresponding to the modal logic K, in [3,4] for
fragments of RL characterized by some restrictions in terms of type (R ; S), and
in [7] for a class of relational logics admitting just one relational constant with
the properties of reflexivity, transitivity, and heredity.

In this paper we present an extension of the results achieved [7]. We construct a
dual tableau decision procedure for relational fragments allowing an unbounded
number of relational constants which may enjoy the properties of reflexivity,
transitivity, and heredity. We show that our procedure always terminates and
that it is sound and complete. The class of relational logics presented here is
more expressive than the one introduced in [7]. In fact, while in [7] only some
monomodal logics can be treated, in this paper it is shown that the multimodal
logic with reflexive and transitive frames and the description logic ALC with
transitive roles are expressible within relational fragments that can be decided by
our procedure. Being able to express and reason on many modalities is important
for AI deduction systems where propositional dynamic logic with actions and
logics for qualitative reasoning are used.

The paper is organized as follows. In Sect. 2 we define the syntax and seman-
tics of a class RDLm of fragments of the logic RL. In Sect. 3 we present our
dual tableau based decision procedures for the logics belonging to RDLm and
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state its termination, soundness, and completeness. Then, in Sect. 4 we illustrate
some applications of our decision procedures to well-known logics that can be
expressed by the relational fragments belonging to RDLm. Finally, in Sect. 5,
we draw our conclusions and give some hints for future work.

2 A Class of Decidable Fragments of Relational Logic

We consider a class of fragments of the relational logic RL, called RDLm, and
exhibit a dual-tableau based decision procedure that can be applied to each logic
belonging to it.

Fragments of RDLm share a common language which admits only restricted
forms of terms of type R ; S. Relational constants are admitted only on the left
hand side of terms of type R ; S, and they can enjoy properties like reflexivity,
transitivity, and heredity. In addition, the left part of terms of type R ;S, namely
R, is allowed to be a relational constant only.

2.1 Syntax

Let RV be a countably infinite set of relational variables p1, p2, . . ., let RC be a
countably infinite set of relational constants R1, R2, . . .. The relational operators
admitted in terms of RTRDLm are complement ‘–’, intersection ‘∩’, and compo-
sition ‘;’. Then, the set RTRDLm of relational terms of RDLm is the smallest
set of terms (with respect to inclusion) containing all the relational variables in
RV and satisfying the following closure condition: if S, T ∈ RTRDLm , then –S,
S ∩ T , (Ri ; T ) ∈ RTRDLm , for every Ri ∈ RC.

Let OV be a countably infinite set of object (individual) variables z0, z1, . . .
RDLm-formulae have the form znTz0, where T ∈ RTRDLm , zn, z0 ∈ OV, n ≥ 1.

RDLm-formulae of type znpjz0 are called atomic RDLm-formulae. A literal
formula is either an atomic formula or its complement (namely a formula of
type zn(– pj)z0). If znTz0 is a literal formula, then the term T is said to be
a literal term. A Boolean formula (resp., compositional, negative-compositional
formula) is a relational formula either of the form zn(– –T )z0, zn(T ∩ T ′)z0, or
zn(–(T∩T ′))z0 (resp., zn(Ri;T )z0, zn(–(Ri;T ))z0). If znTz0 is a Boolean formula
(resp., compositional, negative-compositional formula), then T is a Boolean term
(resp., compositional, negative-compositional term). A formula (resp., a term)
which is not compositional is called non-compositional.

For every i, by (Rs
i ; T ) we denote the term obtained from T and from the

relational constant Ri, by applying the composition operator s times, where
s ≥ 0. Formally, (R0

i ; T ) =Def T and (Rs+1
i ; T ) =Def (Ri ; (R

s
i ; T )).

2.2 Semantics

RDLm-formulae are interpreted in RDLm-models. An RDLm-model is a struc-
ture M = (U, h,m), where U is a nonempty universe, h is a function mapping
each relational constant of RC into a binary relation on U , namely h : RC →
℘(U × U), and m is a meaning function satisfying the following conditions:



Dual Tableau Decision Procedure for Multimodal and Description Logics 469

– m(pj) = X ×U , where X ⊆ U , for every pj ∈ RV; m(Ri) = h(Ri), for every
Ri ∈ RC;

– m(–T ) = (U × U) \m(T ); m(T ∩ T ′) = m(T ) ∩m(T ′);
– m(Ri ; T ) = m(Ri) ;m(T )

={(a, b)∈U×U : (a, c)∈m(Ri) and (c, b)∈m(T ), for some c∈U}.
Given an RDLm-model M = (U, h,m), a valuation in M is any function

v : OV → U .
Next we introduce the conditions (refi), (trani), and (heri) on h(Ri), for Ri ∈

RC, with the following meaning:

(refi) h(Ri) is reflexive, namely, for all a ∈ U , (a, a) ∈ h(Ri);
(trani) h(Ri) is transitive, namely, for all a, b, c ∈ U , if (a, b) ∈ h(Ri) and (b, c) ∈

h(Ri), then (a, c) ∈ h(Ri);
(heri) heredity condition: For all a, b, c ∈ U , pj ∈ RV, if (a, b) ∈ h(Ri) and

(a, c) ∈ m(pj), then (b, c) ∈ m(pj).

ByRDLm we denote the class of logics RLL such that L ⊆ {ri, ti, hi : i = 1, . . .}
and whose set of relational terms is a subset of RTRDLm . The models of a logic
RLL ∈ RDLm, referred to as RLL-models, are those RDLm-models that satisfy
(refi), for ri ∈ L, (trani), for ti ∈ L, and (heri), for hi ∈ L.

An RDLm-formula (resp., RLL-formula) znTz0 is said to be satisfied in an
RDLm-model (resp., RLL-model) M = (U, h,m) by a valuation v if and only if
(v(zn), v(z0)) ∈ m(T ). An RDLm-formula (resp., RLL-formula) is said to be true
in an RDLm-modelM (resp., RLL-model) if it is satisfied in M by all valuations.
An RDLm-formula (resp., RLL-formula) is said to be RDLm-valid (resp., RLL-
valid) if it is true in allRDLm-models (resp., RLL-models). A finite set ofRDLm-
formulae (resp., RLL-formulae) {ϕ1, . . . , ϕn} is RDLm-valid (resp., RLL-valid) if
and only if for every RDLm-model (resp., RLL-model) M and valuation v in M,
there exists i ∈ {1, . . . , n} such that M, v |= ϕi.

3 A Dual Tableau Decision Procedure for the Relational
Logics in RDLm

We introduce a dual tableau proof procedure, called RDTRLL
, to decide RLL-

validity of relational formulae belonging to any logic RLL in RDLm. The proof
system is constructed along the lines of the dual tableau methodology described
in [11]. It consists of decomposition rules to analyze the structure of the formu-
lae to be proved, of specific rules to deal with properties that can be enjoyed by
the relational constants occurring in the formulae to be proved (namely, reflex-
ivity, transitivity, and heredity), and of axiomatic sets which specify the closure
conditions.

An RDTRLL
-axiomatic set is any finite set of RLL-formulae including a subset

of the form {znTz0, zn(–T )z0}, for some n ≥ 1 and T ∈ RTRDLm . Sets which are
not axiomatic are referred to as non-axiomatic. It is evident that every RDTRLL

-
axiomatic set is an RLL-valid set.
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Table 1. Boolean decomposition rules for RDTRLL

(– –)
X ∪ {zn(– –T )z0}

X ∪ {znTz0}
(∩) X ∪ {zn(T ∩ T ′)z0}

X ∪ {znTz0} | X ∪ {znT ′z0} (–∩) X ∪ {zn(–(T ∩ T ′))z0}
X ∪ {zn(–R)z0, zn(–S)z0} ,

where n ≥ 1 and T , T ′ ∈ RTRDLm .

Each relational system considered in this paper admits the following rule
schemas:

(A)
X ∪ Γ
X ∪Δ

(B)
X ∪ Γ

X ∪Δ1 | X ∪Δ2
,

where Γ,Δ,Δ1, Δ2 are finite nonempty sets of formulae, and X is a finite, possi-
bly empty, set of formulae. X and Δ (resp., X and Δi, for i = 1, 2) are assumed
to be disjoint and X ∪ Γ �= X ∪Δ (resp., X ∪ Γ �= X ∪Δi, for some i ∈ {1, 2}).

Table 2. Decomposition rule for compositional formulae in RDTRLL

(glob ;)
X ∪ Y ∪⋃

i∈IΦ
{zn(–(Ri ; Sqi))z0, zn(Ri ; Tji)z0 : qi ∈ Qi, ji ∈ Ji}

X ∪⋃
i∈IΦ

{znqi
(–Sqi)z0, znqi

Tjiz0 : qi ∈ Qi, ji ∈ Ji}
where:

– n ≥ 1 and Y is the set of literals with left variable zn occurring in the current node;
– IΦ is the set of indices of constants of RC occurring in the current node Φ;
– for all T ∈ RTRDLm , znTz0 /∈ X (the only formulae in the premise that are neither

compositional nor negative-compositional and have zn as left variable are in Y );
– Q =

⋃
i∈IΦ

Qi and J =
⋃

i∈IΦ
Ji are sets of indices such that Qi �= ∅, for some

i ∈ IΦ (by this condition, if in the current node there is a formula zn(Ri ;Tji)z0, for
some i ∈ IΦ, and no formula of type zn(–(Ri ; Sqi))z0 occurs in the current node,
then zn(Ri ; Tji)z0 cannot be decomposed anymore and therefore it is not repeated
in the successive nodes of the dual tableau);

– Sqi , Tji ∈ RTRDLm , for all qi ∈ Qi, ji ∈ Ji, with i ∈ IΦ;
– the set N = {nqi : qi ∈ Qi, i ∈ IΦ} satisfies the following conditions:

• the elements of N are consecutive natural numbers,
• min(N) = k+1, where k is the largest number such that zk occurs in the premise,
• for all nqi , nq′

i′
∈ N , we have nqi < nq′

i′
if and only if 〈Ri, Sqi〉 < 〈Ri′ , Sq′

i′
〉;

– the pivot of (glob ;) is the formula zn(–(Ri ;Sqi))z0 with the minimal pair 〈Ri ;Sqi〉.

Rules of type (B) are ‘conjunctive’ branching rules, and in fact, in the (B)
rule schema the symbol ‘|’ is interpreted as a conjunction. On the other hand,
rules of type (A) are ‘disjunctive’.

A variable zn, with n > 1, which appears in a conclusion of a rule while it
does not appear in its premise, is called a new variable (introduced by the rule
application). In view of the definition of the dual tableau decision procedure, it
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is convenient to associate with every rule a specific element of the set of formulae
Γ , called the pivot of the rule, to determine the order of application of the rules.
Moreover, for a set of RLL-formulae S, we denote by IS the set of indices of the
relational constants of RC occurring in S.

In order to construct a deterministic decision procedure, we define an order on
the set of the relational formulae. We begin with relational terms. For pj1 , pj2 ∈
RV, Ri1 , Ri2 ∈ RC, and S0, . . . , S6 ∈ RT, we put:

pj1 < (– pj2) < (– –S0) < (–(S1 ∩ S2)) < (S3 ∩ S4) < (Ri1 ; S5) < –(Ri2 ; S6).

Next, we introduce an order also for the constants in RC by putting Ri1 < Ri2

iff i1 < i2. For terms left unordered by the above, we define an order in the
following way: pj1 < pj2 iff j1 < j2; (–T ) < (–T ′) iff T < T ′; T ∩ T ′ < S ∩ S′ iff
〈T, T ′〉 < 〈S, S′〉; (Ri1 ;T ) < (Ri2 ;T

′) iff 〈Ri1 , T 〉 < 〈Ri2 , T
′〉, where 〈a, b〉 < 〈c, d〉

if and only if either a < c, or both a = c and b < d.
Finally, for formulae znSz0 and zn′S′z0, we put znSz0 < zn′S′z0 if and only

if 〈n, S〉 < 〈n′, S′〉. It can easily be proved that < linearly orders the set of all
relational formulae.

Given a finite nonempty set of relational formulae X , the minimal element
of X is the minimal element with respect to the order < defined above. An
immediate consequence of the above definition is that if znSz0 is the minimal
element of X then, for any formula zn′T ′z0 in X , it holds that n ≤ n′.

We also introduce a notion that is used in some restrictions on rule applica-
tions to avoid infinite loops. A finite set {znSjz0 : j ∈ J} is said to be a subcopy
of a set Y whenever there exists an n′ < n such that {zn′Sjz0 : j ∈ J} ⊆ Y .

3.1 The Decision Procedure RDTRLL

The decomposition rules of RDTRLL
are presented in Tables 1 and 2. Rules (–),

(∩), and (–∩), illustrated in Table 1, deal with Boolean operators, while rule
(glob ;), depicted in Table 2, deals with the composition operator. Rule (glob ;) is
a proper extension of rule (R;), introduced in [7], because while rule (R;) is appli-
cable only to compositional and negative-compositional formulae with the same
left object variable and with the same relational constant R, rule (glob ;) decom-
poses in a single step all the compositional formulae and negative-compositional
formulae with the same left object variable occurring on the current node.

Rules (refi), (trani), and (heri) defined in Table 3 reflect the reflexivity, transi-
tivity, and heredity of Ri, respectively, for i ∈ IΦ, where Φ is the set of formulae
labelling the current node.1 They are generalizations of rules (ref), (tran), and
(her), introduced in [7] to deal with the reflexivity, transitivity, and heredity of
a single relational constant R. Clearly, rule (refi) (resp., (trani), (heri)) can be
applied to a pivot formula only if h(Ri) is reflexive (resp., transitive, enjoys the
heredity property).

Definition 1 (Proof tree). An RDTRLL
-proof tree of an RLL-formula ψ is a

finitely branching tree satisfying the following conditions:

1 From now on, we identify nodes with the (disjunctive) sets labelling them.
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Table 3. Reflexivity, transitivity, and heredity rules for RDTRLL

Reflexivity rule:

(refi)
X ∪ {zn(Rs

i ; T )z0}
X ∪ {zn(Rs

i ; T )z0} ∪ {zn(Rj
i ; T )z0 : j ∈ {0, . . . , s− 1}} ,

where n, s ≥ 1 and T ∈ RTRDLm is either a non-compositional term or a compositional

term (Rj ; T
′), with j �= i, and zn(R

t
i ; T ) /∈ X, for all t > s.

Transitivity rule:

(trani)
X ∪ {zn(Ri ; T )z0}

X ∪ {zn(Ri ; T )z0} ∪ {zn(R2
i ; T )z0} ,

where n ≥ 1 and T ∈ RTRDLm is either a non-compositional term or a compositional

term (Rj ; T
′), with j �= i.

Heredity rule:

(heri)
X ∪ {zn(–(Ri ; T ))z0} ∪ {zn(– pj)z0 : j ∈ JΦ}

X ∪ {zn(–(Rs
i ; T ))z0} ∪ {zn(– pj)z0 : j ∈ JΦ} ∪ {zn(Ri ; (– pj))z0 : j ∈ JΦ}

where: n ≥ 1, T ∈ RTRDLm , and zn(– pj)z0 /∈ X, for any pj ∈ RV.

The pivot of the rule (heri) is zn(–(Ri ; T ))z0.

1. the root of the tree is the set {ψ};
2. each node but the root is obtained by an application of an RDTRLL

-rule to its
direct predecessor node;

3. when more that one rule is applicable to a node Φ, the first possible schema
from the following list is chosen: (–), (–∩), (∩), (refi), for every i ∈ IΦ
chosen in increasing numerical order, (heri), for every i ∈ IΦ chosen in
increasing numerical order, (trani), for every i ∈ IΦ chosen in increasing
numerical order, and finally the rule (glob ;);

4. the rule (glob ;) applies to a node Φ which has the form of the premise of the
rule (glob ;), provided that Φ \X is not a subcopy of any of its predecessor
nodes;

5. given ϕ, the rule (refi) with pivot ϕ applies in a given branch at most once;
6. a node does not have successors if and only if it is RDTRLL

-axiomatic or none
of the RDTRLL

-rules applies to it.

Definition 2. A branch of an RDTRLL
-proof tree is said to be closed whenever

it ends with an axiomatic set of formulae. An RDTRLL
-proof tree is closed if and

only if all of its branches are closed. A formula is RDTRLL
-provable whenever it

has a closed RDTRLL
-proof tree, which is then referred to as its RDTRLL

-proof.

It can easily be checked that, given a finite set of RLL-formulae Φ, for each
rule schema and each ϕ ∈ Φ, there is at most one instance of that schema whose
premise equals Φ and pivot equals ϕ. As a consequence of what observed before
and of the conditions in the definition of proof tree, one can show that, for every
RLL-formula ϕ, there is exactly one RDTRLL

-proof tree of ϕ.
It can be proved that the proof system RDTRLL

always terminates by showing
that each proof tree that we can construct is finite.
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Theorem 1 (Termination). For every formula ϕ ∈ RLL there is exactly one
finite RDTRLL

-proof tree of ϕ.

In addition, by using the proof techniques from [11] and [7], it can be shown
that the proof system RDTRLL

is sound and complete.

Theorem 2 (Soundness and Completeness of RDTRLL
). Let ϕ be a rela-

tional formula. Then, ϕ is RLL-valid if and only if ϕ is RDTRLL
-provable.

Theorems 1 and 2 readily imply:

Theorem 3. An RDTRLL
-dual tableau is a sound and complete deterministic

decision procedure for the logic RLL.

4 Applications to Multimodal and Description Logics

Relational logics and their dual tableaux presented in Sects. 2 and 3, respectively,
can be used as decision procedures for verification of validity in some multimodal
and description logics.

To begin with, we discuss multimodal logics and their relational decision pro-
cedures in dual tableaux style. The class of multimodal logics considered in this
section will be denoted by ML. The common vocabulary of logics in ML con-
sists of the following pairwise disjoint sets of symbols: V = {p1, p2, p3, . . .}, a
countably infinite set of propositional variables, {¬,∧}, the set of the classical
operations of negation and conjunction, respectively, {[Ri], 〈Ri〉 : i ∈ I}, a finite
set of modal propositional operations of necessity and possibility, respectively.
The set of modal formulae is then the smallest set including the set of proposi-
tional variables and closed with respect to all the propositional operations.

Let L ⊆ {ri, ti, hi : i ∈ I}. Logics in the class ML are determined by MLL-
models which are structures of the form M = (U, h,m) such that U is a
nonempty set (of states), m is the meaning function such that m(p) ⊆ U , for
every propositional variable p ∈ V, and h is a function such that for every i ∈ I,
h(Ri) is a binary relation on U (referred to as the i-th accessibility relation) that
satisfies conditions coded by L as in the definition of RLL-models given in Sect. 2.
Therefore, any logic in ML is determined by the properties of the accessibility
relation assumed in MLL-models. Given L ⊆ {ri, ti, hi : i ∈ I}, a logic in ML will
be denoted by MLL.

Observe that among logics in the class ML are multimodal temporal logics
(for instance with transitive time orderings) and multi-agent epistemic logics
(for instance with reflexive and transitive knowledge relation). The notions of
satisfaction relation, truth, and validity are defined as usual in modal logics.

The satisfaction relation is defined as usual in modal logics, that is for the
modal operators we set:

M, s |= [Ri]ϕ iff for every s′ ∈ U , if (s, s′) ∈ h(Ri), then M, s′ |= ϕ.
M, s |= 〈Ri〉ϕ iff there is s′ ∈ U such that (s, s′) ∈ h(Ri) and M, s′ |= ϕ.

A modal formula is said to be true in an MLL-model M whenever it is satisfied
in M by all s ∈ U , and it is MLL-valid whenever it is true in all MLL-models.
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The translation τ of modal formulae into relational terms is defined as follows:
τ(pj) = pj , for any propositional variable pj ∈ V; τ(¬ϕ) = −τ(ϕ); τ(ϕ ∧ ψ) =
τ(ϕ) ∩ τ(ψ); τ([Ri]ϕ) = −(Ri ; −τ(ϕ)); τ(〈Ri〉ϕ) = (Ri ; τ(ϕ)). Translation τ
preserves validity, as stated in the following theorem:

Theorem 4. Let L ⊆ {ri, ti, hi : i ∈ I} and let ϕ be a modal formula. Then, ϕ
is MLL-valid if and only if z1τ(ϕ)z0 is RLL-valid.

The proof of the above theorem is standard in the relational formalization of non-
classical logics. For details see [11]. In view of this result, and by Theorems 2
and 3, we obtain:

Theorem 5. Let L ⊆ {ri, ti, hi : i ∈ I} and let ϕ be a modal formula. Then, ϕ
is MLL-valid if and only if z1τ(ϕ)z0 is RDTRLL

-provable. Moreover, RDTRLL
is a

deterministic decision procedure for a multimodal logic MLL.

Example 1. Let I = {1, 2}, and let ϕ be: 〈R1〉〈R1〉p1 → 〈R2〉〈R1〉¬(¬p1 ∧ p2).
The formula ϕ is valid in all Kripke frames with two accessibility relations:
transitive h(R1) and reflexive h(R2). In order to show it, by Theorem 5, it
suffices to construct a closed RDTRLL

-proof tree of a formula z1τ(ϕ)z0, where
L = {t1, r2} and τ(ϕ) is the relational translation of ϕ of the following form:
(–((R1 ; (R1 ; p1)) ∩ −(R2 ; (R1 ;−(−p1 ∩ p2))))). Figure 1 presents an RDTRLL

-
proof of z1τ(ϕ)z0, which proves the validity of ϕ in Kripke frames where the
first accessibility relation is transitive and the second one reflexive. Recall that
a RDTRLL

-dual tableau consists of rules for Boolean operators, rules (glob ;),
(tran1), and (ref2).

Next we show how RDTRLL
-systems can decide validity for description logics, a

family of logic-based formalisms which allow one to represent knowledge about
a domain of interest in terms of concepts, which denote sets of elements, of roles,
which represent relations between elements, and of individuals, which denote
domain elements [2]. Each language in this family is characterized by its set of
constructors, which allow one to form complex terms. Here, we focus on the
well-known description logic ALC, considering also the case in which ALC is
provided with transitive roles [13].

Definition 3. Let NC = {p1, p2, . . .} be a countably infinite set of concept
names and let NR = {R1, R2, . . .} be a countably infinite set of role names.
The set of ALC-concepts is the smallest set such that: each concept name is an
ALC-concept, and if C,D are ALC-concepts and Ri is a role name, then –C,
C D, ∃Ri.C, and ∀Ri.D are ALC-concepts.
An interpretation I = (ΔI , ·I) consists of a nonempty set ΔI , called the do-
main of I, and of a function ·I mapping each concept into a subset of ΔI and
each role into a subset of ΔI ×ΔI . For space reasons, we report here only the
interpretations of concepts of type ∃Ri.C and ∀Ri.C:

(∃Ri.C)I = {d ∈ ΔI : there is some e ∈ ΔI with (d, e) ∈ RI
i and e ∈ CI},

(∀Ri.C)I = {d ∈ ΔI : for all e ∈ ΔI , if (d, e) ∈ RI
i , then e ∈ CI}.
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z1(−((R1 ; (R1 ; p1)) ∩ −(R2 ; (R1 ;−(−p1 ∩ p2)))))z0

z1−(R1 ; (R1 ; p1))z0, z1(R2 ; (R1 ;−(−p1 ∩ p2)))z0

(−∩) and (−−)

z1−(R1 ; (R1 ; p1))z0, z1(R2 ; (R1 ;−(−p1 ∩ p2)))z0, z1(R1 ;−(−p1 ∩ p2))z0

(ref2)

z1−(R1 ; (R1 ; p1))z0, z1(R2 ; (R1 ;−(−p1 ∩ p2)))z0,

z1(R1 ;−(−p1 ∩ p2))z0, z1(R1 ; (R1 ;−(−p1 ∩ p2)))z0

(tran1)

z2−(R1 ; p1)z0, z2−(−p1 ∩ p2)z0, z2(R1 ;−(−p1 ∩ p2))z0

(glob ;) with a new variable z2

z2−(R1 ; p1)z0, z2(R1 ;−(−p1 ∩ p2))z0, z2(R1 ; (R1 ;−(−p1 ∩ p2)))z0, . . .

(tran1)

z3−p1z0, z3−(−p1 ∩ p2)z0, z3(R1 ;−(−p1 ∩ p2))z0, . . .

(glob ;) with a new variable z3

z3−p1z0, z3p1z0, z3−p2z0, z3(R1 ;−(−p1 ∩ p2))z0, . . .
closed

(−∩) and (−−)

Fig. 1. Relational proof of 〈R1〉〈R1〉p1 → 〈R2〉〈R1〉¬(¬p1 ∧ p2).

A concept C is satisfiable if there is an interpretation I such that CI �= ∅, namely
if there is an e ∈ ΔI such that e ∈ CI . A concept C is true in an interpretation
I if CI = ΔI , namely if for every e ∈ ΔI , it holds that e ∈ CI . A concept C is
valid if it is true in every interpretation I.

ALCR+ is an extension of ALC obtained by allowing the presence of transitive
roles inside concepts [13]. The set of role names ofALCR+ ,NR, is the union of two
disjoint sets of role names, NP and N+. NP is a set of non-transitive role names
and N+ is a set of transitive role names. Any interpretation I = (ΔI , ·I) for
ALCR+ has to satisfy the additional condition that if (d, e) ∈ RI

i and (e, f) ∈ RI
i ,

then (d, f) ∈ RI
i , for each role Ri ∈ N+.

It is well known that ALC is a notational variant of the multimodal logic
Kn. In fact, concepts of type ∃Ri.C are syntactical variations of multimodal
formulae of type 〈Ri〉ϕ and concepts of type ∀Ri.C are notational counterparts
of multimodal formulae of type [Ri]ϕ. As a consequence, the translation of ALC
and ALCR+ in relational terms is analogous to the relational translation of any
multimodal logic MLL introduced above: ALC can be mapped into a multimodal
logic MLL such that L = ∅, and ALCR+ is a notational variant of a multimodal
logic MLL where L = {ti : Ri ∈ N+}.

Example 2. Consider the ALCR+ -formula:

ψ = ¬((∃.R1¬p1  ∃R2.p2)  ¬((∃R1.¬(p1  ¬p2))  (∃R2.¬(p1  ¬p2)))) ,
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z1(–(((R1 ; – p1) ∩ (R2 ; p2)) ∩ –((R1 ; –(p1 ∩ – p2)) ∩ (R2 ; –(p1 ∩ – p2)))))z0

z1(–(R1 ; – p1))z0, z1(–(R2 ; p2))z0, z1((R1 ; –(p1 ∩ – p2)) ∩ (R2 ; –(p1 ∩ – p2)))z0

rule (–∩) twice

Y1, z1(R1 ; –(p1 ∩ – p2))z0

rule (∩)

Y2, z1(R1 ; (R1 ; –(p1 ∩ – p2)))z0

rule (tran1)

Y3, z2p1z0, z2 –(p1 ∩ – p2)z0

rule (glob ;)

Y3, z2p1z0, z2 – p1z0, z2p2z0

rules (–∩), (–)

Y1, z1(R2 ; –(p1 ∩ – p2)z0

z2p1z0, z3 – p2z0, z3 –(p1 ∩ – p2)z0

rule (glob ;)

z2p1z0, z3 – p2z0, z3 – p1z0, z3p2z0,

rules (–∩), (–)

Fig. 2. RDTRLL -proof tree of the formula z1τ (ψ)z0.

where R1 ∈ N+ and R2 ∈ NP . The formula ψ is true in all interpretations
I = (ΔI , ·I) for ALCR+ . Reasoning as in the previous example, in order to prove
the validity of ψ in our relational setting, we just have to construct the closed
RDTRLL

-proof tree of the formula z1τ(ψ)z0, with L = {t1}. This is illustrated in
Fig. 2. For space reasons, in the RDTRLL

-proof tree of Fig. 2 we are using the
following shorthands: Y1 stands for z1(–(R1 ; – p1))z0, z1(–(R2 ;p2))z0, Y2 stands
for z1(–(R1 ; – p1))z0, z1(–(R2 ; p2))z0, z1(R1 ; –(p1 ∩ – p2))z0, and Y3 stands for
z3 – p2z0, z2(R1 ; –(p1 ∩ – p2))z0.

5 Conclusions and Future Work

We have presented proof systems in the style of relational dual tableaux that can
serve as decision procedures for some multimodal and description logics. By way
of example, we showed how the systems can be used to verify validity in multi-
modal logic with one reflexive and one transitive accessibility relation and in a
description logic corresponding to a multimodal logic with transitive accessibility
relations. The results presented in the paper lead to some further questions about
the possibility of extending these systems to decision procedures for other logics
not captured by RDLm. In particular, we intend to work on dual tableau deci-
sion procedures for relational logics in which relational constants can also enjoy
such properties as symmetry, seriality, Euclidean, partial functionality, function-
ality, weak density. In this way we would get relational decision procedures for
a great variety of standard multimodal logics. Furthermore, we intend to de-
velop decision procedures for those relational logics in which some constraints
on interactions between relational constants are assumed. Such relational dual
tableaux could be used as decision procedures for multimodal information logics
with sufficiency modal operators, for propositional dynamic logic with actions,
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and for logics for qualitative reasoning. Finally, we plan to implement the deci-
sion procedures we have described, and to integrate them in the implementation
of the dual tableau from [6], or in another relational theorem prover.

Acknowledgments. This work was supported by the Polish National Science
Centre research project DEC-2011/02/A/HS1/00395.

References

1. Abraham, A.: Special issue: Hybrid approaches for approximate reasoning. J. Intell.
Fuzzy Syst. 23(2,3), 41–42 (2012)

2. Baader, F., Calvanese, D., McGuinness, D.L., Nardi, D., Patel-Schneider, P.F.
(eds.): The Description Logic Handbook: Theory, Implementation, and Applica-
tions. Cambridge University Press, New York (2003)

3. Cantone, D., Nicolosi-Asmundo, M., Orlowska, E.: Dual tableau-based decision
procedures for some relational logics. In: Proceedings of the 25th Italian Conference
on Computational Logic. CEUR Workshop Proceedings, vol. 598, pp. 1–16 (2010)

4. Cantone, D., Nicolosi-Asmundo, M., Orlowska, E.: Dual tableau-based decision
procedures for relational logics with restricted composition operator. Journal of
Applied Non-Classical Logics 21(2), 177–200 (2011)

5. Corchado, E., Wozniak, M., Abraham, A., de Carvalho, A.C.P.L.F., Snásel, V.:
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